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e " Is this a scenario for
Is the data already on &

Data ONTAP? Yes migrating an entire 7-
: mode system?

Foreign LUN Import

Consider FLI. A NetApp SnapMirror

storage controller can take
control over existing LUNs on <€—Yes:
the SAN and make them
available to the database
server while completing the
migration in the background.
| No

Is the storage system
based on FC LUNs?

|SnapMirror is designed to
easily replicate selected data
from one Data ONTAP system
to another.

Y

Yes—»

e
= // / S
opy the data / R
Are there many .
Sometimes is is simpler to " What s the total size Many smaller databases, or a small ™
simply create new filesystems <€—<1TB ortheldatabacesite databases numberofilange P
as desired, find an outage be migrated? fitical databases
window, and copy the data.
This has the benefit of
providing a backout path. The
original data is untouched. Large, critical »
>1TB databases il
l The larger the database, the
more likely it is to require
The larger the database, the special treatment.
more downtime required to
ASM-mediated migration perform acony opera_tion. ‘ Copy op‘erati_ons QELYM,
There is no absolute right based migration may be too Yes
ASM is a hybrid volume answer. It depends on the slow. Critical database
manager and filesystem. One tolerance for downtime migrations also require
if its key features is backout paths.
transparent migration. ¢
New LUNs are added to the N
the ASM diskgroup and then ey
the old LUNs are dropped. \\\
Oracle will migrate the data in | g—yes Is Oracle ASM being — Is *zero* disruption
the background. It is generally used? required?
transparent, but can be
throttled if the 10 load is
excessive.
No No No —>
LVM-mediated migration
This procedure is similar to the v
ASM procedure. With AlX, < .
Linux, VxVM and most other e
logical volume managers there ) Y
; ; ’ Isa DBA with
are options to either (a) . . . !
relocate the data on a physical <€—YVYes Is a SAN LVM in use? DataGl_Jard skills
LUN or (b) mirror the entire available?
volume group as a unit to new
storage and then drop the old
LUNs. No—]

(EX)

IMTT

There are two options with
the 7MTT tool.

Copy-based transition create
snapmirror replicas from the
source to the new storage
system and then allows the
user to select a cutover time.

Copy-free transition allows the
existing storage to be used.
The controllers are then
updated which allows the data
format on disk to be directly
updated to work with
Clustered ONTAP

DataGuard

This option should only be
offered as an option with care.

DataGuard is an extremely
complicated effort, but if the
customer has the requisite skills
then they’ll know exactly how to
create a DG standby, bring the
databases into sync, and cut
over.

This would only be worth the
trouble if the database was very,
very large or there is a
requirement for zero
interruption at the point of
cutover.

Log Shipping

This option is essentially a
manual DataGuard process. It is
simple, safe, and requires no
changes to the source database.

a) Restore a backup of the
source database to an alternate
server.

b) Establish log shipping. This
could be rsync, ftp, a shared NFS
directory, or any other option
that makes the data available on
the alternate server.

c) When cutover time arrives,
shut down the source database
and copy the final archive and
redo logs into position.

d) Bring up the database and
test. if there are any problems,
shut it down and resume using
the original database.
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Oracle HohfFEEE

Oracle ASMZIZEEEERMNMHRANALAS, MRSEERE. Oracle ASMZIREX—4HLUN. BHIID NS
NMINDERET. HREHZMA—IMRAASMEEARNE, ASMERLUBTIRETTRAEFIKFEGREEE, 0]
URRBREOMBTTR). FEEBTR)X=ZMAFREREITR). BETREABITINO. EAEIRETEER.

ASMIZIRMSX I R THRE, REXMHRAAFASEEMENFETR. {BOracle$HEER LIEASMEZRRAH LRI
BEAMERSXHEMBE R IS BRI LAEAasmemdSE A2 R SR LE,

S5HMLVMEES X —#F. Oracle ASMIEZTEFAE FI FALUNZ B &N XY/ O 1T 5 AL Sa B R
KI/OMEEE, HR. AIUEHEMEKBIRX. LUEHEASMERAN K NURK#TTERE, Oracle ASMAEITEH
FEHREETIHRITIGER, FBLUNKRINZIASMEEEZAE., MIBMLUNKRER . XERAIRKEMEM. F



BEERB=RLUNMEEARRER, hIRREWIERTEEHEZ—. ASMIERMERTE A EAIAI R 8E
EHRBEENINEE,

(D)  @Forace ASMBFGRIRERN. EILTFaSHEMFETHHEEAER,

TFERRER

FERA IR RIEENARREFNIRERGL U THRITES, 35 XENEREFEEATAIREENSEZRH
EHILUN. EXETHEEIMEETEONTAPEN IR M,

SnapMirror

JLFRILAfEEFENetApp SnapMirror#8EE FIE 4 7ENetApp R Z BIMITEIEE TS, WWRIESRIINETHENE
RERGEXRR. ATXEEHTED. ARFHERRED. XE. FEREFERXA. HFRIT-REXFEERE
. FRREEE. ARG, TUBIEHESINFSXHRARBERILRMEEHILUNF B o #ERE R ESITE
RElZ%,

TR PONTAPERFEMENEAIMN IR, ME—TFUTIRIE volume move ##1F. SnapMirrorfA{F&EE:
PHHEERISIZE, WIRTEAL. SEHNBIEGTIMNLUNRIIEINFSSHNIR)MEEEAS LB, £F
WITHEMIR DR, ENEUAFSTEENREF ARLEBERT. BAEHRMERR. UHRURAIERENH
AR ERMEMURHIE. EXEESHAER T

SMEBLUNS N\ (FLI)

FLIZHBE A1FIE1T8.35 B sk dsiIData ONTAPRAM B — N EEFET IR I ALUN, RESTBIFHEEE

. ONTAPRZGREMEMSANEN—HDXENMEFMEET, /5. Data ONTAPRITHIFREMRALUNFIE
BIREEIE, . SEANITESETBICENERRENMERIZE. XEKE A UETE IRt EiEH#Tsea
[E4a 1 E 2 IR MIBR,

B /R7EData ONTAP 8.3FISEHEFLIEY. (N IFHNIERE. RARMEEIFER, EXMEKREEIZTHZ
AILUNEIEAR A A, BXVEIS21EData ONTAP 8.3 1H#EtHAY, LthSTFEAIEONTAPTEfZ I 2R HLUNER
B, MMsRAREMR DR, EHSXENLUBIONTAPERALUNE., SRERE M, BE. —B#1TT
XEER, BIEMAUEXRIAR. HEERMERIIEPRIBE A AR,

EEN/ORIBIONTAPHIE, HEIEFHRETER. ME ANI/OZERNE NSMBLUNFIONTAP LUN, XFETLUNE!
FRUXMARRERS . BREESRITR2ERUBEBIMILUINERBEH SN,

FLIRTSFCEAfEA. BMRFEELNISCSI. MEBRLUNAIIIET BTl E Rt E IR AiSCSI
LUN,

FLIBVZhREBLFE BEh X TR AIAEE, 7RI E TR, REXWTFRIELUNIRE LD, BREREME. FE
RIIO54KIRX 77, MR DEKNETEIFS kIEHNRBMUE. WIFMmIELE,

FWFHNE_NFELEETRAZSXREE(XHRFIRA/NFREIE, Fli0, ZFSXHRABEERIANAIFIRA
ING12F T, FERAIXNEMMEZAE/RECIBRA/NAS12FETH1. B, B, 04FTHIFS2XHZES, RE
XHERFEARER 54 KIARMTT. BEZXGEREFRIENXERSIT. MEESZEIFM,

EXEFERT. FUERFLL, REIBERLIGESE. BEREXGRSGFETERIERERT. —ARFR.
FEONTAP _L3Z#5HEH B & TR HNEAX A RATMNERS KRR/ XEEER T HIEESIEHFVDIER
EFTEAH. AILUERABXNENIRERSRG L RKBERK .

Blgn. EAIX E. PILUMEREEBRA 1sfs -qo fEMALinux. xfs info M tune2fs AIATF x£s M
ext3/extdo 1EF zfs, MEA<LH zdb -Co



RFERRANSEA ashift BEERIAAI. RR2M9512F T, NTRGREMEE. ashift EHM
7912 (2M2=4k), UH{ETERIZEZzpoolftiRE . HETEEN. XEHKRELIEZp00lAH ashift MiBIFHIEEH
2 eI BzpoolRiEFE 12U S o

Oracle ASMEEEAIRA/N, M—HERZMEASMEEE Y X ATUE T

7-HEITETR

7-RINEETRAIMTT)R—REIEKARER. BTRAE7T-RARETEEIONTAP, AZHMIEESF LI
Hitt52ER 5. SBoREAZRMITEEIZ M EEISHIRNIEE. MABEREMENMFESATE. It
S BiEERE RRAREMIMREN &0, Rt HEFEEEIRMEE. ARAUUERTMTTEHERIF

1%,

BLEEPRBETRTEMUEETRNEMERS. ERERES, XENRARESTESE. RBNAEBEKE
FAEE. AIISEHAR. LUNB&iEFA. APNRNEREBRipRMNEE, EXMERT. TMTTRELR)
KIhRERI AR T S,

TMTTEITELL TR 2 —FiafT:

* *BTFEIABEE(CBT), *RACBTH7MTTEIEMIFRHFMIMA7T-RARRIZE SnapMirrors, HiERD
& TMTTERHE I IE,

* *ERIZTIE(CFT), *RACFTH7MTTETIA7T-ENHEERNRULIR. FRERIEREE. NEHER
AILEEER, RENEHERIFNEFENXREES.,

XRMAREZENEBRXFNETF. TRIFTER—MRIBIEGE. EXMAER. ERERIE7T-EINHARBIFR

BHMEREUNEREMERIFR, TEABSEDHMEZR. BTRIANGEARTShHEES. i TRISTE
MERBREORNRIER. FAERNEERHEITIRIRNRRTHIERTEXK, RIEINHEN. NetAppZilEH1
NS BYBYESRE T E MR HAEM N EIZEMLE. TE L1573 #9212/ B BYBS [E] AT TR

BRI
B NOracle#IEX R EFRA— 1 ds LB,
Flan. U T e EIRXHFIOPST.dbf M X RFAFFEE) /oradata2 XHRY /oradata3e

SQL> alter database move datafile '/oradata2/NTAP/IOPS002.dbf' to
'/oradata3/NTAP/IOPS002.dbf"';
Database altered.

R AEBTHEIEX A ERSRIE. BREARSFERBNIO. UHRSTIMBEEEETLEAS.
T BIASMEFTFEHITIBHNEERRE S, EANBERHEIERFREB N HIEFENZITRE,

] OB I M B H H G B o R i@ SR ¥R 4 PR B RVETIEl, 1R{EFT BT Bl RTEvSsession#l
B



SQL> set linesize 300;
SQL> select elapsed seconds||':'||message from v$session_longops;
ELAPSED_SECONDSII':'IIMESSAGE

351:0nline data file move: data file 8: 22548578304 out of 22548578304
bytes done
SQL> select bytes / 1024 / 1024 /1024 as GB from dba data files where
FILE ID = 8;

GB

LRGP, BRI 48, ZXMHAR/NH21 GB. FEKRN6D A BETTHITS. FRERTEI 2 ARR
TEERGEIINEE. TFAEMLE ARSI & RV R IR A T,

BEZIE

FREEEXHITIRNEIrE. EMUELRRRIUEXHEIES. ARRIKBENRE
EEFIFRERY A &

BiIEEE. AUB#HITEEERMER. UFRISHIEES FHIBEARBFRFREY., Hi. sJLLTEcronfE
Ab: )ERTATERIFMUE. b)B15HER—R, XM URAIEEMR D ZGNA SR, RARE
B3t B E R BEBE 1570 .

TEHERMIRESBAR L2 — M URERMEIRE, ERa9BEIEMUFNetApp SnapManager for Oracle
(SMO)#INetApp SnapCenter Oraclelfiff FHI5|%E, LR EFERAMAZWFATLERF EREIRIESBRIT

BHENXEERE. RALRIESEILERASMOH SnapCenterB R EFoR(E. BINTIRERRE 4. ONTAPH
HEIEEEAPIH—D L T thdis.

AEEE-XHRAEZI X RS

HRGIETR T R 2 AwafleREBIEEMEBX 4R TE U TARRS S LHS — M EBEXHRFRIE. F
Y. RS T A fEASnapMirrorfRiEE GIEIEN . EXHAREMEESBEARIHERE—E 7.

IRBIEEED
BT ECBBUEESEN. BEKE. REPBREE—AREXH. IRTIHBETER.

environment

LRI, REIEEAMITONTAPRZ L, SIEMIEESMNRER G EZSERRE, SHEEEL TREMR
Etﬂ.ﬂ‘%q’\ maF snapshot create T:Eﬁ%%ﬂ%f(ﬁ:E"J%Jﬂﬂﬁﬁtﬁéf’ﬁo

SQL> alter database begin backup;
Database altered.
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Cluster0l::*> snapshot create -vserver vserverl -volume jfscl oradata
hotbackup
ClusterQl::*

SQL> alter database end backup;
Database altered.

HERBEME EER— 1R ABRE hotbackup ZIGEE S FAREMRI ISR HIRE, WNRRFULIRER
Ry EE S AN E’JUEM%: AELEEERUEHIBEX ARG WA LU T IRER a9 8RB VEIR R 3 se PR R B ALt
EXMIERT. ESEREFHRS 2.

EREFIAE

WE. BIEFIMERERER. XALUBIZSMAIEIR,. BFEOracle RMAN. M&E R FARER(
gNNetBackup)i®/R. &M A FAEMRILAVERIE X HITE B EHIIR(E,

FUhLRBIR. {#FEESnapMirrorig REEHRZ D EFIZIFAUE,
1. SIEFELUEWIRIREE, MAItR1LE T%jfscl oradatato vol oradatao

Cluster(O0l::*> volume create -vserver vserverl -volume vol oradata
—aggregate data 01 -size 20g -state online -type DP -snapshot-policy
none -policy jfsc3

[Job 833] Job succeeded: Successful

Cluster(Ol::*> snapmirror initialize -source-path vserverl:jfscl oradata
—-destination-path vserverl:vol oradata

Operation is queued: snapmirror initialize of destination

"vserverl:vol oradata".

ClusterOl::*> volume mount -vserver vserverl -volume vol oradata
-junction-path /vol oradata

ClusterQ0l::*

2. ESnapMirrori BRES(Fe AP B5M)E. BIREFIENIREBEIEMIRSG.

ClusterOl::*> snapmirror show -destination-path vserverl:vol oradata
-fields state
source-path destination-path state

vserverl:jfscl oradata vserverl:vol oradata SnapMirrored

11



ClusterOl::*> snapmirror update -destination-path vserverl:vol oradata
—-source-snapshot hotbackup

Operation is queued: snapmirror update of destination

"vserverl:vol oradata".

3. AILLBE EERWIEFP @S MIN newest-snapshot FE,

ClusterOl::*> snapmirror show -destination-path vserverl:vol oradata
-fields newest-snapshot

source-path destination-path newest-snapshot

vserverl:jfscl oradata vserverl:vol oradata hotbackup

4. RE. AL RK.

Cluster0Ol::> snapmirror break -destination-path vserverl:vol oradata
Operation succeeded: snapmirror break for destination

"vserverl:vol oradata".

Cluster0l::>

S HENNMH RS, WTETRINXHRS. BFRIRERERMILVMISR. SMEEEFCH XHiISCSIE!E,
SLUNEIEEE. AILEALInUXEFS < pvscan AJRER B2 EHMLEEAHLUNFEZEREE A SEHKASM
2o

FEUIRBIR. ERANEERHNFSXERS, FIUEEERIEG RS,

fas8060-nfsl:/vol oradata 19922944 1639360 18283584 9%
/oradata

fas8060-nfsl:/vol logs 9961472 128 9961344 1%
/logs

BIBITRIS IR IER

B TFROMEBIZHINHIEIR. o« backup controlfile to trace MEATEIEXAMGSUEMEIRITH
Xt ERLEFRT. WM TMENERBIEEFFEER. AEEESHITHEERESFESHEALES
Ho

1. BUF < 8% BB T AT B ROEUR E S o IT X o

SQL> alter database backup controlfile to trace as '/tmp/waffle.ctrl';
Database altered.

12



2. glEEHIXME, BXHEHEIHRS S,

[oracle@jfsc3 tmp]$ scp oracle@jfscl:/tmp/waffle.ctrl /tmp/
oracle@jfscl's password:

waffle.ctrl 100% 5199
5.1KB/s 00:00

HEINSHX M

EIIFER, FEE—ISHXHE. REEMNAEZMMNYRIspfiledpfilefllZZ—Mpfile. TELLREIF. JREGERE
fEFRYZspfiles

SQL> create pfile='/tmp/waffle.tmp.pfile' from spfile;
File created.

fll#Eoratabs: B

EfforaenvELBRRFIEEET. SHtlEoratabF B, Ef|EoratabF®H. BT UTHE,

WAFFLE:/orabin/product/12.1.0/dbhome 1:N

HEEBE RGN

%E%Fﬁ%ﬁi?\ﬁﬁx MAmeZeN]. SNEBIEESIIRES BRI, BESEREN. BREUTRREE

[oracle@jfsc3 ~]$ . oraenv

ORACLE SID = [oracle] ? WAFFLE

The Oracle base has been set to /orabin

[oracle@jfsc3 ~]$ cd SORACLE BASE

[oracle@jfsc3 orabin]$ cd admin

[oracle@jfsc3 admin]$ mkdir WAFFLE

[oracle@jfsc3 admin]$ cd WAFFLE

[oracle@jfsc3 WAFFLE]S$ mkdir adump dpdump pfile scripts xdb wallet

ST

1. ERSHXHERZIHRSE. BEITU TS, BIAMIEN $ORACLE_HOME/dbs BR. EXMER
. pfileR] UREREMRNUE. ©NBIEESIREFHNFETE,

13



[oracle@jfsc3 admin]$ scp oracle@jfscl:/tmp/waffle.tmp.pfile
$SORACLE HOME/dbs/waffle.tmp.pfile

oracle@jfscl's password:

waffle.pfile 100% 916
0.9KB/s 00:00

1. RIBREREXG. fla0. MRIALATMESER. NHAEpfile A RIRFTUE, TEUREIHR. NEHR
EAHTHIS M. 89 BEE ASHEBIEX 4R ZE D HIEH X .

[root@jfscl tmpl# cat waffle.pfile

WAFFLE. data transfer cache size=0

WAFFLE. db cache size=507510784

WAFFLE. Java pool size=4194304

WAFFLE. large pool size=20971520

WAFFLE. oracle base='/orabin'#ORACLE BASE set from environment
WAFFLE. pga aggregate target=268435456

WAFFLE. sga target=805306368

WAFFLE. shared io pool size=29360128

WAFFLE. shared pool size=234881024

WAFFLE. streams pool size=0

*.audit file dest='/orabin/admin/WAFFLE/adump'
*.audit trail='db'

*.compatible="'12.1.0.2.0"

*.control files='/oradata//WAFFLE/controlOl.ctl','/oradata//WAFFLE/contr
0l02.ctl’

*.control files='/oradata/WAFFLE/controlOl.ctl','/logs/WAFFLE/controlO02.
ctl'

*.db block size=8192

*.db_domain="'"

*.db name='WAFFLE'

*.diagnostic dest='/orabin'

*.dispatchers="' (PROTOCOL=TCP) (SERVICE=WAFFLEXDB)'
*.log archive dest 1='LOCATION=/logs/WAFFLE/arch'
*.log archive format='%t %s %r.dbf’

*.open_ cursors=300

*.pga aggregate target=256m

* .processes=300

*.remote login passwordfile='EXCLUSIVE'

*.sga_ target=768m

*.undo_ tablespace='UNDOTBS1'

2. {RIESERRfE. RIELtpfileBIB— P spfile,
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SQL> create spfile from pfile='waffle.tmp.pfile';
File created.

EMeIRERIX M

FE—FH, EM%EIH backup controlfile to trace BEHIFIFIRSEES. FAIERmHNEAE D ZE
controlfile recreation % IEERAEMRICEIED FRIXHFHIXE] set #1. NORESETLOGS. EM
{THA create controlfile reuse database HNWE&E1%IE noresetlogse LXﬁ%(;)?ﬁ?E%o

1. ERRONRES TR, ZXHFW TR

CREATE CONTROLFILE REUSE DATABASE "WAFFLE" NORESETLOGS ARCHIVELOG
MAXLOGFILES 16
MAXLOGMEMBERS 3
MAXDATAFILES 100
MAXINSTANCES 8
MAXLOGHISTORY 292
LOGFILE
GROUP 1 '/logs/WAFFLE/redo/redo0Ol.log' SIZE 50M BLOCKSIZE 512,
GROUP 2 '/logs/WAFFLE/redo/redo02.log' SIZE 50M BLOCKSIZE 512,
GROUP 3 '/logs/WAFFLE/redo/redo03.log' SIZE 50M BLOCKSIZE 512
—-— STANDBY LOGFILE
DATAFILE
'/oradata/WAFFLE/system0l.dbf"',
'/oradata/WAFFLE/sysaux01.dbf"',
' /oradata/WAFFLE/undotbs01l.dbf"',
'/oradata/WAFFLE/users0l.dbf"
CHARACTER SET WES8MSWIN1252

4

2 IEREREILIA, URBEMIFNLE. fII. KERMERHEHIONME TS EEHE
BEAFIER LSO R, ERAEBR T, EXASEABUTEEARE. Al 4 EPOBIRIE RS
B/ LB,

3. ERABIHR. BER DATAFILE ERARIFIALE. BEMHTEBHEIPHFMUE /redo MARSIIHER

HZ==8] /1logs.

15



16

CREATE CONTROLFILE REUSE DATABASE "WAFFLE" NORESETLOGS
MAXLOGFILES 16
MAXLOGMEMBERS 3
MAXDATAFILES 100
MAXINSTANCES 8
MAXLOGHISTORY 292
LOGFILE
GROUP 1 '/redo/redo0Ol.log' SIZE 50M BLOCKSIZE 512,
GROUP 2 '/redo/redo02.log' SIZE 50M BLOCKSIZE 512,
GROUP 3 '/redo/redo03.log' SIZE 50M BLOCKSIZE 512
-— STANDBY LOGFILE
DATAFILE
'/oradata/WAFFLE/systemO1l.dbf"',
'/oradata/WAFFLE/sysaux01l.dbf"',
'/oradata/WAFFLE/undotbs01.dbf"',
'/oradata/WAFFLE/usersQ0l.dbf"
CHARACTER SET WESMSWIN1252

.
r

ARCHIVELOG



SQL> startup nomount;
ORACLE instance started.
Total System Global Area 805306368 bytes

Fixed Size 2929552 bytes
Variable Size 331353200 bytes
Database Buffers 465567744 bytes
Redo Buffers 5455872 bytes
SQL> CREATE CONTROLFILE REUSE DATABASE "WAFFLE" NORESETLOGS ARCHIVELOG
2 MAXLOGFILES 16
3 MAXLOGMEMBERS 3
4 MAXDATAFILES 100
5 MAXINSTANCES 8
6 MAXLOGHISTORY 292
7 LOGFILE
8 GROUP 1 '/redo/redoOl.log' SIZE 50M BLOCKSIZE 512,
9 GROUP 2 '/redo/redo02.log' SIZE 50M BLOCKSIZE 512,
10 GROUP 3 '/redo/redo03.log' SIZE 50M BLOCKSIZE 512
11 -- STANDBY LOGFILE
12 DATAFILE
13 '/oradata/WAFFLE/system01.dbf"',
14 '/oradata/WAFFLE/sysaux01.dbf"',
15 ' /oradata/WAFFLE/undotbs01l.dbf"',
16 '/oradata/WAFFLE/users0l.dbf"
17 CHARACTER SET WES8MSWIN1252
8
Control file created.

SQL>

MREAXHREUENSHEERR. WSEMER. BB IEERNRT, HEEFEEEH. BERTH. T
EF. ANERERVSEXH TSN TFRENRN. BIENAIFEAE. UEHEFERS—E.

MR EEH

BEMEXAR—E. ELFERTNETHERE. BIFZANAIATERRE, ARERERT. AILE
EM%%EE%W%%LWE%HHEEEE\#EﬂME%ﬁﬁEE@EOEE@%RT\%ﬁﬁﬂﬂ%ﬁ

15N 0

a0, — 1 EERA scp LHRERTLUSFRE Srl BEMRIRS SFEFIZIER RS 25
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[oracle@jfsc3 archl]$ scp jfscl:/logs/WAFFLE/arch/* ./
oracle@jfscl's password:

1 22 912662036.dbf 1005  47MB
47.0MB/s  00:01
1 23 912662036.dbf 100%  40MB
40.4MB/s  00:00
1 24 912662036.dbf 100%  45MB
45.4MB/s  00:00
1 25 912662036.dbf 1005  41MB
40.9MB/s  00:01
1 26 _912662036.dbf 100%  39MB
39.4MB/s  00:00
1 27 912662036.dbf 100%5  39MB
38.7MB/s  00:00
1 28 912662036.dbf 100%  40MB
40.1MB/s  00:01
1 29 912662036.dbf 1005  17MB
16.9MB/s  00:00
1 30 912662036.dbf 100% 636KB

636.0KB/s 00:00

MIsEEER

XHAUFEAMBEMNERS. AIUALGSREHREREN] recover database until cancel RGN
AUTO BEIEMFETARE.
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SQL> recover database until cancel;

ORA-00279: change 382713 generated at 05/24/2016 09:00:54 needed for
thread 1

ORA-00289: suggestion : /logs/WAFFLE/arch/1 23 912662036.dbf
ORA-00280: change 382713 for thread 1 is in sequence #23

Specify log: {<RET>=suggested | filename | AUTO | CANCEL}

AUTO

ORA-00279: change 405712 generated at 05/24/2016 15:01:05 needed for
thread 1

ORA-00289: suggestion : /logs/WAFFLE/arch/l1 24 912662036.dbf
ORA-00280: change 405712 for thread 1 is in sequence #24

ORA-00278: log file '/logs/WAFFLE/arch/1 23 912662036.dbf' no longer
needed for

this recovery

ORA-00279: change 713874 generated at 05/26/2016 04:26:43 needed for
thread 1

ORA-00289: suggestion : /logs/WAFFLE/arch/1l 31 912662036.dbf
ORA-00280: change 713874 for thread 1 is in sequence #31

ORA-00278: log file '/logs/WAFFLE/arch/1 30 912662036.dbf' no longer
needed for

this recovery

ORA-00308: cannot open archived log '/logs/WAFFLE/arch/1l 31 912662036.dbf’
ORA-27037: unable to obtain file status

Linux-x86 64 Error: 2: No such file or directory

Additional information: 3

RAPAMBTOEREER. BEXREEN, AEET sqlplus EEEHRIERSEXMH. BXRIELEE. RER
Al B S XA R A F1E.

RALEEH I BEZ R XFREERE. WIRERTIPE—R, FEATHITEWNMEMR. AR, Zd
R EESSHITHRIERE. UERIXBEMAS.

EEHTEHMER

ARZHIER T ARUMPITER. IBIEAERFE/LVREE/LFAETH. XRKRELIFASHREIX
DRI ABUBEEHHITEME . Hib. ERBRTME. “EREME 2R D rIERE.

XEMALLBE ZMHAREEHA. BEEENNGEZ—FBrsync. X— 1M ERHXHERILBRERF. F
Bt BAREFNRTEHEEBERENTIFHE, H%W. rsyncd.conf TEMNXHERTWNAEIER B

AR watfle.arch F@I Oracle AP EIEIH 0 HRETE] /1ogs/WAFFLE/arch, B EBME. RFRIZENR
B XEATLOEEVEF R, BERSXNEH#AITER.
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[root@jfscl archl# cat /etc/rsyncd.conf
[waffle.arch]

uid=oracle

gid=dba

path=/logs/WAFFLE/arch

read only = true
[root@jfscl archl]# rsync --daemon

U T RARS BN B EB R SrsyncBREY waffle.arch 7ERIGARS B Lo o t FRISE rsync
- potg IRIEIEIBELASCATIR. HENERHXH. LIRS MRS FHATIEEE . B Ecrond it
YEHRIETTIE S <o
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[oracle@jfsc3 arch]$ rsync -potg --stats

/logs/WAFFLE/arch/
1 31 912662036.dbf

650240 100%

1 32 912662036.dbf

4873728 100%

1 33 912662036.dbf

4088832 100%

1 34 912662036.dbf

8196096 100%

1 35 912662036.dbf

19376128 100%

1 36_912662036.dbf

71680 100%

1 37 912662036.dbf

1144320 100%

1 38 912662036.dbf

35757568 100%

1 39 912662036.dbf

Number of files:

984576 100%

18

124.

110.

50.

54.

57.

201.

63

02MB/ s

67MB/s

64MB/s

66MB/ s

75MB/ s

15kB/s

.06MB/s

.74MB/s

.63MB/s

Number of files transferred:

Total file size:

399653376 bytes
75143168

Total transferred file size:

Literal data:
Matched data:
File list size:

File list transfer time:
204

Total bytes sent:

Total bytes received:

sent 204 bytes
total size is 399653376

WEIRERE.

"o XEMAEZ—PSHR. AT

RS

75143168 bytes
0 bytes
474

File list generation time:

75153219
received 75153219 bytes

(= —7==)
BAE 7

:00:

:00:

:00:

:00:

:00:

:00:

3003

:00:

:00:

00 (xfer#l,
00 (xfer#2,
00 (xfer#3,
00 (xfer#4,
00 (xfer#b,
00 (xfer#o,
00 (xfer#7,
00 (xfer#s,
00 (xfer#9,
bytes

0.001 seconds
0.000 seconds

speedup is 5.32

--progress Jjfscl::waffle.arch/*

to-check=8/18)

to-check=7/18)

to-check=6/18)

to-check=5/18)

to-check=4/18)

to-check=3/18)

to-check=2/18)

to-check=1/18)

to-check=0/18)

150306846.00 bytes/sec

M EFITERE R, IEARFIER T SA{EAsqlplusFEiE T recover database
until cancel, —MAIUBEMEIBoHEANTIE, S RERGUERPFMRMMIA "SREUEE ERVEHE
EEMIREREUERE, XA UEZ YRR T2 T EEAHER I
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[oracle@jfsc3 logs]$ ./replay.logs.pl WAFFLE

ORACLE SID = [WAFFLE] ? The Oracle base remains unchanged with value
/orabin

SQL*Plus: Release 12.1.0.2.0 Production on Thu May 26 10:47:16 2016
Copyright (c) 1982, 2014, Oracle. All rights reserved.

Connected to:

Oracle Database 12c Enterprise Edition Release 12.1.0.2.0 - 64bit
Production

With the Partitioning, OLAP, Advanced Analytics and Real Application
Testing options

SQL> ORA-00279: change 713874 generated at 05/26/2016 04:26:43 needed for
thread 1

ORA-00289: suggestion : /logs/WAFFLE/arch/1 31 912662036.dbf
ORA-00280: change 713874 for thread 1 is in sequence #31

Specify log: {<RET>=suggested | filename | AUTO | CANCEL}

ORA-00279: change 814256 generated at 05/26/2016 04:52:30 needed for
thread 1

ORA-00289: suggestion : /logs/WAFFLE/arch/1l 32 912662036.dbf
ORA-00280: change 814256 for thread 1 is in sequence #32

ORA-00278: log file '/logs/WAFFLE/arch/1 31 912662036.dbf' no longer
needed for

this recovery

ORA-00279: change 814780 generated at 05/26/2016 04:53:04 needed for
thread 1

ORA-00289: suggestion : /logs/WAFFLE/arch/1 33 912662036.dbf
ORA-00280: change 814780 for thread 1 is in sequence #33

ORA-00278: log file '/logs/WAFFLE/arch/1 32 912662036.dbf' no longer
needed for

this recovery

ORA-00279: change 1120099 generated at 05/26/2016 09:59:21 needed for
thread 1

ORA-00289: suggestion : /logs/WAFFLE/arch/1 40 912662036.dbf
ORA-00280: change 1120099 for thread 1 is in sequence #40

ORA-00278: log file '/logs/WAFFLE/arch/1 39 912662036.dbf' no longer
needed for

this recovery

ORA-00308: cannot open archived log '/logs/WAFFLE/arch/1l 40 912662036.dbf"
ORA-27037: unable to obtain file status

Linux-x86 64 Error: 2: No such file or directory

Additional information: 3

SQL> Disconnected from Oracle Database 12c Enterprise Edition Release
12.1.0.2.0 - 64bit Production

With the Partitioning, OLAP, Advanced Analytics and Real Application
Testing options



i

HERTERIFINEG. STHIT—

RARY. HPeEIRATHNERBRE. IRRREMATUEETE

A\ WeIRN A TUEITARIR:

SQL> select member from vS$Slogfile;

MEMBER

/logs/WAFFLE/redo/redo0l.log
/1logs/WAFFLE/redo/redo02.1log
/logs/WAFFLE/redo/redo03.log

1. RAREHER

2. (AR ATENARSS 28 L XA AERIT
3. IR EMBEERZIHIRSE. FRFIP. EMATEEREML

—REAERL,
FFERF /redoo

[oracle@jfsc3 logs]$ scp Jjfscl:/logs/WAFFLE/redo/* /redo/
oracle@jfscl's password:

redoO1l.

100%

redo02.

100%
redo03
100%

4. UM ER. FEIEER

/\o

log
50MB 50.0MB/s 00:01
log
50MB 50.0MB/s 00:00
.log
50MB 50.0MB/s 00:00

BREERHEMNERSRTEERRSHAENMEXMt. AEASUIRE—RERE
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SQL> recover database until cancel;

ORA-00279: change 1120099 generated at 05/26/2016 09:59:21 needed for
thread 1

ORA-00289: suggestion : /logs/WAFFLE/arch/1 40 912662036.dbf
ORA-00280: change 1120099 for thread 1 is in sequence #40
Specify log: {<RET>=suggested | filename | AUTO | CANCEL}
AUTO

ORA-00308: cannot open archived log
'/logs/WAFFLE/arch/1 40 912662036.dbf"

ORA-27037: unable to obtain file status

Linux-x86 64 Error: 2: No such file or directory

Additional information: 3

ORA-00308: cannot open archived log
'/logs/WAFFLE/arch/1 40 912662036.dbf"

ORA-27037: unable to obtain file status

Linux-x86 64 Error: 2: No such file or directory

Additional information: 3

S e, MNEMHEE. WNREE Media recovery complete BhRE] IR $URERRST H
EIEapa

SQL> recover database;
Media recovery complete.
SQL> alter database open;
Database altered.

AE&IX- ASMEIXX RSt

R BER T 40l EAOracle RMANE S EiEE. ESRENXAHRREIXHRAFASEERAIFEFERMU B
ENFTEIRFIASM LR M, THEASMIE EREUIRRME—TTZREME LASM LUNZ A Oracle RMANATT
B Hl1F.

ESAMOracle ASMEFIX IR EFEARMAN. ERMANBIERHRIEFASM. RMANT]HFMEMERNTE
eI EMERE SRR,

LR 2R T R Fapancake I EHEE MASMEEEME M Z(I FEREFREIRS B[R LNEMXH RS /oradata
M /logso

BIBHIEEED
B—IRNEIBIERARSFVHRIEECIZS (. BT IREEMOracle ASM. EIELAIERARMAN, BT LIZYN
gﬁﬁﬁ'\?ﬂﬁfeﬁiﬂ’\JRMAN%ﬁo G EREB—NHIFCHED . HWEFEIRMANTEHE(EZ BPEMIRAEE

B TATEXENHEREEUNEERANME, - MEIXEhEE X HRIE D,
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RMAN> configure channel device type disk format '/rman/pancake/%$U';
using target database control file instead of recovery catalog

old RMAN configuration parameters:

CONFIGURE CHANNEL DEVICE TYPE DISK FORMAT '/rman/pancake/%U"';
new RMAN configuration parameters:
CONFIGURE CHANNEL DEVICE TYPE DISK FORMAT '/rman/pancake/%U"';

new RMAN configuration parameters are successfully stored

RMAN> backup database tag 'ONTAP MIGRATION';

Starting backup at 24-MAY-16

allocated channel: ORA DISK 1

channel ORA DISK 1: SID=251 device type=DISK

channel ORA DISK 1: starting full datafile backup set

channel ORA DISK 1: specifying datafile(s) in backup set

input datafile file number=00001 name=+ASMO0/PANCAKE/systemOl.dbf
input datafile file number=00002 name=+ASMO0/PANCAKE/sysaux01.dbf
input datafile file number=00003 name=+ASM0O/PANCAKE/undotbsl0l.dbf
input datafile file number=00004 name=+ASMO0/PANCAKE/users0l.dbf
channel ORA DISK 1: starting piece 1 at 24-MAY-16

channel ORA DISK 1: finished piece 1 at 24-MAY-16

piece handle=/rman/pancake/lgr6cl6l 1 1 tag=ONTAP MIGRATION comment=NONE
channel ORA DISK 1: backup set complete, elapsed time: 00:00:03
channel ORA DISK 1: starting full datafile backup set

channel ORA DISK 1: specifying datafile(s) in backup set

including current control file in backup set

including current SPFILE in backup set

channel ORA DISK 1: starting piece 1 at 24-MAY-16

channel ORA DISK 1: finished piece 1 at 24-MAY-16

piece handle=/rman/pancake/lhr6cl64 1 1 tag=ONTAP MIGRATION comment=NONE
channel ORA DISK 1: backup set complete, elapsed time: 00:00:01
Finished backup at 24-MAY-16

EINERIX
HEZREENRETBHASDIESIXH duplicate database 2%,



RMAN> backup current controlfile format '/rman/pancake/ctrl.bkp';
Starting backup at 24-MAY-16

using channel ORA DISK 1

channel ORA DISK 1: starting full datafile backup set

channel ORA DISK 1: specifying datafile(s) in backup set
including current control file in backup set

channel ORA DISK 1: starting piece 1 at 24-MAY-16

channel ORA DISK 1: finished piece 1 at 24-MAY-16

piece handle=/rman/pancake/ctrl.bkp tag=TAG20160524T032651 comment=NONE
channel ORA DISK 1: backup set complete, elapsed time: 00:00:01
Finished backup at 24-MAY-16

R
EMIFRER. RFEE—I S REENAEEMHBTRspfileZpfiletliZ—1pfile. TELLRAIA. TREIRRE
fE B spfileo

RMAN> create pfile='/rman/pancake/pfile' from spfile;
Statement processed

ASMX 4 Ep A s

BohEiERER, ERIXAPURMEXNINXHUERREZ N UTHARKREIE—TIRMANRZ, LIETFHRIT
I8, WWRFIERT — T SIEXAHEIRE DSERE. EREFERE SN BEEERT M EEX .

HERIASRITE R E] "ASMEISI RGBT BT MtFE.
ﬁﬁ\E%UE_¢%ﬁ*E%EXEMEEﬁ§\ﬁﬁﬁﬂﬁlmjﬁMJmmemwmoE$ELE_¢
E‘Z%%?Eﬁﬂ’\]’ilﬁeo F-PMFREINEMATHMUE. FNFRENRSHE LME, AR, EERITINE
I\o

BN BIEX S R B R MEER, ZHAEFEREEXS. REEMAXGRESER. FHBERIK

FARMANEIZA, e, ESMIEEXAHRITHERERZEE, SRZ2EM—TERENRMANREIZE, AJLREEEHRTT
WiE. LUARXMAEIREIFRRIE,
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SQL> @/rman/mk.rename.scripts.

sgl

Parameters for log file conversion:
*.log file name convert = '+ASMO/PANCAKE/redoOl.log',
'/NEW_PATH/redoOl.log', '+ASMO/PANCAKE/redo02.log"',

'/NEW _PATH/redo02.log', '+ASM0/PANCAKE/redo03.1log"',

rman duplication script:
run

{

set newname for datafile 1 to
set newname for datafile 2 to
set newname for datafile 3 to
set newname for datafile 4 to
set newname for tempfile 1 to

duplicate target database for

}
PL/SQL procedure successfully

'+ASMO/PANCAKE/system01.dbf"';
'+ASMO/PANCAKE/sysaux01.dbf"';
'+ASMO/PANCAKE /undotbsl101l.dbf"';
'+ASMO/PANCAKE /users0l1.dbf';
'+ASMO/PANCAKE/temp01.dbf"';

standby backup location INSERT PATH HERE;

completed.

'/NEW PATH/redo03.log'

HIRILFESNEE. o log file name convert SEIRUITFIAKRE Epfile. WIIENHRIERMANEL
EXHESRMNEEME. TEBREXRERFRRMUE, FLRfP. efeHfE&TH

/oradata/pancakeo

run

{

set newname for datafile 1 to
set newname for datafile 2 to
set newname for datafile 3 to
set newname for datafile 4 to
set newname for tempfile 1 to

duplicate target database for
}

HEEEREGH

'/oradata/pancake/pancake.dbf';
'/oradata/pancake/sysaux.dbf"';

' /oradata/pancake/undotbsl.dbf"';
'/oradata/pancake/users.dbf"';

' /oradata/pancake/temp.dbf';

standby backup location '/rman/pancake';

XLEHATNFEEEME. AILURIT. EBASTIREIFBREN, NRFAFEERAEE. NameIZel]. &
NEIREFEB RSB RK. UTRFIRRT RIEEX,

oracle@jfsc?
oracle@jfsc?2
oracle@jfsc?

[
[
[
[
[
[

oracle@jfsc2 PANCAKE]S mkdir

~1$ mkdir /oradata/pancake
~]1$ mkdir /logs/pancake
~]1$ cd /orabin/admin
oracle@jfsc2 admin]$ mkdir PANCAKE
oracle@jfsc2 admin]$ cd PANCAKE

adump dpdump pfile scripts xdb wallet
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fll#Eoratabs: B

BfForaenvELARFELET. BEEAUTHS.

PANCAKE: /orabin/product/12.1.0/dbhome 1:N

SHEN

WIE A RTFBIpfile. LA BRFTARSS 88 L AEMERIZE . BUEXFERIZECXHRMANERIMAHEITER. JIF
PR R BT H#HITEN control files M log archive dest parametersitbyh. EEIRER EE N EH
X HAIBEUAKRSE. B30 db_create_file dest TEASMZIMETRERER, ZIFERIDBARIELLIR(E
ZHFHAEERNIEE,

FEUHRBIR, TEEREFTHIXAUE. BEIEBERUKRAIRM log file name convert =S¥,
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PANCAKE. data transfer cache size=0

PANCAKE. db cache size=545259520

PANCAKE. Java pool size=4194304

PANCAKE. large pool size=25165824

PANCAKE. oracle base='/orabin'#ORACLE BASE set from environment
PANCAKE. pga aggregate target=268435456
PANCAKE. sga target=805306368

PANCAKE. shared io pool size=29360128

PANCAKE. shared pool size=192937984

PANCAKE. streams pool size=0

*

*

*

*

*

.audit file dest='/orabin/admin/PANCAKE/adump'

.audit trail='db'

.compatible='12.1.0.2.0"

.control files='+ASMO/PANCAKE/control0l.ctl', '+ASMO/PANCAKE/control02.ctl

.control files='/oradata/pancake/control0l.ctl','/logs/pancake/control02.

ctl'

*

*

*

*

*

.db block size=8192

.db_domain=""

.db _name='PANCAKE'

.diagnostic dest="'/orabin'

.dispatchers="' (PROTOCOL=TCP) (SERVICE=PANCAKEXDB)''
.log archive dest 1='LOCATION=+ASM1'

.log archive dest 1='LOCATION=/logs/pancake'

.log archive format='%t %s %r.dbf'

'/logs/path/redo02.1log"

*

.log file name convert = '+ASMO/PANCAKE/redoOl.log',

'/logs/pancake/redo0l.log', '+ASMO/PANCAKE/redo02.log',
'/logs/pancake/redo02.log', '+ASMO/PANCAKE/redo03.log'
'/logs/pancake/redo03.1log'

*

*

*

*

*

*

.open_cursors=300

.pga_aggregate target=256m
.processes=300

.remote login passwordfile='EXCLUSIVE'
.sga_target=768m
.undo_tablespace='UNDOTBS1'

HWINTSHE. DR XESHEN. BABFES NEN. ERSHEFEHIRE A pfilet!Espfile.
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bash-4.1$ sqglplus / as sysdba

SQL*Plus: Release 12.1.0.2.0 Production on Fri Jan 8 11:17:40 2016
Copyright (c) 1982, 2014, Oracle. All rights reserved.

Connected to an idle instance.

SQL> create spfile from pfile='/rman/pancake/pfile';

File created.

BEhAFER

EHHIEETNRE—F BEMBEEHEZE. BEREHNXH. ELPEP. spfilen]sexHIAE R, NR
startup nomount BRLEBHEIZMEAM. XxiF. FEiEpfilet®ik. FEEHME AspfileHEIRXIEREH,

SQL> startup nomount;
ORACLE instance started.
Total System Global Area 805306368 bytes

Fixed Size 2929552 bytes
Variable Size 373296240 bytes
Database Buffers 423624704 bytes
Redo Buffers 5455872 bytes

EHIEERE

S5itIiZRpEMP BB, KErBIRMANE (EREF A EFFrRRIAIEE R, AEREEIEREID
(DBID)HAEEHENER TEHHIEE, XFTLUMLENARE. MXERREREPRIFPMBENTE,

ERELE—PHEENEA. FARMANENauxEZRISUEE. FEAR)@ERthe DUKATE DATABASE AR

A
~o

[oracle@jfsc?2 pancake]$ rman auxiliary /

Recovery Manager: Release 12.1.0.2.0 - Production on Tue May 24 03:04:56
2016

Copyright (c) 1982, 2014, Oracle and/or its affiliates. All rights
reserved.

connected to auxiliary database: PANCAKE (not mounted)

RMAN> run

2> |

3> set newname for datafile to '/oradata/pancake/pancake.dbf’';
4> set newname for datafile to '/oradata/pancake/sysaux.dbf';
to '/oradata/pancake/undotbsl.dbf';

to '/oradata/pancake/users.dbf';

5> set newname for datafile
6> set newname for datafile

s W N e

7> set newname for tempfile to '/oradata/pancake/temp.dbf';

8> duplicate target database for standby backup location '/rman/pancake';
9> }

executing command: SET NEWNAME

executing command: SET NEWNAME
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executing command: SET NEWNAME
executing command: SET NEWNAME
executing command: SET NEWNAME
Starting Duplicate Db at 24-MAY-16
contents of Memory Script:
{
restore clone standby controlfile from '/rman/pancake/ctrl.bkp';
}
executing Memory Script
Starting restore at 24-MAY-16
allocated channel: ORA AUX DISK 1
channel ORA AUX DISK 1: SID=243 device type=DISK
channel ORA AUX DISK 1: restoring control file
channel ORA AUX DISK 1: restore complete, elapsed time: 00:00:01
output file name=/oradata/pancake/controlOl.ctl
output file name=/logs/pancake/control02.ctl
Finished restore at 24-MAY-16
contents of Memory Script:
{
sgl clone 'alter database mount standby database';
}
executing Memory Script
sgl statement: alter database mount standby database
released channel: ORA AUX DISK 1
allocated channel: ORA AUX DISK 1
channel ORA AUX DISK 1: SID=243 device type=DISK
contents of Memory Script:
{
set newname for tempfile 1 to
"/oradata/pancake/temp.dbf";
switch clone tempfile all;
set newname for datafile 1 to
"/oradata/pancake/pancake.dbf";
set newname for datafile 2 to
"/oradata/pancake/sysaux.dbf";
set newname for datafile 3 to
"/oradata/pancake/undotbsl.dbf";
set newname for datafile 4 to
"/oradata/pancake/users.dbf";
restore
clone database
}
executing Memory Script
executing command: SET NEWNAME
renamed tempfile 1 to /oradata/pancake/temp.dbf in control file



executing command: SET NEWNAME
executing command: SET NEWNAME
executing command: SET NEWNAME
executing command: SET NEWNAME
Starting restore at 24-MAY-16
using channel ORA AUX DISK 1
channel ORA AUX DISK 1: starting datafile backup set restore
channel ORA AUX DISK 1: specifying datafile(s) to restore from backup set
channel ORA AUX DISK 1: restoring datafile 00001 to
/oradata/pancake/pancake.dbf
channel ORA AUX DISK 1: restoring datafile 00002 to
/oradata/pancake/sysaux.dbf
channel ORA AUX DISK 1: restoring datafile 00003 to
/oradata/pancake/undotbsl.dbf
channel ORA AUX DISK 1: restoring datafile 00004 to
/oradata/pancake/users.dbf
channel ORA AUX DISK 1: reading from backup piece
/rman/pancake/lgré6clel 1 1
channel ORA AUX DISK 1: piece handle=/rman/pancake/lgr6clel 1 1
tag=ONTAP MIGRATION
channel ORA AUX DISK 1: restored backup piece 1
channel ORA AUX DISK 1: restore complete, elapsed time: 00:00:07
Finished restore at 24-MAY-16
contents of Memory Script:
{

switch clone datafile all;
}
executing Memory Script
datafile 1 switched to datafile copy
input datafile copy RECID=5 STAMP=912655725 file
name=/oradata/pancake/pancake.dbf
datafile 2 switched to datafile copy
input datafile copy RECID=6 STAMP=912655725 file
name=/oradata/pancake/sysaux.dbf
datafile 3 switched to datafile copy
input datafile copy RECID=7 STAMP=912655725 file
name=/oradata/pancake/undotbsl.dbf
datafile 4 switched to datafile copy
input datafile copy RECID=8 STAMP=912655725 file
name=/oradata/pancake/users.dbf
Finished Duplicate Db at 24-MAY-16

NI B EEH

WA, BOIREANRSIEELZZFUE, SFMAIRRES T IR, RESNAESILFEIEEL
FRMANK IS BES HEIHRENEEE, IRHZMUERTH. 5—MEEREARMANE NI RS,
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SRS 1EBrepEirsyncE HlI3 4
ZFLERBIR, BER /rman BRE2—PNFSEE, A RBEHEENTZNESEESER,

HP—MEEMRFHEAZE disk format e BEIMHVHERTNN sh_%e %a.dbf, RNUINEREEERN
KRS, FYISMAEDE. REFEARE. BX5MLE log archive format='st %s %r.dbf &
o WBSHELULRERS. FYSMAEDHRIEE BT, RRERE. FLNBEXHENSRAKIE
FEFTNEA AR RITE . XEMESNITHFIRIE recover database BE8. ENsqlplush] LAEMhFLNZEE] /Y
I35 B &R R FRo
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RMAN> configure channel device type disk format
'/rman/pancake/logship/%h %e %a.dbf';

old RMAN configuration parameters:

CONFIGURE CHANNEL DEVICE TYPE DISK FORMAT
'/rman/pancake/arch/%$h %e %a.dbf';

new RMAN configuration parameters:

CONFIGURE CHANNEL DEVICE TYPE DISK FORMAT
'/rman/pancake/logship/%h %e %a.dbf';

new RMAN configuration parameters are successfully stored

released channel: ORA DISK 1

RMAN> backup as copy archivelog from time 'sysdate-2';

Starting backup at 24-MAY-16

current log archived

allocated channel: ORA DISK 1

channel ORA DISK 1: SID=373 device type=DISK

channel ORA DISK 1: starting archived log copy

input archived log thread=1 sequence=54 RECID=70 STAMP=912658508
output file name=/rman/pancake/logship/1 54 912576125.dbf RECID=123
STAMP=912659482

channel ORA DISK 1: archived log copy complete, elapsed time: 00:00:01
channel ORA DISK 1: starting archived log copy

input archived log thread=1 sequence=41 RECID=29 STAMP=912654101
output file name=/rman/pancake/logship/1 41 912576125.dbf RECID=124
STAMP=912659483

channel ORA DISK 1: archived log copy complete, elapsed time: 00:00:01

channel ORA DISK 1: starting archived log copy

input archived log thread=1 sequence=45 RECID=33 STAMP=912654688
output file name=/rman/pancake/logship/1 45 912576125.dbf RECID=152
STAMP=912659514

channel ORA DISK 1: archived log copy complete, elapsed time: 00:00:01
channel ORA DISK 1: starting archived log copy

input archived log thread=1 sequence=47 RECID=36 STAMP=912654809
output file name=/rman/pancake/logship/1 47 912576125.dbf RECID=153
STAMP=912659515

channel ORA DISK 1: archived log copy complete, elapsed time: 00:00:01
Finished backup at 24-MAY-16

Vs B EER

NHUFAEEENER. AAUAHGSRKEFETREN] recover database until cancel ZAREMEN
AUTO BERIEMAETRBES. SEHHFIEERAMBEERE] /1logs/archive, {BX5EHARMANRE
HENMUEARLE, EmEHMIEEZAI. AILURI FRARIGENEERIAIE,
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SQL> alter system set log archive dest 1='LOCATION=/rman/pancake/logship'
scope=memory;

System altered.

SQL> recover standby database until cancel;

ORA-00279: change 560224 generated at 05/24/2016 03:25:53 needed for
thread 1

ORA-00289: suggestion : /rman/pancake/logship/1 49 912576125.dbf
ORA-00280: change 560224 for thread 1 is in sequence #49

Specify log: {<RET>=suggested | filename | AUTO | CANCEL}

AUTO

ORA-00279: change 560353 generated at 05/24/2016 03:29:17 needed for
thread 1

ORA-00289: suggestion : /rman/pancake/logship/1 50 912576125.dbf
ORA-00280: change 560353 for thread 1 is in sequence #50

ORA-00278: log file '/rman/pancake/logship/1 49 912576125.dbf' no longer
needed

for this recovery

ORA-00279: change 560591 generated at 05/24/2016 03:33:56 needed for
thread 1

ORA-00289: suggestion : /rman/pancake/logship/1 54 912576125.dbf
ORA-00280: change 560591 for thread 1 is in sequence #54

ORA-00278: log file '/rman/pancake/logship/1 53 912576125.dbf' no longer
needed

for this recovery

ORA-00308: cannot open archived log
'/rman/pancake/logship/1 54 912576125.dbf’

ORA-27037: unable to obtain file status

Linux-x86 64 Error: 2: No such file or directory

Additional information: 3

RAIEATEEREHIR. BEXZEEN, ERIETsqplusEEEHRFEBEX S BRLFZX MG R
EIR AT aE R H & XX [ 71T,

NREIUEEH IS AS 2RI KFREIERE. NRERTHIE—R, AEASHTERNER. AR, &I
2R U ERSESHITRIREIE. UEHXREMBAE.

e AEERIMER

EASHBR T FRUBPUTERS. TBIEAERR/LREZUENET BT, XEME SR B SRS
IR EIAEIREHHITENER. XER URREFIRIANERMNE RN SRR,

BILUEMR S IS IZREIA, Fi0. AJATERAERERE LA Ta<. UHERATEEEENUEREERR.
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[oracle@jfscl pancake]$ cat copylogs.rman
configure channel device type disk format
'/rman/pancake/logship/%h %$e %a.dbf';

backup as copy archivelog from time 'sysdate-2';

[oracle@jfscl pancake]$ rman target / cmdfile=copylogs.rman
Recovery Manager: Release 12.1.0.2.0 - Production on Tue May 24 04:36:19
2016

Copyright (c) 1982, 2014, Oracle and/or its affiliates. All rights
reserved.

connected to target database: PANCAKE (DBID=3574534589)

RMAN> configure channel device type disk format
'/rman/pancake/logship/%h %e %a.dbf';

2> backup as copy archivelog from time 'sysdate-2';

3>

4>

using target database control file instead of recovery catalog

old RMAN configuration parameters:

CONFIGURE CHANNEL DEVICE TYPE DISK FORMAT
'/rman/pancake/logship/%$h %e %a.dbf';

new RMAN configuration parameters:

CONFIGURE CHANNEL DEVICE TYPE DISK FORMAT
'/rman/pancake/logship/%$h %e %a.dbf';

new RMAN configuration parameters are successfully stored

Starting backup at 24-MAY-16

current log archived

allocated channel: ORA DISK 1

channel ORA DISK 1: SID=369 device type=DISK

channel ORA DISK 1: starting archived log copy

input archived log thread=1 sequence=54 RECID=123 STAMP=912659482
RMAN-03009: failure of backup command on ORA DISK 1 channel at 05/24/2016
04:36:22

ORA-19635: input and output file names are identical:
/rman/pancake/logship/1 54 912576125.dbf

continuing other Jjob steps, job failed will not be re-run

channel ORA DISK 1: starting archived log copy

input archived log thread=1 sequence=41 RECID=124 STAMP=912659483
RMAN-03009: failure of backup command on ORA DISK 1 channel at 05/24/2016
04:36:23

ORA-19635: input and output file names are identical:
/rman/pancake/logship/1 41 912576125.dbf

continuing other job steps, job failed will not be re-run

channel ORA DISK 1: starting archived log copy



input archived log thread=1 sequence=45 RECID=152 STAMP=912659514
RMAN-03009: failure of backup command on ORA DISK 1 channel at 05/24/2016
04:36:55

ORA-19635: input and output file names are identical:
/rman/pancake/logship/1 45 912576125.dbf

continuing other Jjob steps, job failed will not be re-run

channel ORA DISK 1: starting archived log copy

input archived log thread=1 sequence=47 RECID=153 STAMP=912659515
RMAN-00571: ===========================================================
RMAN-00569: =============== ERROR MESSAGE STACK FOLLOWS ===============
RMAN-00571: ===========================================================
RMAN-03009: failure of backup command on ORA DISK 1 channel at 05/24/2016
04:36:57

ORA-19635: input and output file names are identical:
/rman/pancake/logship/1 47 912576125.dbf

Recovery Manager complete.

WEIBEG. DANEH#TENER. siENRG 2R T WREERsqlplusFohiE T recover database
until cancel, AJLUBRMSKINERI. Lt ERRGIERPPIRMA T&HALEE LEREE" . %
TEZ—1MESH. ATRESEEMRENSER. WIRERFESEIEE TS TERERBERNMEZA,
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[root@jfsc2 pancakel# ./replaylogs.pl PANCAKE

ORACLE SID = [oracle] ? The Oracle base has been set to /orabin
SQL*Plus: Release 12.1.0.2.0 Production on Tue May 24 04:47:10 2016
Copyright (c) 1982, 2014, Oracle. All rights reserved.

Connected to:

Oracle Database 12c Enterprise Edition Release 12.1.0.2.0 - 64bit
Production

With the Partitioning, OLAP, Advanced Analytics and Real Application
Testing options

SQL> ORA-00279: change 560591 generated at 05/24/2016 03:33:56 needed for
thread 1

ORA-00289: suggestion : /rman/pancake/logship/1l 54 912576125.dbf
ORA-00280: change 560591 for thread 1 is in sequence #54

Specify log: {<RET>=suggested | filename | AUTO | CANCEL}

ORA-00279: change 562219 generated at 05/24/2016 04:15:08 needed for
thread 1

ORA-00289: suggestion : /rman/pancake/logship/1 55 912576125.dbf
ORA-00280: change 562219 for thread 1 is in sequence #55

ORA-00278: log file '/rman/pancake/logship/1l 54 912576125.dbf' no longer
needed for this recovery

ORA-00279: change 562370 generated at 05/24/2016 04:19:18 needed for
thread 1

ORA-00289: suggestion : /rman/pancake/logship/1 56 912576125.dbf
ORA-00280: change 562370 for thread 1 is in sequence #56

ORA-00278: log file '/rman/pancake/logship/1 55 912576125.dbf' no longer
needed for this recovery

ORA-00279: change 563137 generated at 05/24/2016 04:36:20 needed for
thread 1

ORA-00289: suggestion : /rman/pancake/logship/1l 65 912576125.dbf
ORA-00280: change 563137 for thread 1 is in sequence #65

ORA-00278: log file '/rman/pancake/logship/1l 64 912576125.dbf' no longer
needed for this recovery

ORA-00308: cannot open archived log
'/rman/pancake/logship/1 65 912576125.dbf’

ORA-27037: unable to obtain file status

Linux-x86 64 Error: 2: No such file or directory

Additional information: 3

SQL> Disconnected from Oracle Database 12c Enterprise Edition Release
12.1.0.2.0 - 64bit Production

With the Partitioning, OLAP, Advanced Analytics and Real Application
Testing options



a3 s

HEFFRIREIIINE R, STRITRKRERY . FABIAXGRRN. sJUBRMBRIBHIRERESRIGHE
FE100%EE . RARREMASEZRERNEM. ERASMIELIILLERN, ReeBEMMEREH)IRBE.
NTHERASERE[EE. BIUEEMRA XFRIGHIERE.

1. Bft. UIREIEES. UWRRTSHITERNEN, WEFEIEEEERITRRIE. XAMITEM/EX
IR T2 o

2. TP RfE. KSEEIEELE NI IE— M EINER. BIEXAFIC.
3. SREIHITHETIE, UHEREAIEAEPIEREMNRNCNE, Ak, BETUTHS:

SQL> create table cutovercheck as select * from dba users;
Table created.

SQL> alter system archive log current;

System altered.

SQL> shutdown immediate;

Database closed.

Database dismounted.

ORACLE instance shut down.

4. BEFRE-MIAEAE. BEITUTHS. BEELIATA. BXRTH.

SQL> startup mount;
ORACLE instance started.
Total System Global Area 805306368 bytes

Fixed Size 2929552 bytes
Variable Size 331353200 bytes
Database Buffers 465567744 bytes
Redo Buffers 5455872 bytes

Database mounted.

o EEHIFHBE. BEEITUTHS:
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RMAN> configure channel device type disk format
'/rman/pancake/logship/%h %e %a.dbf';

2> backup as copy archivelog from time 'sysdate-2';

3>

4>

using target database control file instead of recovery catalog
old RMAN configuration parameters:

CONFIGURE CHANNEL DEVICE TYPE DISK FORMAT
'/rman/pancake/logship/%h %e %a.dbf';

new RMAN configuration parameters:

CONFIGURE CHANNEL DEVICE TYPE DISK FORMAT
'/rman/pancake/logship/%h %e %a.dbf';

new RMAN configuration parameters are successfully stored
Starting backup at 24-MAY-16

allocated channel: ORA DISK 1

channel ORA DISK 1: SID=8 device type=DISK

channel ORA DISK 1: starting archived log copy

input archived log thread=1 sequence=54 RECID=123 STAMP=912659482
RMAN-03009: failure of backup command on ORA DISK 1 channel at
05/24/2016 04:58:24

ORA-19635: input and output file names are identical:
/rman/pancake/logship/1 54 912576125.dbf

continuing other Jjob steps, job failed will not be re-run

channel ORA DISK 1: starting archived log copy

input archived log thread=1 sequence=45 RECID=152 STAMP=912659514
RMAN-03009: failure of backup command on ORA DISK 1 channel at
05/24/2016 04:58:58

ORA-19635: input and output file names are identical:
/rman/pancake/logship/1 45 912576125.dbf

continuing other Jjob steps, job failed will not be re-run

channel ORA DISK 1: starting archived log copy

input archived log thread=1 sequence=47 RECID=153 STAMP=912659515
RMAN-00571: ===========================================================
RMAN-00569: =============== ERROR MESSAGE STACK FOLLOWS ===============
RMAN-00571: ===========================================================
RMAN-03009: failure of backup command on ORA DISK 1 channel at
05/24/2016 04:59:00

ORA-19635: input and output file names are identical:
/rman/pancake/logship/1 47 912576125.dbf

6. &fa. MRSV LERHERAIMAE.
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[root@jfsc2 pancakel# ./replaylogs.pl PANCAKE

ORACLE SID = [oracle] ? The Oracle base has been set to /orabin
SQL*Plus: Release 12.1.0.2.0 Production on Tue May 24 05:00:53 2016
Copyright (c) 1982, 2014, Oracle. All rights reserved.

Connected to:

Oracle Database 12c Enterprise Edition Release 12.1.0.2.0 - 64bit
Production

With the Partitioning, OLAP, Advanced Analytics and Real Application
Testing options

SQL> ORA-00279: change 563137 generated at 05/24/2016 04:36:20 needed
for thread 1

ORA-00289: suggestion : /rman/pancake/logship/1l 65 912576125.dbf
ORA-00280: change 563137 for thread 1 is in sequence #65

Specify log: {<RET>=suggested | filename | AUTO | CANCEL}

ORA-00279: change 563629 generated at 05/24/2016 04:55:20 needed for
thread 1

ORA-00289: suggestion : /rman/pancake/logship/l1 66 912576125.dbf
ORA-00280: change 563629 for thread 1 is in sequence #66

ORA-00278: log file '/rman/pancake/logship/1l 65 912576125.dbf' no longer
needed

for this recovery

ORA-00308: cannot open archived log
'/rman/pancake/logship/1 66 912576125.dbf’

ORA-27037: unable to obtain file status

Linux-x86 64 Error: 2: No such file or directory

Additional information: 3

SQL> Disconnected from Oracle Database 12c Enterprise Edition Release
12.1.0.2.0 - 64bit Production

With the Partitioning, OLAP, Advanced Analytics and Real Application
Testing options

7. M. ERIFEHIE. SIEEEESITFNERBUIEERIOVENRESIERE. ARBITH.

SQL> alter database activate standby database;
Database altered.
SQL> alter database open;

Database altered.

8. WIAREBFERER. ARRKEKT.



SQL> desc cutovercheck

Name Null? Type

USERNAME NOT NULL VARCHARZ2 (128)
USER ID NOT NULL NUMBER
PASSWORD VARCHARZ2 (4000)
ACCOUNT_ STATUS NOT NULL VARCHARZ2 (32)
LOCK DATE DATE

EXPIRY DATE DATE

DEFAULT TABLESPACE NOT NULL VARCHARZ2 (30)
TEMPORARY TABLESPACE NOT NULL VARCHARZ2 (30)
CREATED NOT NULL DATE

PROFILE NOT NULL VARCHARZ2 (128)
INITIAL RSRC CONSUMER GROUP VARCHARZ2 (128)
EXTERNAL NAME VARCHARZ2 (4000)
PASSWORD VERSIONS VARCHARZ2 (12)
EDITIONS ENABLED VARCHARZ2 (1)
AUTHENTICATION TYPE VARCHAR2 (8)
PROXY ONLY CONNECT VARCHAR2 (1)
COMMON VARCHAR2Z (3)
LAST LOGIN TIMESTAMP (9) WITH
TIME ZONE

ORACLE MAINTAINED VARCHARZ2 (1)

SQL> drop table cutovercheck;
Table dropped.

THEMBEETHE
B, BRTEMBEZHN TEERAEARER, ZEXMERNERERSZ. HPREINREERRSIRE
%o SnapManager for Oracle. SnapCenterfINetApp Snap Creatorﬁﬁ%”qiﬂf %Finn_ﬂlﬁ¥ﬂﬂﬁﬁ’@ mE

1ERE. ErREREEFRBIEXAEMNRS. IREMASSHEXHEEZETE. NWEEZLZEMNITER. ANE
SFHEMESHER. XTEEREHERR, Alt. BAEHEUEBES.

2P BRFE RS, A UL TFHHIT

LEEM A SEE
1. BEEMHTANKEREENNARS.
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SQL> select group#]| |
GROUP#| | '' | | MEMBER

'| Imember from v$logfile;

/redo0/NTAP/redolla.
/redol/NTAP/redollb.

1
1
2 /redo0/NTAP/redo02a
2 /redol/NTAP/redo02b
3
3

rows selected.

2. WANEMBTRIR.

SQL> select group#||"'
GROUP#||"'"'| |BYTES

log
log

.log
.log
/redo0/NTAP/redo03a.
/redol/NTAP/redo03b.

log
log

'| |bytes from v$log;

1 524288000
2 524288000
3 524288000

MBS

1. HFEIEMBEE. IB— P AN E I ELEHHA,

SQL> alter database add logfile ('/newredoO/redo0Ola.log',
' /newredol/redo0Olb.log') size 500M;

Database altered.

SQL> alter database add logfile ('/newredoO/redo02a.log',
' /newredol/redo02b.log') size 500M;

Database altered.

SQL> alter database add logfile ('/newredoO/redo03a.log',
' /newredol/redo03b.log') size 500M;

Database altered.
SQL>

2. WIEFECE,
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SQL> select group#||' '||member from v$logfile;
GROUP#| | ''| |IMEMBER

1 /redo0/NTAP/redoOla.log
1 /redol/NTAP/redo0lb.log
2 /redo0O/NTAP/redo02a.log
2 /redol/NTAP/redo02b.log
3 /redo0O/NTAP/redo03a.log
3 /redol/NTAP/redo03b.log
4 /newredoO/redo0la.log

4 /newredol/redo0Olb.log

5 /newredo0O/redo02a.log

5 /newredol/redo02b.log

6 /newredo0O/redo03a.log

6 /newredol/redo03b.log
12 rows selected.

EFBEEE

1. EFIHBEER. 2703),

SQL> alter database drop logfile group 1;
Database altered.
SQL> alter database drop logfile group 2;
Database altered.
SQL> alter database drop logfile group 3;
Database altered.

2. IRBFHIR. SBEXENREDAE. IERGEIRE T —MEEURRMEH BRI T2RRER, &

3.
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ST IGE ARGl MR FIBMI BN B EXHH2NRIRARIES. EALBEX 4P NEEEE.

SQL> alter database drop logfile group 2;

alter database drop logfile group 2

*

ERROR at line 1:

ORA-01623: log 2 is current log for instance NTAP (thread 1) - cannot
drop

ORA-00312: online log 2 thread 1: '/redoO/NTAP/redo02a.log'
ORA-00312: online log 2 thread 1: '/redol/NTAP/redo02b.log'

AEFEEN L RE R TR TFHERAEX .



SQL> alter system archive log current;
System altered.

SQL> alter system checkpoint;

System altered.

SQL> alter database drop logfile group 2;
Database altered.

4. REMXERFFRERAE. HITIHIERREIM D,

ENBHEEH

S5HIEEFELRIE—F. EEVEHTIB MR IR FEEHENERIG %,

M=E2Z. AN"RERXH" BREEE

BAXMBERAT AR REEERITEE, EEHLAGEENDE. AALTEEREHFNRMA. MEEZIIZH.
RIS ARIR 2T T, TERGIZ. XHEFBUBIBIREMAZRTE. RAEERIRIEFIEZA.
WK AEIEE. RBIFNAAAIURDS XHPHENR. FEit. AFGRERIZE. SRR XHEE TR,
MRAFERITETUREFIZRRARE. WETFENHN T REEEN AZEEEES(LVM), FEF

ZLVMIELL, B#EOracle ASM. FREXLERIERABRINRITHEE. BHA—LXIEERIRE. TAZSHIER
T AIBERR EEANAREBER FEpEZ.

XHURAIIXERFEES
FRRGEREFIRIENER Y. REFEEEFIETEN. EXR— I SENENEE. TEA&EXE
ERAR. BIRENFERAZNEZWIIR, kb BEERE. BAEFEMRGHIE. BE. RABERSE
EREHNEXHRAETRINRE. AREHNBEHRSBURREAABTHEFISFIFLFTLEIE. TLUAEREESR
BHA. UAEREROERINETT. MASEHMAREIRINKR,. BTFIVOLEZERINFLHEER. EiLtbE
BEEHREME,

UTFRBIER T R REF TR — ML,

environment

EEBIREINT:
* SRS

ontap-nfsl:/hostl oradata 52428800 16196928 36231872 31%
/oradata
ontap-nfsl:/hostl logs 49807360 548032 49259328 2% /logs

* MIXHRSR
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ontap-nfsl:/hostl logs new 49807360 128 49807232 1
/new/logs

ontap-nfsl:/hostl oradata new 49807360 128 49807232 1
/new/oradata

o°

o°

5%

IREER] L RSUEEEEN M TES. R|XAREEAER XA, BNROIIESMIEE. HER
RERVEHIRBIEXER. WA LUEIRE ZI 202, EAMZAIE R LIRRA A HER IR,

BRBRGIRIZA R BT AT RE:

* IEFERHEIERE

* ROAEXHARZRRR N RIS

* R R ST A SIEEHRZIBIR XA RS, NMREPIEXHRIR
* ENEGTIEX RS

* RS KR XA RGERNREEMERI XGRS

BRIEPR
1. XAEIERE,

[root@hostl current]# ./dbshut.pl NTAP

ORACLE SID = [oracle] ? The Oracle base has been set to /orabin
SQL*Plus: Release 12.1.0.2.0 Production on Thu Dec 3 15:58:48 2015
Copyright (c) 1982, 2014, Oracle. All rights reserved.

Connected to:

Oracle Database 12c Enterprise Edition Release 12.1.0.2.0 - 64bit
Production

With the Partitioning, OLAP, Advanced Analytics and Real Application
Testing options

SQL> Database closed.

Database dismounted.

ORACLE instance shut down.

SQL> Disconnected from Oracle Database 12c Enterprise Edition Release
12.1.0.2.0 - 64bit Production

With the Partitioning, OLAP, Advanced Analytics and Real Application
Testing options

NTAP shut down

2. BXMHRFHERARFE, sILAERMAERMTEMIIRIE. S0FR RS R R
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[root@hostl current]# ./mk.fs.readonly.pl /oradata
/oradata unmounted

/oradata mounted read-only

[root@hostl current]# ./mk.fs.readonly.pl /logs
/logs unmounted

/logs mounted read-only

3. WIAXHRAMEN R

ontap-nfsl:/hostl oradata on /oradata type nfs
(ro,bg,vers=3,rsize=65536,wsize=65536,addr=172.20.101.10)
ontap-nfsl:/hostl logs on /logs type nfs
(ro,bg,vers=3,rsize=65536,wsize=65536,addr=172.20.101.10)

4 BXHRFEANBERED rsync B!

[root@hostl current]# rsync -rlpogt --stats --progress
--exclude=.snapshot /oradata/ /new/oradata/
sending incremental file list
Y
NTAP/
NTAP/IOPS.dbf
10737426432 100% 153.50MB/s 0:01:06 (xfer#l, to-check=10/13)
NTAP/iops.dbf.zip
22823573 100% 12.09MB/s 0:00:01 (xfer#2, to-check=9/13)

NTAP/undotbs02.dbf

1073750016 100% 131.60MB/s 0:00:07 (xfer#10, to-check=1/13)
NTAP/users0l.dbf
5251072 100% 3.95MB/s 0:00:01 (xfer#ll, to-check=0/13)

Number of files: 13

Number of files transferred: 11

Total file size: 18570092218 bytes

Total transferred file size: 18570092218 bytes
Literal data: 18570092218 bytes

Matched data: 0 bytes

File list size: 277

File list generation time: 0.001 seconds

File list transfer time: 0.000 seconds

Total bytes sent: 18572359828

Total bytes received: 228

sent 18572359828 bytes received 228 bytes 162204017.96 bytes/sec
total size is 18570092218 speedup is 1.00
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[root@hostl current]# rsync -rlpogt --stats —--progress

--exclude=.snapshot /logs/ /new/logs/
sending incremental file list

./
NTAP/
NTAP/1 22 897068759.dbf

45523968 100% 95.98MB/s 0:00:00
NTAP/1 23 897068759.dbf

40601088 100% 49.45MB/s 0:00:00
NTAP/redo/redo02.1log

52429312 100% 44 .68MB/s 0:00:01
NTAP/redo/redo03.1og

52429312 100% 68.03MB/s 0:00:00

18
Number of files transferred: 13
527032832 bytes

Number of files:

Total file size:
Total transferred file size:
Literal data: 527032832 bytes
Matched data: 0 bytes

File list size: 413

File list generation time: 0.001 seconds
File list transfer time: 0.000 seconds
527098156

Total bytes received: 278

sent 527098156 bytes received 278 bytes
total size is 527032832

Total bytes sent:

speedup is 1.00

(xfer#l, to-check=15/18)

(xfer#2, to-check=14/18)

(xfer#12, to-check=1/18)

(xfer#13, to-check=0/18)

527032832 bytes

95836078.91 bytes/sec

o HHIAXHRAHENEUSFINEIE. FIUCEAMAERMTSARILIRIE. WFIR "SR &

[root@hostl current]#
/new/logs unmounted
/logs unmounted
Updated /logs mounted
[root@hostl current]#
/new/oradata unmounted
/oradata unmounted
Updated /oradata mounted

6. HWIAMTX RS ERAL
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./swap.fs.pl /logs,/new/logs

./swap.fs.pl /oradata,/new/oradata
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ontap-nfsl:/hostl logs new on /logs type nfs
(rw,bg,vers=3,rsize=65536,wsize=65536,addr=172.20.101.10)
ontap-nfsl:/hostl oradata new on /oradata type nfs
(rw,bg,vers=3,rsize=65536,wsize=65536,addr=172.20.101.10)

7. BohEiERE.

[root@hostl current]# ./dbstart.pl NTAP

ORACLE SID = [oracle] ? The Oracle base has been set to /orabin
SQL*Plus: Release 12.1.0.2.0 Production on Thu Dec 3 16:10:07 2015
Copyright (c) 1982, 2014, Oracle. All rights reserved.

Connected to an idle instance.

SQL> ORACLE instance started.

Total System Global Area 805306368 bytes

Fixed Size 2929552 bytes
Variable Size 390073456 bytes
Database Buffers 406847488 bytes
Redo Buffers 5455872 bytes

Database mounted.

Database opened.

SQL> Disconnected from Oracle Database 12c Enterprise Edition Release
12.1.0.2.0 - 64bit Production

With the Partitioning, OLAP, Advanced Analytics and Real Application
Testing options

NTAP started

FeE B iR
HRGIAZZ HIEESIDRSH. FIRARZRIXARSX . NF LEERERA. ssSrRHART:

[root@hostl current]# ./migrate.oracle.fs.pl NTAP /logs, /new/logs
/oradata, /new/oradata

WATUERBIRIZAES . IRFIRZOE SHPITUTFY . IREERASBEFBEIHEIR. WKL

1. XIAEIRE,
2. BERIXGRRER N RITRE
3. FRANESHRHNENNHRFSH. HEE—IXHERFZRTIE-_IXHRS,
4. HIESRIIX RS,
5. B#f /etc/fstab XfF. SAFFIR:
a. ERIERD /etc/fstab.bako



b. FRE A X H RS LFIRE.

C. AERIREH SR XAERRALE—THFE.
6. HEHNMH RS,
7. BEhEERE.

AT ARt 7 RIS TR 1 -

[root@hostl current]# ./migrate.oracle.fs.pl NTAP /logs, /new/logs
/oradata, /new/oradata

ORACLE SID = [oracle] ? The Oracle base has been set to /orabin
SQL*Plus: Release 12.1.0.2.0 Production on Thu Dec 3 17:05:50 2015
Copyright (c) 1982, 2014, Oracle. All rights reserved.

Connected to:

Oracle Database 12c Enterprise Edition Release 12.1.0.2.0 - 64bit
Production

With the Partitioning, OLAP, Advanced Analytics and Real Application
Testing options

SQL> Database closed.

Database dismounted.

ORACLE instance shut down.

SQL> Disconnected from Oracle Database 12c Enterprise Edition Release
12.1.0.2.0 - 64bit Production

With the Partitioning, OLAP, Advanced Analytics and Real Application
Testing options

NTAP shut down

sending incremental file list

./
NTAP/
NTAP/1 22 897068759.dbf
45523968 100% 185.40MB/s 0:00:00 (xfer#l, to-check=15/18)
NTAP/1 23 897068759.dbf
40601088 100%  81.34MB/s 0:00:00 (xfer#2, to-check=14/18)

NTAP/redo/redo02.1log

52429312 100% 70.42MB/s 0:00:00 (xfer#12, to-check=1/18)
NTAP/redo/redo03.1log
52429312 100% 47.08MB/s 0:00:01 (xfer#13, to-check=0/18)

Number of files: 18

Number of files transferred: 13

Total file size: 527032832 bytes

Total transferred file size: 527032832 bytes
Literal data: 527032832 bytes

Matched data: 0 bytes

File list size: 413

File list generation time: 0.001 seconds
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File list transfer time: 0.000 seconds

Total bytes sent: 527098156

Total bytes received: 278

sent 527098156 bytes received 278 bytes 150599552.57 bytes/sec
total size is 527032832 speedup is 1.00

Succesfully replicated filesystem /logs to /new/logs

sending incremental file list

./
NTAP/
NTAP/IOPS.dbf
10737426432 100% 176.55MB/s 0:00:58 (xfer#l, to-check=10/13)
NTAP/iops.dbf.zip
22823573 100% 9.48MB/s 0:00:02 (xfer#2, to-check=9/13)
NTAP/undotbs01.dbf
309338112 100% 70.76MB/s 0:00:04 (xfer#9, to-check=2/13)
NTAP/undotbs02.dbf
1073750016 100% 187.65MB/s 0:00:05 (xfer#10, to-check=1/13)
NTAP/users0l.dbf
5251072 100% 5.09MB/s 0:00:00 (xfer#1l, to-check=0/13)

Number of files: 13

Number of files transferred: 11

Total file size: 18570092218 bytes

Total transferred file size: 18570092218 bytes

Literal data: 18570092218 bytes

Matched data: 0 bytes

File list size: 277

File list generation time: 0.001 seconds

File list transfer time: 0.000 seconds

Total bytes sent: 18572359828

Total bytes received: 228

sent 18572359828 bytes received 228 bytes 177725933.55 bytes/sec
total size is 18570092218 speedup is 1.00

Succesfully replicated filesystem /oradata to /new/oradata

swap 0 /logs /new/logs

/new/logs unmounted

/logs unmounted

Mounted updated /logs

Swapped filesystem /logs for /new/logs

swap 1 /oradata /new/oradata

/new/oradata unmounted

/oradata unmounted

Mounted updated /oradata

Swapped filesystem /oradata for /new/oradata

ORACLE SID = [oracle] ? The Oracle base has been set to /orabin
SQL*Plus: Release 12.1.0.2.0 Production on Thu Dec 3 17:08:59 2015
Copyright (c) 1982, 2014, Oracle. All rights reserved.
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Connected to an idle instance.
SQL> ORACLE instance started.
Total System Global Area 805306368 bytes

Fixed Size 2929552 bytes
Variable Size 390073456 bytes
Database Buffers 406847488 bytes
Redo Buffers 5455872 bytes

Database mounted.

Database opened.

SQL> Disconnected from Oracle Database 12c Enterprise Edition Release
12.1.0.2.0 - 64bit Production

With the Partitioning, OLAP, Advanced Analytics and Real Application
Testing options

NTAP started

[root@hostl current]#

Oracle ASM spfileflpasswdiT#%

SERT R ASMBYIERE Y — R MR ASME B ispfilef1 B X4, BINBER T, XLEXBITIHIBEXHFEEEXH
FE—PNASMEEEE FOIERN, MNRNIETHMPRIFEASMEEZERA. NANEFHENRTFEEZASMLS
BspfilefZRI S {4,

AR EEMEIXEXHFNS— 1 B EEBEEEE R4 (WSnapManager for Oracle3SnapCenter
Oracleffifh)HAiEl, XL RMINEEZ —R. BEEEITEHIEXHRIASM LUNRPIRSSRIEIR R EIERE, 1T
IHRERELFEASMEBEARY. AEBHRITER, REBATEHIEENSIBEXXHREETBASMEEAS. 7
NI Lt R) R,

NRZHEHAIXEEZASM spfile/passwd X . NEEZHE AR BME—FEZRRABPMNASMESR, HTESE
PR RSk, XEREFEEHE (spfile/passwd X f+o

environment

1. #UREESID = TOAST

2. ERYHEIEUEX M +DATA

3. EAyHFTBEXXHFIEHINMH +LoGs

4. FBIASMELEZAFENT ) +NEWDATA F1 +NEWLOGS

ASM spfile/passwd XL E

BT RGEREUXEX S, BE. ATREEN. NetAppBICKAHIEEIFR. UERERXEHEERE
fii. #EEECEHREN. NMRRS[ELEFESTASMERF. NBAESHITIHRIESE,

ffaxE ASMSE {5

RIEPIZRBIBFAEASMES] oratab XHASMEFIAH+FFS KR
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-bash-4.1$ cat /etc/oratab | grep '~+'!
+ASM: /orabin/grid:N # line added by Agent

tEARSS 28 LA — 18 A9 +ASMBIASMSL A,

HIRFTESUEES B XH

ME—r] LAY SMON# 2N IZ B IETE EFARVASMSEFIBISMON,  WIRTFES —1NSMON#IZ, MRTEIRENE
B17,

-bash-4.1$ ps -ef | grep smon
oracle 857 1 0 18:26 7 00:00:00 asm_ smon_ +ASM

ME—BISMON#IZZASMEFIA T, XEHRELKEHEMBIEETIZT. HAJURESMMALSEIT. MAREK
SRR FP T XU,

B

{EFATEASM spfile I ZBB X HHFIUE spget F pwget 87

bash-4.1$ asmcmd
ASMCMD> spget
+DATA/spfile.ora

ASMCMD> pwget --asm
+DATA/orapwasm

XN ERLTFBIEKSE +DATA FEER4H,

SHIH
R X HEFIZIFBIASMELR L spcopy M pweopy P UMRMERARRIICEN. HEHFI AT, T
BEEELEHTE,

ASMCMD> mount NEWDATA

ASMCMD> spcopy +DATA/spfile.ora +NEWDATA/spfile.ora
copying +DATA/spfile.ora -> +NEWDATA/spfilea.ora
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ASMCMD> pwcopy +DATA/orapwasm +NEWDATA/orapwasm
copying +DATA/orapwasm —-> +NEWDATA/orapwasm

XHEMESMES] +DATA to +NEWDATA,

EFTASMEEA]

ME. DIMEFHASMEFIURMAIEEN, o spset M pwset (85T EHBIIASMIELEAFFERIASMITER
o

ASMCMD> spset +NEWDATA/spfile.ora
ASMCMD> pwset --asm +NEWDATA/orapwasm

ERAEMBIXHEUEASM

LEEY. ASMSEGINRERXLEX HHRIE, DNEFMBIKA. F R MR EEREEXEX
. HBEBOTRI R BYBIE

-bash-4.1$ sglplus / as sysasm
SQL> shutdown immediate;

ASM diskgroups volume disabled
ASM diskgroups dismounted

ASM instance shutdown

SQL> startup
ASM instance started
Total System Global Area 1140850688 bytes

Fixed Size 2933400 bytes
Variable Size 1112751464 bytes
ASM Cache 25165824 bytes

ORA-15032: not all alterations performed
ORA-15017: diskgroup "NEWDATA" cannot be mounted
ORA-15013: diskgroup "NEWDATA" is already mounted

B I8 s pfile FI 22 AL ST 14
MRERTIHITIRES B, AR XHEARBHE. TES LURER.

-bash-4.1$ asmcmd
ASMCMD> rm +DATA/spfile.ora
ASMCMD> rm +DATA/orapwasm
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Oracle ASMZIASME|Zs

Oracle ASMZA R ER—MNREUASEHERBNXE RS, HTFXHRAFZER. AL TERRMANRITE
HiRE. BAETRIANIBIRRRREXER. EEN—LLFiT, AJURAREMEDHET. EFEETEHE
BRAPER,

IR EHRELHRIBETASMBEIERE. KIEEZFEEHHBASMBYIIEE. EMIFRIBLUNBIER. HFASMIRX &=
MPEEFLUN, FMEERREN. FREMIRIFTET. ERSIRMHOREREZR, NRBEITHEEHIERER.
;S NP 23 B €7 ua A 1N

A LUBE R #iEEE R EM A SRS e EuE R It S, MMERIGHIERIFAE. BIEETUELLZ
RIEEM MU EHITEEMNR. MRLIMEE. RIGHRIEZERENELRETER.

RED BRI RRMANRIF SR Z — EXXF— N0 WP HEITRIRE. BIRIZYeERD. AREIAEER
HITRT . AT EAREMBE/NMENEE., FEREALLEE. RAERUEREFTIGELEFHERSER
BITHR R,

EHIERE

Oracle RMANZ A H Rl FASMEAER A ERYREIERE IR — 1 4R30 (5cE)RI4s +DATA B ERVHRUE

+NEWDATA,
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-bash-4.1$ rman target /

Recovery Manager: Release 12.1.0.2.0 - Production on Sun Dec 6 17:40:03
2015

Copyright (c) 1982, 2014, Oracle and/or its affiliates. All rights
reserved.

connected to target database: TOAST (DBID=2084313411)

RMAN> backup as copy incremental level 0 database format '+NEWDATA' tag
'ONTAP MIGRATION';

Starting backup at 06-DEC-15

using target database control file instead of recovery catalog
allocated channel: ORA DISK 1

channel ORA DISK 1: SID=302 device type=DISK

channel ORA DISK 1: starting datafile copy

input datafile file number=00001
name=+DATA/TOAST/DATAFILE/system.262.897683141

input datafile file number=00004
name=+DATA/TOAST/DATAFILE/users.264.897683151

output file name=+NEWDATA/TOAST/DATAFILE/users.258.897759623
tag=ONTAP MIGRATION RECID=5 STAMP=897759622

channel ORA DISK 1: datafile copy complete, elapsed time: 00:00:01
channel ORA DISK 1: starting incremental level 0 datafile backup set
channel ORA DISK 1: specifying datafile(s) in backup set

including current SPFILE in backup set

channel ORA DISK 1: starting piece 1 at 06-DEC-15

channel ORA DISK 1: finished piece 1 at 06-DEC-15

piece
handle=+NEWDATA/TOAST/BACKUPSET/2015 12 06/nnsnn0_ontap migration 0.262.89
7759623 tag=ONTAP MIGRATION comment=NONE

channel ORA DISK 1: backup set complete, elapsed time: 00:00:01
Finished backup at 06-DEC-15

SEHIHITII B SR

BRAAERHFHHRITIAEBSTR. UARIIEATESERETe —BAMENFEHE. MRAERLHG<S. EMN
AEFRARNE BR X BEE.

RMAN> sqgl 'alter system archive log current';
sql statement: alter system archive log current

KEARERIE
AP BEESHPET. AASEFEXAHETHNRRHNIFER, BEXAFEERE. HzTUTH<L:
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RMAN> shutdown immediate;

using target database control file instead of recovery catalog
database closed

database dismounted

Oracle instance shut down

RMAN> startup mount;

connected to target database (not started)

Oracle instance started

database mounted

Total System Global Area 805306368 bytes
Fixed Size 2929552 bytes
Variable Size 390073456 bytes
Database Buffers 406847488 bytes
Redo Buffers 5455872 bytes

IS E D

MRV APIEEBHEREIFIGFEIE., WSS X, SNERXHRRIAHIE100%4F. EEH
KA UEREUREE I B B E R RIG 1 &R IZENEN,

RMAN> backup as copy current controlfile format '/tmp/TOAST.ctrl';
Starting backup at 06-DEC-15

allocated channel: ORA DISK 1

channel ORA DISK 1: SID=358 device type=DISK

channel ORA DISK 1: starting datafile copy

copying current control file

output file name=/tmp/TOAST.ctrl tag=TAG20151206T174753 RECID=6
STAMP=897760073

channel ORA DISK 1: datafile copy complete, elapsed time: 00:00:01
Finished backup at 06-DEC-15

SEN
HaispfileB & W ERIXHTEIHASMEZR AR HFIMI BRI H. DINHHITHRIE. wiERIERpfilehiZsBIA]%E
FASTRZRAE.

RMAN> create pfile='/tmp/pfile' from spfile;
Statement processed

Eifpfile

BHT5| FBIHASMIEE AP E S, URMIASMIEEA RN, ARREFENGNpfle. #IR do_create &
5 CEZE
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LT RGIR. 5IA7T +pAaTA BENA +NEWDATA MEBREET, BMXBSHE do_create ATFHELE
Ha B 8 E AR S .

* . compatible="'12.1.0.2.0"

*.control files='+NEWLOGS/TOAST/CONTROLFILE/current.258.897683139"
*.db block size=8192

*. db_create file dest='+NEWDATA'

*. db create online log dest 1="'+NEWLOGS'

*.db domain=""

*.db_name='TOAST'

*.diagnostic dest='/orabin'

*.dispatchers="' (PROTOCOL=TCP) (SERVICE=TOASTXDB) '
*.log_archive dest 1='LOCATION=+NEWLOGS'

*.log archive format='%t %s %r.dbf’

E#finit.ora>X
REZHEFTASMAEIREERER init.ora XHUTFH SORACLE HOME/dbs BR. BEMSMRASMiEZEH
Hspfiles X HHTMEEREFASMEER A FHNENMIB,

-bash-4.1$ cd $SORACLE HOME/dbs
-bash-4.1$ cat initTOAST.ora
SPFILE='"+DATA/TOAST/spfileTOAST.ora'

BN TFFRE B S

SPFILE=+NEWLOGS/TOAST/spfileTOAST.ora

EREIESHUT
WM. A LUER B RIERNpfile AV ERIRIE FEspfiles

RMAN> create spfile from pfile='/tmp/pfile';
Statement processed

[S B ERIE R ATF 4R (s A B spfile
BohEiERE. WIREINEEAIEIENSspfile. FHIEMIZRIRBASHRMBEAH—TENR
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RMAN> startup nomount;
connected to target database (not started)

Oracle instance started

Total System Global Area 805306368 bytes
Fixed Size 2929552 bytes
Variable Size 373296240 bytes
Database Buffers 423624704 bytes
Redo Buffers 5455872 bytes

ERIEHIS
RMANE BT LU RMAN I B & 1 HIS (4 EHR R B fspfile RIS E MU E

RMAN> restore controlfile from
'+DATA/TOAST/CONTROLFILE/current.258.897683139"';

Starting restore at 06-DEC-15

using target database control file instead of recovery catalog
allocated channel: ORA DISK 1

channel ORA DISK 1: SID=417 device type=DISK

channel ORA DISK 1: copied control file copy

output file name=+NEWLOGS/TOAST/CONTROLFILE/current.273.897761061
Finished restore at 06-DEC-15

EHEEHIBRERIXXABERRBR.

RMAN> alter database mount;
using target database control file instead of recovery catalog
Statement processed

SQL> show parameter control files;
NAME TYPE VALUE

control files string
+NEWLOGS/TOAST/CONTROLFILE/cur
rent.273.897761061

BEE®

SiEESRIERIBUENSUEX . EEARIAZA. BAMEHTRD, YIREHIERET T —KRE. Frf
MWEREZICREIIRAEFH. XEBEREFRIWT:
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1. FIITE SV BATHRMANIE E&%,

RMAN> backup incremental level 1 format '+NEWLOGS' for recover of copy
with tag 'ONTAP MIGRATION' database;

Starting backup at 06-DEC-15

allocated channel: ORA DISK 1

channel ORA DISK 1: SID=62 device type=DISK

channel ORA DISK 1: starting incremental level 1 datafile backup set
channel ORA DISK 1: specifying datafile(s) in backup set

input datafile file number=00001
name=+DATA/TOAST/DATAFILE/system.262.897683141

input datafile file number=00002
name=+DATA/TOAST/DATAFILE/sysaux.260.897683143

input datafile file number=00003
name=+DATA/TOAST/DATAFILE/undotbsl.257.897683145

input datafile file number=00004
name=+DATA/TOAST/DATAFILE/users.264.897683151

channel ORA DISK 1: starting piece 1 at 06-DEC-15

channel ORA DISK 1: finished piece 1 at 06-DEC-15

piece
handle=+NEWLOGS/TOAST/BACKUPSET/2015 12 06/nnndnl ontap migration 0.268.
897762693 tag=ONTAP MIGRATION comment=NONE

channel ORA DISK 1: backup set complete, elapsed time: 00:00:01
channel ORA DISK 1: starting incremental level 1 datafile backup set
channel ORA DISK 1: specifying datafile(s) in backup set

including current control file in backup set

including current SPFILE in backup set

channel ORA DISK 1: starting piece 1 at 06-DEC-15

channel ORA DISK 1: finished piece 1 at 06-DEC-15

piece
handle=+NEWLOGS/TOAST/BACKUPSET/2015 12 06/ncsnnl ontap migration 0.267.
897762697 tag=ONTAP MIGRATION comment=NONE

channel ORA DISK 1: backup set complete, elapsed time: 00:00:01
Finished backup at 06-DEC-15

2. ERHEE,
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RMAN> recover copy of database with tag 'ONTAP MIGRATION';

Starting recover at 06-DEC-15

using channel ORA DISK 1

channel ORA DISK 1: starting incremental datafile backup set restore
channel ORA DISK 1: specifying datafile copies to recover

recovering datafile copy file number=00001
name=+NEWDATA/TOAST/DATAFILE/system.259.897759609

recovering datafile copy file number=00002
name=+NEWDATA/TOAST/DATAFILE/sysaux.263.897759615

recovering datafile copy file number=00003
name=+NEWDATA/TOAST/DATAFILE/undotbsl.264.897759619

recovering datafile copy file number=00004
name=+NEWDATA/TOAST/DATAFILE/users.258.897759623

channel ORA DISK 1: reading from backup piece
+NEWLOGS/TOAST/BACKUPSET/2015 12 06/nnndnl ontap migration 0.268.8977626
93

channel ORA DISK 1: piece
handle=+NEWLOGS/TOAST/BACKUPSET/2015 12 06/nnndnl ontap migration 0.268.
897762693 tag=ONTAP MIGRATION

channel ORA DISK 1: restored backup piece 1

channel ORA DISK 1: restore complete, elapsed time: 00:00:01
Finished recover at 06-DEC-15

A&
2 BERISX NS | BRG I ERVEIEX . FEEEEERINEEXHNREZEER.

1. EEUENEIBX . 151517 switch database to copy fi<:

RMAN> switch database to copy;

datafile 1 switched to datafile copy
"+NEWDATA/TOAST/DATAFILE/system.259.897759609"
datafile 2 switched to datafile copy
"+NEWDATA/TOAST/DATAFILE/sysaux.263.897759615"
datafile 3 switched to datafile copy
"+NEWDATA/TOAST/DATAFILE/undotbsl.264.897759619"
datafile 4 switched to datafile copy
"+NEWDATA/TOAST/DATAFILE/users.258.897759623"

AR AR ERINEBIEX . ERZEMBTHAENEEEN.

2. EEE&FEEIJ%EM\ 151517 recover database ¥ WIREE media recovery complete &
. &mlb —-”FEE:EEIon
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RMAN> recover database;

Starting recover at 06-DEC-15

using channel ORA DISK 1

starting media recovery

media recovery complete, elapsed time: 00:00:01
Finished recover at 06-DEC-15

LSRN ER T EESIEXXHRIIE, IRISEXGOAERS. EFRFEEH. ENENRRBIRIX M4,
HEESRIEXRA. ELbImiYEE S g B Eoh iR,

3. BEMEMIRIEIEN M. BELHRERME,

RMAN> select file#||' '||name from vStempfile;
FILE#]|]|'']| |NAME

1 +DATA/TOAST/TEMPFILE/temp.263.897683145

4. EFARMANSF S A MIEX IS BB MRENEMLIRETEIEX 4. R Oracle Managed Files (OMF)
By, THRTERW,; ASMEEHAMEE T, TABUEER. OMFSIHEEIASMEEH LNENUE. BE
MEAMNM. FIBTTUTEHL:

run {

set newname for tempfile 1 to '+NEWDATA';
switch tempfile all;

}

RMAN> run {

2> set newname for tempfile 1 to '+NEWDATA';
3> switch tempfile all;

4> 3}

executing command: SET NEWNAME

renamed tempfile 1 to +NEWDATA in control file

EHETIE

RO, BEMAENNUTRIGASMEEA b, EMASTEZERENRE . HRk. RASEIE
—AFNEMBEHEERNZEES. ARR—ABEE.

1. HEEMBATANKERHEENNARS

62



RMAN> select group#||' '||member from v$logfile;
GROUP#| | '' | |MEMBER

1 +DATA/TOAST/ONLINELOG/group 1.261.897683139
2 +DATA/TOAST/ONLINELOG/group 2.259.897683139
3 +DATA/TOAST/ONLINELOG/group 3.256.897683139

2. WANEMBTRIRN.

RMAN> select group#||' '||bytes from v$log;
GROUP#||'"'| IBYTES

1 52428800

2 52428800

3 52428800

3. MFENEMEE. FRALRNEEECIRE— M. MRFAFEAOMF. MKTIEETERER, WREHLER
db create online log parameters@lFiFR~. B EHIGEI+NEWLOGS, @i ItEE. &I LUER L
TaH$RFNBEYES. MABEEXHUE. BELTHIETS EASMIEEA,

RMAN> alter database add logfile size 52428800;
Statement processed
RMAN> alter database add logfile size 52428800;
Statement processed
RMAN> alter database add logfile size 52428800;
Statement processed

4. FTFERIERE

SQL> alter database open;
Database altered.

°. ZEFIAAE.

RMAN> alter database drop logfile group 1;
Statement processed

6. NRBEHIR. SHETEMFENEE. HRFITIRET— B EAFRBIE H 26 éﬁ*ﬁ’é)ﬁo "F
HER TR 'JI‘%LL%EIEI{_L%E’JE,.,\YHZQHBE’JEEWEZ?EQE EA L BEX RN E AR &
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CERENEEFE. SRR EX .

RMAN> alter database drop logfile group 3;

RMAN-00571: ===========================================================
RMAN-00569: =============== ERROR MESSAGE STACK FOLLOWS ===============
RMAN-00571: ===========================================================
RMAN-03002: failure of sgl statement command at 12/08/2015 20:23:51
ORA-01623: log 3 is current log for instance TOAST (thread 4) - cannot
drop

ORA-00312: online log 3 thread 1:
'+LOGS/TOAST/ONLINELOG/group 3.259.897563549'
RMAN> alter system switch logfile;

Statement processed

RMAN> alter system checkpoint;

Statement processed

RMAN> alter database drop logfile group 3;

Statement processed

7. EEFRUBRMEETIENSEIIEER.

SQL> select name from vS$datafile;

SQL> select member from vS$Slogfile;

SQL> select name from v$Stempfile;

SQL> show parameter spfile;

SQL> select name, value from vSparameter where value 1s not null;

8. LTSRS 7t fEi it id iz
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[root@hostl current]# ./checkdbdata.pl TOAST
TOAST datafiles:
+NEWDATA/TOAST/DATAFILE/system.259.897759609
+NEWDATA/TOAST/DATAFILE/sysaux.263.897759615
+NEWDATA/TOAST/DATAFILE/undotbsl1.264.897759619
+NEWDATA/TOAST/DATAFILE/users.258.897759623
TOAST redo logs:
+NEWLOGS/TOAST/ONLINELOG/group 4.266.897763123
+NEWLOGS/TOAST/ONLINELOG/group 5.265.897763125
+NEWLOGS/TOAST/ONLINELOG/group 6.264.897763125
TOAST temp datafiles:
+NEWDATA/TOAST/TEMPFILE/temp.260.897763165
TOAST spfile

spfile string
+NEWDATA/spfiletoast.ora

TOAST key parameters

control files +NEWLOGS/TOAST/CONTROLFILE/current.273.897761061
log archive dest 1 LOCATION=+NEWLOGS

db create file dest +NEWDATA

db create online log dest 1 +NEWLOGS

9. INRASMEEFEABTEBEET. NIMER LUIEREEXLEHEEE asmend, B2, FIFZIBERT. BT EHMEK
EEMNSHESASM spfile/passwd X4 BT RETI1E 1T

-bash-4.1$ . oraenv

ORACLE SID = [TOAST] ? +ASM

The Oracle base remains unchanged with value /orabin
-bash-4.1$ asmcmd

ASMCMD> umount DATA

ASMCMD>

Oracle ASMZ!IX R FRVE 4

Oracle ASMEIX 4+ R EIZIRIEL B SASMEIASMBIAIRIES BIEEABM. EEBEMAIRNBFNRE. TBX
AMNEFFERT X4 RFAN S EAASMEE AN REGSMEESKBNIEE.

B IR
Oracle RMANF T/ SRl FASME &4 _ERUREIEEIRRA0 (5cE)8)74 +DATA B EHHUE

/oradatao
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RMAN> backup as copy incremental level 0 database format
'/oradata/TOAST/%U' tag 'ONTAP MIGRATION';

Starting backup at 13-MAY-16

using target database control file instead of recovery catalog

allocated channel: ORA DISK 1

channel ORA DISK 1: SID=377 device type=DISK

channel ORA DISK 1: starting datafile copy

input datafile file number=00001 name=+ASMO/TOAST/system0l.dbf

output file name=/oradata/TOAST/data D-TOAST I-2098173325 TS-SYSTEM FNO-
1 01r5fhjg tag=ONTAP MIGRATION RECID=1 STAMP=911722099

channel ORA DISK 1: datafile copy complete, elapsed time: 00:00:07
channel ORA DISK 1: starting datafile copy

input datafile file number=00002 name=+ASMO/TOAST/sysaux0l.dbf

output file name=/oradata/TOAST/data D-TOAST I-2098173325 TS-SYSAUX FNO-
2 02r5fhjo tag=ONTAP MIGRATION RECID=2 STAMP=911722106

channel ORA DISK 1: datafile copy complete, elapsed time: 00:00:07
channel ORA DISK 1: starting datafile copy

input datafile file number=00003 name=+ASMO/TOAST/undotbsl01.dbf

output file name=/oradata/TOAST/data D-TOAST I-2098173325 TS-UNDOTBS1 FNO-
3_O3r5fhjt tag=ONTAP MIGRATION RECID=3 STAMP=911722113

channel ORA DISK 1: datafile copy complete, elapsed time: 00:00:07
channel ORA DISK 1: starting datafile copy

copying current control file

output file name=/oradata/TOAST/cf D-TOAST id-2098173325 04r5fhk5
tag=ONTAP MIGRATION RECID=4 STAMP=911722118

channel ORA DISK 1: datafile copy complete, elapsed time: 00:00:01
channel ORA DISK 1: starting datafile copy

input datafile file number=00004 name=+ASMO/TOAST/users0l.dbf

output file name=/oradata/TOAST/data D-TOAST I-2098173325 TS-USERS FNO-
4 05r5fhk6 tag=ONTAP MIGRATION RECID=5 STAMP=911722118

channel ORA DISK 1: datafile copy complete, elapsed time: 00:00:01
channel ORA DISK 1: starting incremental level 0 datafile backup set
channel ORA DISK 1: specifying datafile(s) in backup set

including current SPFILE in backup set

channel ORA DISK 1: starting piece 1 at 13-MAY-16

channel ORA DISK 1: finished piece 1 at 13-MAY-16

piece handle=/oradata/TOAST/06r5fhk7 1 1 tag=ONTAP MIGRATION comment=NONE
channel ORA DISK 1: backup set complete, elapsed time: 00:00:01

Finished backup at 13-MAY-16

SREIHITII BB

RIS ESESERIATE—BFABNMEHE. FEREFMITIHEAES R, MRNEALG<. EiME
SHAEMNEETRRBHRE ERFRNITIIRESTIR. BETUTHS:
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RMAN> sgl 'alter system archive log current';
sql statement: alter system archive log current

KEARERIE
P BEESEET. RAKREEFEXAHETHNRRIIAFE. BXAFEIERE. HizTUTH<:

RMAN> shutdown immediate;

using target database control file instead of recovery catalog
database closed

database dismounted

Oracle instance shut down

RMAN> startup mount;

connected to target database (not started)

Oracle instance started

database mounted

Total System Global Area 805306368 bytes
Fixed Size 2929552 bytes
Variable Size 331353200 bytes
Database Buffers 465567744 bytes
Redo Buffers 5455872 bytes

RIS &

BEOEHIXM. LGSR IEIBHRRBIRISFELE, SHERISXHNRIAHIE100%4F. BEHKA
AR iR XL B B B O RIG I B RIS E MR,

RMAN> backup as copy current controlfile format '/tmp/TOAST.ctrl';
Starting backup at 08-DEC-15

using channel ORA DISK 1

channel ORA DISK 1: starting datafile copy

copying current control file

output file name=/tmp/TOAST.ctrl tag=TAG20151208T194540 RECID=30
STAMP=897939940

channel ORA DISK 1: datafile copy complete, elapsed time: 00:00:01
Finished backup at 08-DEC-15

SHEN

RMAN> create pfile='/tmp/pfile' from spfile;
Statement processed
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Eifipfile

NEH5|BIHASMEEARNERSEH. ARERER T, MRXESHAERX. WREERMER. EHENUR
BB R AR EHREENGHpfile. MRTIL T TRENERBRR, EEMXESR. BETUTHL:

*.audit file dest='/orabin/admin/TOAST/adump'
*.audit trail='db'

*.compatible="'12.1.0.2.0"

*.control files='/logs/TOAST/arch/controlOl.ctl','/logs/TOAST/redo/control
02.ctl’

*.db block size=8192

*.db domain=""

*.db name='TOAST'

*.diagnostic dest='/orabin'

*.dispatchers="' (PROTOCOL=TCP) (SERVICE=TOASTXDB)'
*.log archive dest 1='LOCATION=/logs/TOAST/arch'
*.log archive format='%t %s %r.dbf’
*.open_cursors=300

*.pga_aggregate target=256m

* .processes=300

*.remote login passwordfile='EXCLUSIVE'

*.sga_ target=768m

*.undo_tablespace='UNDOTBS1'

2 A RYAinit.oraX &

XU FH SORACLE HOME/dbs BRH. BHEUT—pfiled. AIEERASMEZRL EspfilefVigtt. EHf
RIRtasplile NEER. BXHESR, B2, B/7EEMFR. EAMRLIAILTE, WEE .

[oracle@jfscl ~]$ cd SORACLE HOME/dbs

[oracle@jfscl dbs]$ cat initTOAST.ora
SPFILE="+ASMO/TOAST/spfileTOAST.ora'

[oracle@jfscl dbs]$ mv initTOAST.ora initTOAST.ora.prev
[oracle@jfscl dbs]$

EtIESH

XEsplileEMTEMNNRE—T, FBEMARIEspfle. BURFEIFEFERATRINHBI(ERER). XHNRN
AALURI TR S W EFRIspfile & :

RMAN> create spfile from pfile='/tmp/pfile';
Statement processed
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[B BN EIE R AT 4R s A By spfile

AR ChE R AR RIE XX ERYBIE. FHNER I BspfileXX R aEUERE. BaERE TR LOERRH
AYspfilefil & IE# B HEIEE

RMAN> shutdown immediate;

Oracle instance shut down

RMAN> startup nomount;

connected to target database (not started)
Oracle instance started

Total System Global Area 805306368 bytes
Fixed Size 2929552 bytes
Variable Size 331353200 bytes
Database Buffers 465567744 bytes
Redo Buffers 5455872 bytes

ERIEHIS

FERR LSBT — P EMEHISXMY /tmp/TOAST . ctrl EIRESBHNRHARAS, #FispflileiS iz X HUERE
XA /logfs/TOAST/ctrl/ctrlfilel.ctrl # /logfs/TOAST/redo/ctrlfile2.ctrlo, BR. XX
TR

1. WEr S RITHIS A ERIE R spfileH TE X AURE1Zo

RMAN> restore controlfile from '/tmp/TOAST.ctrl';
Starting restore at 13-MAY-16

using channel ORA DISK 1

channel ORA DISK 1: copied control file copy
output file name=/logs/TOAST/arch/controlOl.ctl
output file name=/logs/TOAST/redo/control02.ctl
Finished restore at 13-MAY-16

2. SR ERG . UWEERRIITHIX4HE S B REIE.

RMAN> alter database mount;
Statement processed
released channel: ORA DISK 1

BABGIE control files B, BITUTH<T:
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SQL> show parameter control_files;
NAME TYPE VALUE

control files string
/1logs/TOAST/arch/controlOl.ctl

/1logs/TOAST/redo/control02.c
tl

BEE®

RS ETEERIB AU ERVERIEX . DRI BIREX M. ART REERRIE, VnEREdEET T —RiY
B, FAMEREREERRATEASTH, XEERREIU TR T EHITES

1. HITE &I B EHIRMANIE E &7,

RMAN> backup incremental level 1 format '/logs/TOAST/arch/%U' for
recover of copy with tag 'ONTAP MIGRATION' database;

Starting backup at 13-MAY-16

using target database control file instead of recovery catalog
allocated channel: ORA DISK 1

channel ORA DISK 1: SID=124 device type=DISK

channel ORA DISK 1: starting incremental level 1 datafile backup set
channel ORA DISK 1: specifying datafile(s) in backup set

input datafile file number=00001 name=+ASM0O/TOAST/system01l.dbf
input datafile file number=00002 name=+ASMO/TOAST/sysaux0l.dbf
input datafile file number=00003 name=+ASM0/TOAST/undotbsl01.dbf
input datafile file number=00004 name=+ASMO/TOAST/users0l.dbf
channel ORA DISK 1: starting piece 1 at 13-MAY-16

channel ORA DISK 1: finished piece 1 at 13-MAY-16

piece handle=/logs/TOAST/arch/09r5£j8i 1 1 tag=ONTAP MIGRATION
comment=NONE

channel ORA DISK 1: backup set complete, elapsed time: 00:00:01
Finished backup at 13-MAY-16

RMAN-06497: WARNING: control file is not current, control file
AUTOBACKUP skipped

2. EMHEE,

70



RMAN> recover copy of database with tag 'ONTAP MIGRATION';

Starting recover at 13-MAY-16

using channel ORA DISK 1

channel ORA DISK 1: starting incremental datafile backup set restore
channel ORA DISK 1: specifying datafile copies to recover

recovering datafile copy file number=00001 name=/oradata/TOAST/data D-
TOAST I-2098173325 TS-SYSTEM FNO-1 0lr5fhjg

recovering datafile copy file number=00002 name=/oradata/TOAST/data D-
TOAST I-2098173325 TS-SYSAUX FNO-2 02r5fhjo

recovering datafile copy file number=00003 name=/oradata/TOAST/data D-
TOAST_I—ZO98173325_TS—UNDOTBSI_FNO—3_O3r5fhj t

recovering datafile copy file number=00004 name=/oradata/TOAST/data D-
TOAST_I-2098173325 TS-USERS FNO-4 05r5fhk6

channel ORA DISK 1: reading from backup piece
/logs/TOAST/arch/09r5£381i 1 1

channel ORA DISK 1: piece handle=/logs/TOAST/arch/09r5fj8i 1 1
tag=ONTAP MIGRATION

channel ORA DISK 1: restored backup piece 1

channel ORA DISK 1: restore complete, elapsed time: 00:00:01

Finished recover at 13-MAY-16

RMAN-06497: WARNING: control file is not current, control file
AUTOBACKUP skipped

A&
2 BERISX NS | BRG I ERVEIEX . FEEEEERINEEXHNREZEER.

1. BEMCENEUEX 4. 151517 switch database to copy fi%:

RMAN> switch database to copy;

datafile 1 switched to datafile copy "/oradata/TOAST/data D-TOAST I-
2098173325 TS-SYSTEM FNO-1 01r5fhijg"

datafile 2 switched to datafile copy "/oradata/TOAST/data D-TOAST I-
2098173325 TS-SYSAUX FNO-2 02r5fhjo"

datafile 3 switched to datafile copy "/oradata/TOAST/data D-TOAST I-
2098173325 TS-UNDOTBS1 FNO-3 03r5fhjt"

datafile 4 switched to datafile copy "/oradata/TOAST/data D-TOAST I-
2098173325 TS-USERS_FNO-4 05r5fhk6"

2. REMIEXHNee—H. BEERHNEMATFIERNEREN. FENTRE—P. £ recover
database BB UEBRXEERHERIASRIGEIATEER, B2, ZBIEEKITHo

71



RMAN> recover database;

Starting recover at 13-MAY-16

using channel ORA DISK 1

starting media recovery

archived log for thread 1 with sequence 28 is already on disk as file
+ASMO/TOAST/redo0l.log

archived log file name=+ASMO/TOAST/redo0l.log thread=1 sequence=28
media recovery complete, elapsed time: 00:00:00

Finished recover at 13-MAY-16

ERTE(UIREEBES
1. WERaHEA EHEERNIRI IR 4RI &,

RMAN> select file#||' '||name from vStempfile;
FILE#]|]'']| |NAME

1 +ASMO/TOAST/temp0l.dbf

2. REMEMBEXMSF. BETUTH L. MREEITFZS
R EBIIFH AL,

MBS (. IBERAXARIELSELIZRMANG L. A

RMAN> run {

2> set newname for tempfile 1 to '/oradata/TOAST/tempOl.dbf';
3> switch tempfile all;

4> }

executing command: SET NEWNAME

renamed tempfile 1 to /oradata/TOAST/tempOl.dbf in control file

EREEIE

d%EdiEE T, BEMBAENNUTFRIGASMEEA . EMATTEZERENE(. HRk. RASEIE
—AFNEMBEHEERNZEES. ABRMRIARE.

1. HEEMBATANKEREENNARS
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RMAN> select group#||' '||member from v$logfile;
GROUP#| | '' | |MEMBER

1 +ASMO/TOAST/redo0l.log
2 +ASMO/TOAST/redo02.log
3 +ASMO/TOAST/redo03.1log

2. WANEMBTRIRN.

RMAN> select group#||' '||bytes from vS$Slog;
GROUP#||"'"'| |BYTES

1 52428800

2 52428800

3 52428800

3 WFBNEMASE. FASHMEMETEERNANHERRIXGRAUESIE—MHH,

RMAN> alter database add logfile '/logs/TOAST/redo/log00.rdo' size
52428800;

Statement processed

RMAN> alter database add logfile '/logs/TOAST/redo/log0l.rdo' size
52428800;

Statement processed

RMAN> alter database add logfile '/logs/TOAST/redo/log02.rdo' size
52428800;

Statement processed

4. WFRBAL T FerifiE ERYIE B E X 4.

RMAN> alter database drop logfile group 4;
Statement processed
RMAN> alter database drop logfile group 5;
Statement processed
RMAN> alter database drop logfile group 6;
Statement processed

3. ;ZD %E?U Bﬁu:ﬂﬂlj E/%i%ﬁj_] E IS5y E’J %tEﬁ;E\ =] gi%utﬂﬁzﬁtu -F_ ILJ\ L/L*#B&%j' E#gi%UbL‘L é}Ej *_AZE,HE\\O

T_

MN_EAE el LIRS B &3

THETR

Prfle MERITFIBAUENBEXAHHESNZRABIES. RAKBEXGPNEENEE. BE)3EE
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RMAN> alter database drop logfile group 4;

RMAN-00571: ===========================================================
RMAN-00569: =============== ERROR MESSAGE STACK FOLLOWS ===============
RMAN-00571: ===========================================================
RMAN-03002: failure of sgl statement command at 12/08/2015 20:23:51
ORA-01623: log 4 is current log for instance TOAST (thread 4) - cannot
drop

ORA-00312: online log 4 thread 1:

'+NEWLOGS/TOAST/ONLINELOG/group 4.266.897763123"

RMAN> alter system switch logfile;
Statement processed

RMAN> alter system checkpoint;

Statement processed

RMAN> alter database drop logfile group 4;
Statement processed

6. EEEUBRMIEETUENSEIIE B,

SQL> select name from v$Sdatafile;

SQL> select member from vS$Slogfile;

SQL> select name from v$Stempfile;

SQL> show parameter spfile;

SQL> select name, value from vSparameter where

7. LUF A ER T inflfE e ttd i2.
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[root@jfscl current]# ./checkdbdata.pl TOAST
TOAST datafiles:
/oradata/TOAST/data D-TOAST I-2098173325 TS-SYSTEM FNO-1 01r5fhijg
/oradata/TOAST/data D-TOAST I-2098173325 TS-SYSAUX FNO-2 02r5fhjo
/oradata/TOAST/data D-TOAST I-2098173325 TS-UNDOTBS1 FNO-3 03r5fhjt
/oradata/TOAST/data D-TOAST I-2098173325 TS-USERS_FNO-4 05r5fhk6
TOAST redo logs:
/1logs/TOAST/redo/10g00.rdo
/logs/TOAST/redo/1log01.rdo
/1logs/TOAST/redo/log02.rdo
TOAST temp datafiles:
/oradata/TOAST/temp0l.dbf
TOAST spfile
spfile string
/orabin/product/12.1.0/dbhome

1/dbs/spfileTOAST.ora
TOAST key parameters
control files /logs/TOAST/arch/controlOl.ctl,
/1logs/TOAST/redo/control02.ctl
log archive dest 1 LOCATION=/logs/TOAST/arch

8. MIRASMiZFRAETEET . WIERUERMEXLE#REA asnend. EFZHRT. MAFERTHM
RIS TASM spfile/passwd X 15

-bash-4.1$ . oraenv

ORACLE SID = [TOAST] ? +ASM

The Oracle base remains unchanged with value /orabin
-bash-4.1$ asmcmd

ASMCMD> umount DATA

ASMCMD>

HIEXHRIRIR D R

TSIl R R SREUE XX INB AR K L iRbai. BFBURTF Oracle RMANBIER A, 7EILEAEREIR
R, E9SFEAMSERTITE /oradata/TOAST/SUs U FETRRMANR AE MRS HEBIZE—NERIA
M—B R, EREUTXEPFARERE M. FHEXHIERITMBRNERTRAR, AT UERFPFIREIZL S £
KERRILE PR "ASMTFZEIE",
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[root@jfscl current]l# ./fixuniquenames.pl TOAST

#sglplus Commands

shutdown immediate;

startup mount;

host mv /oradata/TOAST/data D-TOAST I-2098173325 TS-SYSTEM FNO-1 0lr5fhjg
/oradata/TOAST/system.dbf

host mv /oradata/TOAST/data D-TOAST I-2098173325 TS-SYSAUX FNO-2 02r5fhjo
/oradata/TOAST/sysaux.dbf

host mv /oradata/TOAST/data D-TOAST I-2098173325 TS-UNDOTBS1 FNO-

3 03r5fhjt /oradata/TOAST/undotbsl.dbf

host mv /oradata/TOAST/data D-TOAST I-2098173325 TS-USERS FNO-4 05r5fhké6
/oradata/TOAST/users.dbf

alter database rename file '/oradata/TOAST/data D-TOAST I-2098173325 TS-—
SYSTEM FNO-1 0lr5fhjg' to '/oradata/TOAST/system.dbf';

alter database rename file '/oradata/TOAST/data D-TOAST I-2098173325 TS-
SYSAUX FNO-2_02r5fhjo' to '/oradata/TOAST/sysaux.dbf';

alter database rename file '/oradata/TOAST/data D-TOAST I-2098173325 TS-
UNDOTBS1 FNO-3 03r5fhjt' to '/oradata/TOAST/undotbsl.dbf';

alter database rename file '/oradata/TOAST/data D-TOAST I-2098173325 TS-—
USERS_FNO-4 05r5fhké6' to '/oradata/TOAST/users.dbf';

alter database open;

Oracle ASMEH %

R PR, A LUBE BT ENI 2R Oracle ASMES R AR BRI B B FMER S B2, EMTEIES
FemIALUNERIMA/NMEFRILUN. AEBMFRZATRILUN, Oracle ASMZ LUEER B B e R IRE SRR
ENIEIFHTFME. ARTESTRERRRIBLUN,

TR IRERASRNIRFI/O. BEAAERRAREEAMERERE. B LIREEENIEERRHITIZS,

HREBE TSR

SQL> select name||' '||group number||' '||total mb||"' '||path|]|’

'| |lheader status from vSasm disk;

NEWDATA 0003 1 10240 /dev/mapper/3600a098038303537762b47594c315864 MEMBER
NEWDATA 0002 1 10240 /dev/mapper/3600a098038303537762b47594c315863 MEMBER
NEWDATA 0000 1 10240 /dev/mapper/3600a098038303537762b47594c315861 MEMBER
NEWDATA 0001 1 10240 /dev/mapper/3600a098038303537762b47594c315862 MEMBER
SQL> select group number||' '||name from v$asm_diskgroup;

1 NEWDATA

BIZEFFLUN

BIEA/MERIBVITLUN,. HIREFZIRBER P MAM R HEE. LUNNERJY CANDIDATE M,
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SQL> select name||"' '||group number||' '||total mb||' '||path]|]|'

'| |lheader status from vS$Sasm disk;

0 0 /dev/mapper/3600a098038303537762b47594c31586b CANDIDATE

0 0 /dev/mapper/3600a098038303537762b47594c315869 CANDIDATE

0 0 /dev/mapper/3600a098038303537762b47594¢c315858 CANDIDATE

0 0 /dev/mapper/3600a098038303537762b47594c31586a CANDIDATE
NEWDATA 0003 1 10240 /dev/mapper/3600a098038303537762b47594c315864 MEMBER
NEWDATA 0002 1 10240 /dev/mapper/3600a098038303537762b47594c315863 MEMBER
NEWDATA 0000 1 10240 /dev/mapper/3600a098038303537762b47594c315861 MEMBER
NEWDATA 0001 1 10240 /dev/mapper/3600a098038303537762b47594c315862 MEMBER

FRINFTLUN

SR LIEBHITARMAMEREE. EBIRNTRMIFLUNBEESZ. Bt FHLUNRMEIEESE, 1t
TBREBF—FARX M HFIASM LUNERZ ZIFTLUN,

BT EIhRRTHENRRRE, #HENS. HEERNHITERES, L%é’a_%““'ﬁﬁmxﬁlﬁ’ﬂllﬁr“ |/OR1ER
W17, XERERKATRESHIAERA SRR, BE. IRFE. AIUERARETHITHNEEHNERTE
BE/] alter diskgroup [name] rebalance power [level] #i<:. HELSTFBERNERS,

SQL> alter diskgroup NEWDATA add disk
'/dev/mapper/3600a098038303537762b47594c31586b' rebalance power 5;
Diskgroup altered.

SQL> alter diskgroup NEWDATA add disk
'/dev/mapper/3600a098038303537762b47594c315869' rebalance power 5;
Diskgroup altered.

SQL> alter diskgroup NEWDATA add disk
'/dev/mapper/3600a098038303537762b47594c315858"' rebalance power 5;
Diskgroup altered.

SQL> alter diskgroup NEWDATA add disk
'/dev/mapper/3600a098038303537762b47594c31586a' rebalance power 5;
Diskgroup altered.

TR
AILUEE 275 s EEE R T EHR(F. FIRFIR. BIERT U THL,

SQL> select group number,operation,state from vSasm operation;
GROUP NUMBER OPERA STAT

1 REBAL RUN
1 REBAL WAIT

ETmME. FRIREEHRTFERF

77



SQL> select group number,operation,state from vSasm operation;
no rows selected

ZEFIHLUN

TIBMETH—F. PIRERERIT—EEARMENE. URERIFRETRRIRI. #WING. ATLOEIMERIELUN
KEMEMERYE. IR, XTFSEALEREBLUN, MEREIEREN Oracle ASMAEMEIRK. Al
BREMLUN,

sglplus / as sysasm

SQL> alter diskgroup NEWDATA drop disk NEWDATA 0000 rebalance power 5;
Diskgroup altered.

SQL> alter diskgroup NEWDATA drop disk NEWDATA 0001 rebalance power 5;
Diskgroup altered.

SQL> alter diskgroup newdata drop disk NEWDATA 0002 rebalance power 5;
Diskgroup altered.

SQL> alter diskgroup newdata drop disk NEWDATA 0003 rebalance power 5;
Diskgroup altered.

HITIR(F

AILUEE ZME N EMERERTERE. FRRAIP. FNERTUTHL:

SQL> select group number,operation,state from vSasm operation;
GROUP_NUMBER OPERA STAT

1 REBAL RUN
1 REBAL WAIT

B TRE. FRIREEHTERF

SQL> select group number,operation,state from vSasm operation;
no rows selected

fHBRIELUN

TEMBEEAPRFRIBLUNZ BT, MWTRSRRSHIT —REENE, MASMERLUN/G. ZLUNABEBZIHAY
BR. MARKIRESRFIN FORMER, XRTFAI UM ARFRL 2MIFRZLELUN,
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SQL> select name||"' '||group number||' '||total mb||' '||path]|]|'

'| |lheader status from vS$Sasm disk;
NAMEI|"|IGROUP_NUMBERI|"|ITOTAL_MBI|"|IPATHII"IIHEADER_STATUS

0

0 /dev/mapper/3600a098038303537762b47594¢c315863 FORMER
0 /dev/mapper/3600a098038303537762b47594c315864 FORMER
0 /dev/mapper/3600a098038303537762b47594c315861 FORMER
0 /dev/mapper/3600a098038303537762b47594¢c315862 FORMER

NEWDATA 0005 1 10240 /dev/mapper/3600a098038303537762b47594c315869 MEMBER
NEWDATA 0007 1 10240 /dev/mapper/3600a098038303537762b47594c31586a MEMBER
NEWDATA 0004 1 10240 /dev/mapper/3600a098038303537762b47594c31586b MEMBER
NEWDATA 0006 1 10240 /dev/mapper/3600a098038303537762b47594c315858 MEMBER
8 rows selected.

LVMT#%

LA R MRVIRELP B BR T W R ANESHRITEFLVMBSEERRN datavg, XERFEXELInux LVM, {BiX
LERMEFEHATFAIX. HP-UXFVLVM, Bikas<aleBMAE,

1. HEFR HEIAILUN datavg EH,

[root@hostl ~]# pvdisplay -C | grep datavg

/dev/mapper/3600a098038303537762b47594¢c31582f datavg lvm2
10.00g

/dev/mapper/3600a098038303537762b475%94c31585a datavg lvm2
10.00g

/dev/mapper/3600a098038303537762b47594c315859 datavg lvm2
10.00g

/dev/mapper/3600a098038303537762b47594c31586¢c datavg lvm2
10.00g

2. BIEYIEA/VERSBEKBIFLUN. HEEE X HYIES,

10.

10.

10.

10.

00g

00g

00g

00g
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[root@hostl ~]# pvcreate /dev/mapper/3600a098038303537762b47594c315864
Physical volume "/dev/mapper/3600a098038303537762b47594c315864"

successfully created

[root@hostl ~]# pvcreate /dev/mapper/3600a098038303537762b47594¢c315863
Physical volume "/dev/mapper/3600a098038303537762b47594c315863"

successfully created

[root@hostl ~]# pvcreate /dev/mapper/3600a098038303537762b47594¢c315862
Physical volume "/dev/mapper/3600a098038303537762b47594c315862"

successfully created

[root@hostl ~]# pvcreate /dev/mapper/3600a098038303537762b47594c315861
Physical volume "/dev/mapper/3600a098038303537762b47594c315861"

successfully created

3. BHERMEEA,

4,

80

[root@hostl tmpl# vgextend datavg
/dev/mapper/3600a098038303537762b47594c315864
Volume group "datavg" successfully extended
[root@hostl tmpl# vgextend datavg
/dev/mapper/3600a098038303537762b47594c315863
Volume group "datavg" successfully extended
[root@hostl tmpl# vgextend datavg
/dev/mapper/3600a098038303537762b47594c315862
Volume group "datavg" successfully extended
[root@hostl tmpl# vgextend datavg
/dev/mapper/3600a098038303537762b47594c315861
Volume group "datavg" successfully extended

IR pvmove MR N HBILUNBBRX EFHEMEIFLUN, o« - i [seconds] SHETFIEITRE
HHE,



[root@hostl tmpl# pvmove —-i 10
/dev/mapper/3600a098038303537762b47594¢c31582fF
/dev/mapper/3600a098038303537762b47594¢c315864

/dev/mapper/3600a098038303537762b47594¢c31582f:
/dev/mapper/3600a098038303537762b47594c31582¢f:
/dev/mapper/3600a098038303537762b47594c31582f:
/dev/mapper/3600a098038303537762b47594¢c31582f:
/dev/mapper/3600a098038303537762b47594¢c31582¢f:
/dev/mapper/3600a098038303537762b47594c31582f:
/dev/mapper/3600a098038303537762b47594¢c31582f:
/dev/mapper/3600a098038303537762b47594¢c31582¢f:

[root@hostl tmp]l# pvmove -1 10
/dev/mapper/3600a098038303537762b47594¢31585a
/dev/mapper/3600a098038303537762b47594c315863

/dev/mapper/3600a098038303537762b47594c31585a:
/dev/mapper/3600a098038303537762b47594c31585a:
/dev/mapper/3600a098038303537762b47594c31585a:
/dev/mapper/3600a098038303537762b47594c31585a:
/dev/mapper/3600a098038303537762b47594c31585a:
/dev/mapper/3600a098038303537762b47594c31585a:
/dev/mapper/3600a098038303537762b47594c31585a:
/dev/mapper/3600a098038303537762b47594c31585a:

[root@hostl tmp]l# pvmove -1 10
/dev/mapper/3600a098038303537762b47594c315859
/dev/mapper/3600a098038303537762b47594c315862

/dev/mapper/3600a098038303537762b47594c315859:
/dev/mapper/3600a098038303537762b47594¢c315859:
/dev/mapper/3600a098038303537762b47594¢c315859:
/dev/mapper/3600a098038303537762b47594c315859:
/dev/mapper/3600a098038303537762b47594¢c315859:
/dev/mapper/3600a098038303537762b47594¢c315859:
/dev/mapper/3600a098038303537762b47594c315859:
/dev/mapper/3600a098038303537762b47594¢c315859:

[root@hostl tmp]l# pvmove -1 10
/dev/mapper/3600a098038303537762b4759%94c31586¢
/dev/mapper/3600a098038303537762b47594¢c315861

/dev/mapper/3600a098038303537762b47594c31586¢C:
/dev/mapper/3600a098038303537762b47594c31586¢:
/dev/mapper/3600a098038303537762b47594c31586¢C:
/dev/mapper/3600a098038303537762b47594c31586¢C:
/dev/mapper/3600a098038303537762b47594c31586¢:
/dev/mapper/3600a098038303537762b47594c31586¢C:
/dev/mapper/3600a098038303537762b47594c31586¢C:
/dev/mapper/3600a098038303537762b47594c31586¢:

Moved:
Moved:
Moved:
Moved:
Moved:
Moved:
Moved:
Moved:

Moved:
Moved:
Moved:
Moved:
Moved:
Moved:
Moved:
Moved:

Moved:
Moved:
Moved:
Moved:
Moved:
Moved:
Moved:
Moved:

Moved:
Moved:
Moved:
Moved:
Moved:
Moved:
Moved:
Moved:

(@)
(@)
N oe

° o° o o° o o°

14.
28.
42.
57.
72.
87.
100.0

w W = O

o\°
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29.
44 .
60.
75.
90.
100.0

\e)
o° o° o0 o° oo o°
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o°

(@]
(@]
o\°

14.
29.
45.
61.
76
91.
100.0

o°

~ o = O
o°

o o° o° o°

o\

(@)
(@)
o\

15.
30.
46.
61.
77.
92.
100.0

o°

w N B O B
o® o° o o0 o°

o\°
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S. WHTESERE. EAMBAFMPERIELUN voreduce <. MIRMIN. MAERTUMARGHR MR
LUN,

[root@hostl tmpl# vgreduce datavg
/dev/mapper/3600a098038303537762b47594c31582fF
Removed "/dev/mapper/3600a098038303537762b47594¢c31582f" from volume
group "datavg"
[root@hostl tmpl# vgreduce datavg
/dev/mapper/3600a098038303537762b47594c31585a

Removed "/dev/mapper/3600a098038303537762b47594c31585a" from volume
group "datavg"
[root@hostl tmpl# vgreduce datavg
/dev/mapper/3600a098038303537762b47594c315859

Removed "/dev/mapper/3600a098038303537762b47594c315859" from volume
group "datavg"
[root@hostl tmpl# vgreduce datavg
/dev/mapper/3600a098038303537762b47594c31586¢

Removed "/dev/mapper/3600a098038303537762b47594c31586c" from volume
group "datavg"

SMEBLUNSEN

]

NetAppR TR T EAFLETZSANZIRRNIIE "ONTAP FMEE LUN S STH4",
MEGRERENNAERE. FEBRITEMSHS B, BHFCHRHELUNIEONTAP EETA/E. LVMRIAEDS
MLUNSZERLVMITEB, 1o, SAEREHE. TRATEMRSSE, EROKERT. FETELaS

ERSCRITEMERES IS | B TRERIDAECE XX, B30, BEBILINUXRY /etc/multipath. conf HATEH
S| AT IRFHIWWNABIRINI. LA BRFLIFF AV E R,

@ BXZFHNERENER. BSMUNetAppREETIR, MRERIFEREIEEHEDP. 155 NetApp
HEREX R LIRS EE B,

R ERT LinuxfRZ 28 EIEERASMAILVM LUNBIER, FLIEEMIRERA LR SF. REEVIRHSH
BEARE. BENEE. ONTAPIIZAEE,

HELVM LUN

EETENE—LEREEIBHILUN, LA ERIRAIHR. MPEFSANBIXERFERHEL /orabin M
/backupse
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[root@hostl ~]# df -k
Filesystem
Mounted on

/dev/mapper/rhel-root

devtmpfs

fas8060-nfs-public:/install

/install

/dev/mapper/sanvg-lvorabin

/orabin

/dev/mapper/sanvg-lvbackups

/backups

1K-blocks

52403200
65882776

199229440

20961280

73364480

Used

8811464
0

119368128

12348476

62947536

Available

43591736
65882776

79861312

8612804

10416944

Use

60

59

86

%

o°

o°

o°

o°

/dev

AILIMIRE RIMPIREVEAN BT, B RARN(ELABRT)-(ZEERT). EXMERT. ST

sanvdo

o pvdisplay 83 BRI FRIRRAE ZFFIEHMLUN, EXMERT. BE&10LUN sanvg B,

[rootl@hostl ~]# pvdisplay -C -o pv_name,pv size,pv fmt,vg name

PV

PSize

/dev/mapper/3600a0980383030445424487556574266 10.
/dev/mapper/3600a0980383030445424487556574267 10.
/dev/mapper/3600a0980383030445424487556574268 10.
/dev/mapper/3600a0980383030445424487556574269 10.
/dev/mapper/3600a098038303044542448755657426a 10.
/dev/mapper/3600a098038303044542448755657426b  10.
/dev/mapper/3600a098038303044542448755657426¢c 10.
/dev/mapper/3600a098038303044542448755657426d 10.
/dev/mapper/3600a098038303044542448755657426e  10.
/dev/mapper/3600a098038303044542448755657426f 10.
278.38g rhel

/dev/sda2

HEASM LUN

VG

00g sanvg
00g sanvg
00g sanvg
00g sanvg
00g sanvg
00g sanvg
00g sanvg
00g sanvg
00g sanvg
00g sanvg

ESh. ERBILEIEASM LUN, ELAsysasmAF 517 MsqlplusIREXLUNFILUNER 22, 1BizTTIATas<:
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SQL> select path||' '||los mb from vSasm disk;
PATH||''||0OS MB

/dev/oracleasm/disks/ASMO 10240
/dev/oracleasm/disks/ASM9 10240
/dev/oracleasm/disks/ASM8 10240
/dev/oracleasm/disks/ASM7 10240
/dev/oracleasm/disks/ASM6 10240
/dev/oracleasm/disks/ASM5 10240
/dev/oracleasm/disks/ASM4 10240
/dev/oracleasm/disks/ASM1 10240
/dev/oracleasm/disks/ASM3 10240
/dev/oracleasm/disks/ASM2 10240
10 rows selected.

SQL>

FCR£EFEX

LEIIFIEE 220N ETEILUN, EFHYAISAN. LUEONTAPHE LUAEIEEILUN, EERTIZEIE. (BEONTAPL
M HEBILUNFSEEREE B, ARENIZEIEEBINEE R,

E/DIEBAFIFASRE S I — 1 HBAIG O E N BIiEF iR, ttIb. HIMEFHFCHX. LUEONTAPH LUK
AN ERIFAERES_ ERILUN, FELF6EMESIECE 7T LUNRER. FTFRRHEIFILEWWNAT LUFIRIZSELUN, 7EXFER
T EATEFHLUNER R IR FXTONTAP WWNBJIH R PR

SERLE T B . ONTAPREERSERERINBFEMEFEY] storage array show i< BREIMNXBFEEAT
FRRARS ERIMBLUNRYFISR,. ELATRAFIH. E5MER4SI_ERILUN FOREIGN 1 7EONTAPHER. HEEMARI
é;; FOR-1o

HESNERFES]

Cluster0l::> storage array show -fields name,prefix

name prefix

FOREIGN_l FOR-1
Cluster0l::>

HESMEBLUN

BEEE. AILSHXLELUN array-name 3 storage disk show 3% EXBIRET BHEAE. RASS
AR5 | AR EIRY R,
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Cluster0Ol::> storage disk show -array-name FOREIGN 1 -fields disk, serial

disk

=
O
i
—
W J o 0w N

gl
(@)
G
=
O

FOR-1.10
FOR-1.11
FOR-1.12
FOR-1.13
FOR-1.14
FOR-1.15
FOR-1.16
FOR-1.17
FOR-1.18
FOR-1.19
FOR-1.20

serial-number

800DTS$HUVWBX
800DTSHUVWBZ
800DTSHUVWBW
800DTSHUVWBY
800DTSHUVWB/
800DTSHUVWBa
800DTS$HUVWBA
800DTSHUVWBDb
800DTSHUVWBC
800DTSHUVWBe
800DTSHUVWBE
800DTSHUVWBg
800DTSHUVWBi
800DTSHUVWBh
800DTSHUVWB]
800DTS$HUVWBk
800DTSHUVWBmM
800DTSHUVWB1
800DTSHUVWBO
800DTSHUVWBN

20 entries were displayed.
Cluster0l::>

B oMERPETILUNGE R RIS S N FET
SMEBLUNSRADVIAR A ERASTERILUNKERL, ESANBIEZA. BIUELUNFRIZAIMBLUN. MMEEASANE

EAMEIZLUN, ttFBr@E RIS EERIRSER, storage disk modify 3. WML TRGIFATR. 1EF

B, IR SRELUNARIE IONTAPHRISMIBLUN, A=MIMBLUNZS S B NEfRIERHE.

Cluster0l::*>
-foreign true
ClusterQ0l::*>
-foreign true

ClusterQ0l::*>
-foreign true
ClusterQ0l::*>
-foreign true
ClusterQ0l::*>

storage

storage

storage

storage

disk modify

disk modify

disk modify

disk modify

{-serial-number 800DT$SHuUVWBW} -1is

{-serial-number 800DT$SHuUVWBX} -1is

{-serial-number 800DT$HuVWBn} -is

{-serial-number 800DTS$SHuVWBo} -is
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IS UFEETEHILUN

HEIBHNLUNEEZ—1E, BUMNSEERUATH FAONTAPIIEERNEEAIT, EIbRfFIH. ASM LUNKETE
—MEH, MLVM LUNEES— T EH. XiF. ERAILUSLUNTEAMIIAVAEHRITEREE. USKHINE. eI
RERI I EQoSIEERIFHH,

% & snapshot-policy ‘to ‘none., TR IREFARERENAKENHIERE, Fib. MNRBFEREFH
RAFENLIREMBINIZRER. =B HEFER BERAMRIEN.

Cluster0Ol::> volume create -volume new asm -aggregate data 02 -size 120G
-snapshot-policy none

[Job 1152] Job succeeded: Successful

Cluster0Ol::> volume create -volume new lvm -aggregate data 02 -size 120G
-snapshot-policy none

[Job 1153] Job succeeded: Successful

Cluster0l::>

BIIZONTAP LUN

BIBERGS. DALIEFILUN, BE. SIELUNZTERFIEELUNKNEEE. BEXMERT. INPEESE
2E2EH<S, Fit. ONTAPEMIEEFYISEFILBILUNEEESIE. ERESERALUNILALEHWAS X KRR
RIAEELUNI FFH BRI REMEE.

EUTBA, B RIMNBFETIRZR I BFYIS. LB REMBAISMELUNS IEMAIFTLUNILAS,

ClusterOl::*> lun create -vserver vserverl -path /vol/new asm/LUNO -ostype
linux -foreign-disk 800DT$SHuUVWBW

Created a LUN of size 10g (10737418240)

ClusterOl::*> lun create -vserver vserverl -path /vol/new asm/LUN1 -ostype
linux -foreign-disk 800DTSHuUVWBX

Created a LUN of size 10g (10737418240)

Created a LUN of size 10g (10737418240)

Cluster0Ol::*> lun create -vserver vserverl -path /vol/new lvm/LUN8 -ostype
linux -foreign-disk 800DTS$SHuUVWBN

Created a LUN of size 10g (10737418240)

ClusterOl::*> lun create -vserver vserverl -path /vol/new lvm/LUN9 -ostype
linux -foreign-disk 800DTS$SHuVWBO

Created a LUN of size 10g (10737418240)

BIESAXFR

LUNIREERIE. EBRAREENEHR BT ERITHZRZE. BISBLUNETFERIVRS, X—MNTRETE
RIPEIER AP EIRAITIE. WRONTAPARIFMEAILUNRITERS . MESEE—TXR. BIRBIBEAEIR
ﬁﬁlﬁéﬁg%iﬁbiﬂﬁo SR P B S ELUNBINLX — 8NP B B FRIE R TR EFR BARLUNAEEE B
To
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ClusterOl::*> lun offline -vserver vserverl -path /vol/new asm/LUNO

Warning: This command will take LUN "/vol/new asm/LUNO" in Vserver
"vserverl" offline.

Do you want to continue? {yln}: vy

ClusterOl::*> lun offline -vserver vserverl -path /vol/new asm/LUN1

Warning: This command will take LUN "/vol/new asm/LUN1" in Vserver
"vserverl" offline.

Do you want to continue? {yln}: vy

Warning: This command will take LUN "/vol/new lvm/LUN8" in Vserver
"vserverl" offline.

Do you want to continue? {y|n}: vy

ClusterOl::*> lun offline -vserver vserverl -path /vol/new lvm/LUN9

Warning: This command will take LUN "/vol/new lvm/LUN9" in Vserver

"vserverl" offline.

Do you want to continue? {yl|n}:

Yy

LUNBiNLE. &R LUBEIGIMILUNE SIS EEEIRZILFAKXR 1lun import create <!

ClusterOl::*> lun import create -vserver vserverl -path /vol/new asm/LUNO
-foreign-disk 800DTSHuUVWBW
ClusterOl::*> lun import create -vserver vserverl -path /vol/new asm/LUN1
-foreign-disk 800DTSHuUVWBX
ClusterOl::*> lun import create -vserver vserverl -path /vol/new lvm/LUN8
-foreign-disk 800DTSHuUVWRBN
ClusterOl::*> lun import create -vserver vserverl -path /vol/new lvm/LUN9
-foreign-disk 800DTSHuUVWBO

ClusterQ0l::*>

BIUFMBESAXRG. AILRLUNERE TEAUIAT,
ClusterOl::*> lun online -vserver vserverl -path /vol/new asm/LUNO
Cluster0Ol::*> lun online -vserver vserverl -path /vol/new_asm/LUN1
ClusterOl::*> lun online -vserver vserverl -path /vol/new lvm/LUN8
ClusterOl::*> lun online -vserver vserverl -path /vol/new lvm/LUN9

Cluster0l::*>

ellfEd =i e 2|

BEh2R2A(igroGroup)i2ONTAP LUNEFIRERIIRI—ER . BRIARCIR T ENIARINIR. SNTETRHEIE
BILUN. ALk, BIgIE—"igrop. HAFIHNERFIHRIRAIFC WWNEISCSIB 2R 2. HRE LiRE0T.
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2BFC LUNXFsFLL, BRE. TZEEMNISCSIZ—IEEMES. WFFR "G,

EUERBIR. 8T —Digrop. EREEHIWWN. D3I FENHBA LM N E] Ak o

Cluster0l::*> igroup create linuxhost -protocol fcp -ostype linux
—-initiator 21:00:00:0e:1e:16:63:50 21:00:00:0e:1e:16:63:51

REFTLUNBRESEI A

tlZigroup/a. LUNREBRETEIE M BYigroup. XLELUN{X AT {EIttigropP B EBIWWNEER, EFHEiERX—/M
E&. NetApp=BREENEERSXEIONTAP, X—RIFREE. RAMEIEEVIELT 2 X EIMNEBPETIFIF
?’\JONTAP,%%\ NETREEE T MY LR IMEBHEBFTISAILUN, XIE RIS SR E R MR SRR
2

Cluster0Ol::*> lun map -vserver vserverl -path /vol/new asm/LUNO -igroup
linuxhost
ClusterOl::*> lun map -vserver vserverl -path /vol/new asm/LUN1 -igroup
linuxhost

ClusterOl::*> lun map -vserver vserverl -path /vol/new lvm/LUN8 -igroup
linuxhost

ClusterOl::*> lun map -vserver vserverl -path /vol/new 1lvm/LUN9 -igroup
linuxhost

Cluster0l::*>

Feift

HTFEEFENFCWERE. IELUNSNERE A BERS A ERLrhr, BE.
BT R A LL BB oI BRI IR H EFFC o X LU ENFCIERE MIMEBLUN DI
ZIONTAPFPREEBYBYE] <,

iAUEELIL /AR I

—_

- SNEBLUN EHFTBLUNSE R B F BB RTS

2. WEHFCHEE B EMBRTBIONTAPRLL,

3 WES AR,

4. EHEHILUN,

5. EHIREHHURE.

EEBSHIBURTEA. ATLUNIEBFHAE. ZLUNEAIEONTAP LR, HA{EHIRE SR
EHRAHIE. P RIRIEERSNILUN, FIESABRFSS AT I, SHIMBEEERR. B

EFCREMNFHIBIFE N FEtxEERERIRIMERN Z BT, H AR, MREEH. A LGRS
MEMIFR. HEEBIRETAHBGRSAXRRZE.
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KRR
FUTRAIR. BEFRNE T BXALIERE.

[oracle@hostl bin]$
ORACLE_SID

= [oracle]

oraenv
? FLIDB

The Oracle base remains unchanged with value /orabin

[oracle@hostl bin]$ sglplus / as sysdba

SQL*Plus:

Copyright

Release 12.1.0.2.0
(c) 1982, 2014, Oracle.

Connected to:

Oracle Database 12c Enterprise Edition Release 12.1.0.2.0 - 64bit
Production

With the Partitioning,
Analytics

Automatic Storage Management,

and Real Application Testing options
SQL> shutdown immediate;

Database closed.

Database dismounted.
ORACLE instance shut down.

SQL>

X AP ARSS

All rights reserved.

OLAP, Advanced

EFBHETSANKX Rz —1E B EOracle ASMARSS . EFRELUNTEZHNH XA RS, XRIKEH®E

[oracle@hostl bin]$

CRS-2791:

resources

CRS=26173:
CRS-2673:
CRS-2673:
CRS-2677:
CRS-2673:
CRS-2677:
CRISH26177 -
CRS-2677:
CRS-2673:
CRISS2161//:
CRSEZNIOBE:

on 'hostl'

CRS-4133:

Starting shutdown of Oracle High Availability Services-managed

on 'hostl'

Attempting to stop
Attempting to stop
Attempting to stop

Stop of

Attempting to stop

Stop of
Stop of
Stop of

Attempting to stop

Stop of

Shutdown of Oracle High Availability Services-managed resources

FLEIE RS BB BT AXXHRREHIZ.

./crsctl stop has -f

'ora.evmd' on 'hostl'
'ora.DATA.dg' on 'hostl'
'ora.LISTENER.1lsnr' on 'hostl'
'ora.DATA.dg' on 'hostl' succeeded

'ora.asm'

'ora.LISTENER.lsnr'
on 'hostl' succeeded

'ora.evmd'

'ora.asm'

'ora.cssd'

has completed

Oracle High Availability Services has been stopped.

[oracle@hostl bin]$

on 'hostl'

on 'hostl'

on 'hostl' succeeded

succeeded

'ora.cssd' on 'hostl'

on 'hostl' succeeded
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BN F S

NRFAEHIZIE XA, MWENEREERTI, MRNBBIESL. XGRS LOMFE—TEEHENHIZ -

fuser SRR BB FIRFIXLEHIZ,

[root@hostl ~]# umount /orabin
[root@hostl ~]# umount /backups

=RE4H
L EESATIFIBEXGRSE. ATUERZEE.

[root@hostl ~]# vgchange --activate n sanvg
0 logical volume(s) in volume group "sanvg" now active
[root@hostl ~]#

FC48 X
WMTE. AJUEHFCHRX. LUMBRENITIMEBFESIBIFRE 15IRAPR. HEEIZITONTAPEYIH IR R,

BEISAIE

EZEELUNENEE. 151817 lun import start W<

Cluster0l::1lun import*> lun import start -vserver vserverl -path
/vol/new asm/LUNO
Cluster0l::lun import*> lun import start -vserver vserverl -path
/vol/new asm/LUN1

Cluster0l::lun import*> lun import start -vserver vserverl -path
/vol/new lvm/LUNS8

Cluster0l::lun import*> lun import start -vserver vserverl -path
/vol/new_ lvm/LUN9

Cluster0l::lun import*>

RSN

ALERABIESENIZE lun import show 88% . WITFEFR. FAIE20MNLUNRIS ANIEE#HITH, X
ER LB ONTAPILIRIEHE. BMEHUIRE BRI ENEHTT,

90

=
=R

IREI



showo %E

Cluster0l::1lun import*> lun import show -fields path,percent-complete

vserver foreign-disk path percent-complete
vserverl B800DTSHuVWB/ /vol/new asm/LUN4 5
vserverl B8O00DTSHuUVWBW /vol/new asm/LUNO 5
vserverl 800DTSHuUVWBX /vol/new asm/LUN1 6
vserverl B800DTSHuUVWBY /vol/new asm/LUN2 6
vserverl B800DTSHuVWBZ /vol/new asm/LUN3 5
vserverl 800DT$HuVWBa /vol/new asm/LUNS5 4
vserverl B800DT$SHuUVWBb /vol/new asm/LUN6 4
vserverl B800DT$HuVWBc /vol/new asm/LUN7 4
vserverl 800DT$HuVWBdA /vol/new asm/LUN8 4
vserverl B800DT$HuVWBe /vol/new_asm/LUN9 4
vserverl 800DTSHuVWBf /vol/new lvm/LUNO 5
vserverl 800DT$HuUVWBg /vol/new lvm/LUN1 4
vserverl B800DT$HuVWBh /vol/new lvm/LUN2 4
vserverl 800DTS$HuVWBi /vol/new lvm/LUN3 3
vserverl 800DT$HuVWBj /vol/new lvm/LUN4 3
vserverl B800DT$SHuVWBk /vol/new lvm/LUN5 3
vserverl 800DT$HuVWBl /vol/new lvm/LUNG6 4
vserverl 800DT$SHuVWBm /vol/new lvm/LUN7 3
vserverl 800DT$HuUVWBn /vol/new lvm/LUN8 2
vserverl 800DT$HuVWBo /vol/new lvm/LUN9 2

20 entries were displayed.

NRFBERANHERE, FIEEEM LMK ERBRS
SR LR R e T d 2 SN LUNS N—E R

s IGN

Ban e RATEEBYIEMIITERALE 1un import

MRFBBANES. IBRSENEBRPERAILUNAHBIARSS

FESCSHE B EN

TEARZHIFRT. ERAMHLUNNRE RS EZREMBoIEN. XEFEMSBEIMERIBEVFRIRIRE. ERLIFR
BMLUNARXERIRE. fINZREFRE. BABNTRFERT — P T2BIRE. BTFERBN.

AR EMRSIENZEL. FRRTEIFMEXEEERA /etc/fstab ILBEIHBHISANTRER ERF . 0
RARITICIRE. HAELUNIREIREE. WHRERSAIRETAE. XMMERAITITEIE, B2, BrEIN
BREAHXMERHEETTRESIERRAE /etc/ fstab UERTLUBTHRIER G LB BEFEHER.

A LMEAEFAE I RAIPEABLInuxiRZS_ERILUN rescan-scsi-bus.sh 855 WRB<SAIN. Mg

MEFEILUNEZ, HHETAERLRE. BMB5KMigopllBER. MIERFSLUNES NETARE {5
EEEE
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[root@hostl /]# rescan-scsi-bus.sh
Scanning SCSI subsystem for new devices
Scanning host 0 for SCSI target IDs O 1 2 3 4 5 6 7, all LUNs
Scanning for device 0 2 0 0
OLD: Host: scsiO Channel: 02 Id: 00 Lun: 00
Vendor: LSI Model: RAID SAS 6G 0/1 Rev: 2.13
Type: Direct-Access ANSI SCSI revision: 05
Scanning host 1 for SCSI target IDs 0 1 2 345 6 7, all LUNs
Scanning for device 1 0 0 O
OLD: Host: scsil Channel: 00 Id: 00 Lun: 00
Vendor: Optiarc Model: DVD RW AD-7760H Rev: 1.41
Type: CD-ROM ANSI SCSI revision: 05

Scanning host 2 for SCSI target IDs 0 1 2 3 4 5 6 7, all LUNs
Scanning host 3 for SCSI target IDs 0 1 2 3 45 6 7, all LUNs
Scanning host 4 for SCSI target IDs 0 1 2 3 4 5 6 7, all LUNs
Scanning host 5 for SCSI target IDs 0 1 2 3 4 5 6 7, all LUNs
Scanning host 6 for SCSI target IDs 0 1 2 3 45 6 7, all LUNs
Scanning host 7 for all SCSI target IDs, all LUNs
Scanning for device 7 0 0 10
OLD: Host: scsi7 Channel: 00 Id: 00 Lun: 10
Vendor: NETAPP Model: LUN C-Mode Rev: 8300
Type: Direct-Access ANSI SCSI revision: 05
Scanning for device 7 0 0 11
OLD: Host: scsi7 Channel: 00 Id: 00 Lun: 11
Vendor: NETAPP Model: LUN C-Mode Rev: 8300
Type: Direct-Access ANSI SCSI revision: 05
Scanning for device 7 0 0 12
OLD: Host: scsi9 Channel: 00 Id: 01 Lun: 18
Vendor: NETAPP Model: LUN C-Mode Rev: 8300
Type: Direct-Access ANSI SCSI revision: 05
Scanning for device 9 0 1 19
OLD: Host: scsi9 Channel: 00 Id: 01 Lun: 19
Vendor: NETAPP Model: LUN C-Mode Rev: 8300
Type: Direct-Access ANSI SCSI revision: 05

0 new or changed device(s) found.
0 remapped or resized device(s) found.

0 device (s) removed.

LUNRIIE R 2R ZRFZIGENERCE. EEXNLnuxZRERDEFBREBIER, #9ELH
multipath - 11 W#H{THE. DUIHREEEMHE. FlN. U TR ERT 5XKNSHKIFIRE NETAPP
HNBEFTHR. 8MEHEENTRE. EPRPMRENMALRN50. MPBEZHINER10, REFRERE
BILinuxBitia el e B FRARRE. (Bltia b EER ST —.
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@ 152Z BT RIEMLinuxkk2sAIHost UtilitiesX#Y /etc/multipath.conf & & 1IF o

[root@hostl /]# multipath -11
3600a098038303558735d493762504b36 dm-5 NETAPP ,LUN C-Mode
size=10G features='4 queue if no path pg init retries 50

retain attached hw handle
| -+- policy='service-time
| |- 7:0:1:4 sdat 66:208
| "= 9:0:1:4 sdbn 68:16
"—+- policy='service-time
|- 7:0:0:4 sdf 8:80
"—- 9:0:0:4 sdz 65:144

' hwhandler='1l alua' wp=rw

0' prio=50 status=active
active ready running
active ready running

0' prio=10 status=enabled
active ready running

active ready running

3600a098038303558735d493762504b2d dm-10 NETAPP ,LUN C-Mode
size=10G features='4 queue if no path pg init retries 50

retain attached hw handle
| -+- policy='service-time
| |- 7:0:1:8 sdax 67:16
| "= 9:0:1:8 sdbr 68:80
"—+- policy='service-time
|- 7:0:0:8 sdj 8:144
- 9:0:0:8 sdad 65:208

' hwhandler='1l alua' wp=rw

0' prio=50 status=active
active ready running
active ready running

0' prio=10 status=enabled
active ready running

active ready running

3600a098038303558735d493762504b37 dm-8 NETAPP ,LUN C-Mode
size=10G features='4 queue if no path pg init retries 50

retain attached hw handle'

| -+- policy='service-time
| |- 7:0:1:5 sdau 66:224
| "= 9:0:1:5 sdbo 68:32
"—+- policy='service-time
|- 7:0:0:5 sdg 8:96
- 9:0:0:5 sdaa 65:160

hwhandler='1 alua' wp=rw
0' prio=50 status=active
active ready running
active ready running

0' prio=10 status=enabled
active ready running

active ready running

3600a098038303558735d493762504b4b dm-22 NETAPP ,LUN C-Mode
size=10G features='4 queue if no path pg init retries 50

retain attached hw handle'

| -+- policy='service-time
| |- 7:0:1:19 sdbi 67:192
| "= 9:0:1:19 sdcc 69:0
"—+- policy='service-time
|- 7:0:0:19 sdu 65:64
"= 9:0:0:19 sdao 66:128

EHAUELVMEA

hwhandler='1 alua' wp=rw
0' prio=50 status=active
active ready running
active ready running

0' prio=10 status=enabled
active ready running

active ready running

MREBEHAILVM LUN. M vgchange --activate y 88N, X2—MMRIFHIZIEESEREZNET
. ERLUNBIWWNEZEFRISHAZTE. ANEHTHIESE ALUNE S,
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IRERGHIETLUN. KIS ALUN R DEIE. BEAMRNETIESE sanvg volumegroup. FAIGH
BFrEvENIgE. REENMEESAHRE,

[root@hostl /]# vgchange --activate y sanvg

Found duplicate PV fpCzdLTuKfy2xDZjailN1iJh3TJjLUBiT: using
/dev/mapper/3600a098038303558735d493762504b46 not /dev/sdp

Using duplicate PV /dev/mapper/3600a098038303558735d493762504b46 from
subsystem DM, ignoring /dev/sdp

2 logical volume (s) in volume group "sanvg" now active

EMEHHRS

SiasAR. AJUEEEXARRIRGE RIS HIETIF T, WRIXXFrR. BMEHES SIE/RimA N
WTFEDRES. XHRFGERETEERIET

[rootRhostl /]# mount /orabin
[root@hostl /]# mount /backups
[root@hostl /]1# df -k

Filesystem 1K-blocks Used Available Use%
Mounted on
/dev/mapper/rhel-root 52403200 8837100 43566100 17% /
devtmpfs 65882776 0 65882776 0% /dev
tmpfs 6291456 84 6291372 1%
/dev/shm
tmpfs 65898668 9884 65888784 1% /run
tmpfs 65898668 0 65898668 0%
/sys/fs/cgroup
/dev/sdal 505580 224828 280752 % /boot
fas8060-nfs-public:/install 199229440 119368256 79861184 60%
/install
fas8040-nfs-routable:/snapomatic 9961472 30528 9930944 1%
/snapomatic
tmpfs 13179736 16 13179720 1%
/run/user/42
tmpfs 13179736 0 13179736 0%
/run/user/0
/dev/mapper/sanvg-lvorabin 20961280 12357456 8603824 59%
/orabin
/dev/mapper/sanvg-lvbackups 73364480 62947536 10416944 86%
/backups

BERPEASMIZE

BAESCSHEEN. NEEMAIASMIbIZEE, FJLUBT EFHEEIASMIibH AR KB I IEEFHT &AM
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@ & B 5 AASMIbBIASMEC E 1H%,

AR INRAKREERAASMIb. N /dev/mapper IRENE BEIEHEIE, BRE. NRAIERER. NRK
BASMIib. MATEREIRE LNASMIRERHNR, 8@ E—FEFHRET B RTTAtiEE
/etc/multipath.conf 8 udev MM, BNEPIRERIBI T XM MANER, FAIEFEEFMXLEX M. LRI
MERRWWNEFFISZEK. NTHRASMIZ & AE ERHBIIR,

FIRAIR. EFRBEIASMIibHHEHE S BR5RIGHIRMEBRI10TASM LUN.

[root@hostl /]# oracleasm exit

Unmounting ASMlib driver filesystem: /dev/oracleasm
Unloading module "oracleasm": oracleasm
[root@hostl /]# oracleasm init

Loading module "oracleasm": oracleasm

Configuring "oracleasm" to use device physical block size
Mounting ASM1lib driver filesystem: /dev/oracleasm
[root@hostl /]# oracleasm scandisks

Reloading disk partitions: done

Cleaning any stale ASM disks...

Scanning system for ASM disks...

Instantiating disk "ASMO"

Instantiating disk "ASM1"

Instantiating disk "ASM2"

Instantiating disk "ASM3"

Instantiating disk "ASM4"

Instantiating disk "ASM5"

Instantiating disk "ASM6"

Instantiating disk "ASM7"

Instantiating disk "ASM8"

Instantiating disk "ASM9"

ENBRMRARS
MIELVMFAIASMig & EBAERTA. FIUEFRB MRS

[root@hostl /]# cd /orabin/product/12.1.0/grid/bin
[root@hostl bin]# ./crsctl start has

BB shEdERE

EMEHMERSE. JUBMEIEE. ERREHEIEEZR. JRFESF/LOH. UEASMIRSTER
Ao
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[root@hostl binl]# su - oracle
[oraclelRhostl ~]$ . oraenv

ORACLE SID = [oracle] ? FLIDB

The Oracle base has been set to /orabin
[oracle@hostl ~]$ sglplus / as sysdba
SQL*Plus: Release 12.1.0.2.0

Copyright (c) 1982, 2014, Oracle. All rights reserved.
Connected to an idle instance.

SQL> startup

ORACLE instance started.

Total System Global Area 3221225472 bytes

Fixed Size 4502416 bytes
Variable Size 1207962736 bytes
Database Buffers 1996488704 bytes
Redo Buffers 12271616 bytes

Database mounted.

Database opened.

SQL>
SThY
MEVAERE. THETM. BIHSMINEIETIREIO. BEIMFRSAXR AL,
EMRRX R Z AT, HFIAPTALUNRY T3 12 B 5Ef.
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Cluster0l::*> lun import show -vserver vserverl -fields foreign-

disk,path,operational-state

vserver

foreign-disk path

operational-state

vserverl
vserverl
vserverl
vserverl
vserverl
vserverl
vserverl
vserverl
vserverl
vserverl
vserverl
vserverl
vserverl
vserverl
vserverl
vserverl
vserverl
vserverl
vserverl

vserverl

800DTSHUVWB/
800DTSHUVWBW
800DTSHUVWBX
800DTSHUVWBY
800DTSHUVWBZ
800DTSHUVWBa
800DTSHUVWBDb
800DTSHUVWBC
800DTSHUVWBA
800DTSHUVWBe
800DTSHUVWB L
800DTSHUVWBg
800DTS$SHUVWBh
800DTSHUVWB1
800DTSHUVWB]
800DTS$HUVWBk
800DTSHUVWB1
800DTSHUVWBM
800DTSHUVWBN
800DTSHuUVWBO

/vol/new asm/LUN4
/vol/new asm/LUNO
/vol/new asm/LUN1
/vol/new asm/LUN2
/vol/new asm/LUN3
/vol/new asm/LUN5
/vol/new asm/LUNG
/vol/new_asm/LUN7
/vol/new asm/LUNS8
/vol/new asm/LUNY
/vol/new_ 1lvm/LUNO
/vol/new lvm/LUN1
/vol/new lvm/LUN2
/vol/new_lvm/LUN3
/vol/new lvm/LUN4
/vol/new lvm/LUN5
/vol/new_lvm/LUNG6
/vol/new lvm/LUN7
/vol/new lvm/LUNS8
/vol/new_lvm/LUN9

20 entries were displayed.

EES PN

completed
completed
completed
completed
completed
completed
completed
completed
completed
completed
completed
completed
completed
completed
completed
completed
completed
completed
completed
completed

dEEiETERE. BRI KR TRLLRIERE. /O ETJMONTAP ERYIREN2R R (o

ClusterOl::*> lun
Cluster0l::*> lun

Cluster0Ol::*> lun
Cluster0l::*> lun

BCHEASMEBLUN
xfa. BEREELRBR is-foreign &R,

import delete -vserver
import delete -vserver
import delete -vserver
import delete -vserver

vserverl

vserverl

vserverl

vserverl

-path
-path

-path
-path

/vol/new asm/LUNO
/vol/new_asm/LUN1

/vol/new lvm/LUNS8
/vol/new_lvm/LUN9
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Cluster0l::*> storage disk modify {-serial-number 800DTSHuUVWBW} -is
-foreign false
Cluster0l::*> storage disk modify {-serial-number 800DTSHuUVWBX} -is
-foreign false

Cluster0l::*> storage disk modify {-serial-number 800DTS$SHuUVWBn} -is
-foreign false
Cluster0l::*> storage disk modify {-serial-number 800DTSHuVWBo} -is
-foreign false
ClusterQ0l::*>

N2

EATFIARILUNB MY E — IR REK,

ARLEERT. BRI BRI —E9D. TCPIPRMX. MFCEXNISCSIF LUERMHMITRE
BB EIFR, EHEHMBER T, iSCSIEJREZ2FBIP SANR R ARIIBARIER, B, TR ERRER
MSERIGETHERE, FIa0. SNRIMEFFEFIFIEFONTAPHILUNFRERIF i FE—HBA L. MBI LUERISCSI
LUNE B KAIBTEIR MIBFESIE HIEE. MAZHRBRIBLUNG. &R UG HEHFEEEBIFC,
UTRET BETR T MFCEIISCSIfVERR. B 2KERENEHF MiSCSIZEIFCH R MEEiR,

ZIEISCSIBIEF

RINBERT. KEMRERABEESWEISCSIBoIiEF. BUNRKEE. NI UENRE,

[root@hostl /]# yum install -y iscsi-initiator-utils
Loaded plugins: langpacks, product-id, search-disabled-repos,
subscription-

manager
Resolving Dependencies
--> Running transaction check
-—-> Package iscsi-initiator-utils.x86 64 0:6.2.0.873-32.el7 will be
updated
--> Processing Dependency: iscsi-initiator-utils = 6.2.0.873-32.el7 for
package: iscsi-initiator-utils-iscsiuio-6.2.0.873-32.e17.x86 64
-—--> Package iscsi-initiator-utils.x86 64 0:6.2.0.873-32.0.2.el7 will be
an update
--> Running transaction check
-—--> Package iscsi-initiator-utils-iscsiuio.x86 64 0:6.2.0.873-32.el7 will
be updated
-—-> Package iscsi-initiator-utils-iscsiuio.x86 64 0:6.2.0.873-32.0.2.el7
will be an update
--> Finished Dependency Resolution
Dependencies Resolved
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Package Arch Version Repository

Updating:

iscsi-initiator-utils x86 64 6.2.0.873-32.0.2.el7 ol7 latest 416
k
Updating for dependencies:

iscsi-initiator-utils-iscsiuio x86 64 6.2.0.873-32.0.2.el7 ol7 latest 84
k

Transaction Summary

Upgrade 1 Package (+1 Dependent package)

Total download size: 501 k

Downloading packages:

No Presto metadata available for ol7 latest

(1/2): iscsi-initiator-utils-6.2.0.873-32.0.2.el17.x86 6 | 416 kB 00:00
(2/2): iscsi-initiator-utils-iscsiuio-6.2.0.873-32.0.2. | 84 kB 00:00

Total 2.8 MB/s | 501 kB
00:00Cluster01

Running transaction check

Running transaction test

Transaction test succeeded

Running transaction

Updating : iscsi-initiator-utils-iscsiuio-6.2.0.873-32.0.2.el1l7.x86
1/4

Updating : ilscsi-initiator-utils-6.2.0.873-32.0.2.e17.x86 64
2/4

Cleanup : iscsi-initiator-utils-iscsiuio-6.2.0.873-32.el7.x86 64
3/4

Cleanup : iscsi-initiator-utils-6.2.0.873-32.e17.x86 64
4/4
rhel-7-server-eus-rpms/7Server/x86 64/productid | 1.7 kB 00:00
rhel-7-server-rpms/7Server/x86 64/productid | 1.7 kB 00:00

Verifying : iscsi-initiator-utils-6.2.0.873-32.0.2.el17.x86 64
1/4

Verifying : iscsi-initiator-utils-iscsiuio-6.2.0.873-32.0.2.el17.x86
2/4

Verifying : iscsi-initiator-utils-iscsiuio-6.2.0.873-32.el7.x86 64
3/4

Verifying : iscsi-initiator-utils-6.2.0.873-32.el7.x86 64
4/4
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Updated:

iscsi-initiator-utils.x86 64 0:6.2.0.873-32.0.2.el7
Dependency Updated:

iscsi-initiator-utils-iscsiuio.x86 64 0:6.2.0.873-32.0.2.el7
Complete!
[root@hostl /]1#

HfaEiISCSIBhiER & R

ELREIREFSER— 1 E—MISCSIEIEF &, fELinuxt. BEMF&
/etc/iscsi/initiatorname.iscsi XL RZFRBFARRIP SANLERYEN

[root@hostl /]# cat /etc/iscsi/initiatorname.iscsi
InitiatorName=iqgn.1992-05.com.redhat:497bd66cal

I EIEFA

B 2R 4A (igroGroup ) 2ONTAP LUNRIRZEMIII—ER 5. BRIELIZFENIFRNIR. BUTEILDH 612
BILUN, SerlttFZ BRI A EREIE—Nigrop. EFFIH T EEARFIFC WWNZLISCSIBohizZF & #Ro

FURAEIHR. BT —igrop. EFREELinuxEARISCSIEIER-

ClusterQ0l::*> igroup create -igroup linuxiscsi -protocol iscsi -ostype
linux -initiator ign.1994-05.com.redhat:497bd66cal

KRR

EEILUND N Z AT, BIFLUNT2E TRRS. BEMIILUNZ — EREMBIEFEERGIRE. XM RS0
TENE. SHLIEE. MREHAASM. BHRERENHASMEE B H XHIFTE MRS

EGELUNSFCRI4R YRS
FLUNE2FREE. MIRIBFC igropHIBRIRST,

ClusterOl::*> lun unmap -vserver vserverl -path /vol/new asm/LUNO -igroup
linuxhost
Cluster0Ol::*> lun unmap -vserver vserverl -path /vol/new asm/LUN1 -igroup
linuxhost

ClusterOl::*> lun unmap -vserver vserverl -path /vol/new 1lvm/LUN8 -igroup
linuxhost
ClusterOl::*> lun unmap -vserver vserverl -path /vol/new 1lvm/LUN9 -igroup
linuxhost
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BELUNEH IS RNIPNSS

Rex I NLUNBY T IR PR IR TR RY B TiSCSIF B 52+ 4Ho

Cluster0O1l::
linuxiscsi
ClusterQl::
linuxiscsi

Cluster0O1l:
linuxiscsi
ClusterQl::
linuxiscsi

Cluster0O1::

EIiSCSIET

*>

x>

*>

lun map -vserver vserverl -path /vol/new asm/LUNO -igroup

lun map -vserver vserverl -path /vol/new asm/LUN1 -igroup

lun map -vserver vserverl -path /vol/new 1lvm/LUN8 -igroup

lun map -vserver vserverl -path /vol/new 1lvm/LUNS -igroup

iISCSIRMADNMINER. B ERRIMER. XERILUNARE, o iscsiadm THEHEREIESATHRN
HiEEMNIIFA -p argument MABFEFERIEISCSIARSHIFAA IPHAIK O IR, EXMBERLT. AL
NPt E R IR 3260 _E 1R HiSCSIARSS -

()  WREAHEAERPHE, WilaSTTREBE 55 S5

[root@hostl ~]# iscsiadm -m discovery -t st -p fas8060-iscsi-publicl

10.63.147.197:
08.com.netapp:
10.63.147.198:
08.com.netapp:

3260,1033 ign.1992-
sn.807615e9%ef6l111e5a5ae90e2babb9464:vs. 3
3260,1034 ign.1992-
sn.807615e9%ef6111e5a5ae90e2babb9464:vs.3

172.20.108.203:3260,1030 ign.1992-
08.com.netapp:sn.807615e%ef6llleb5a5ae90e2babb9464:vs.3
172.20.108.202:3260,1029 igqn.1992-
08.com.netapp:sn.807615e%ef6llleb5a5ae90e2babb9464:vs.3

4&IiSCSI LUN

KINSCSIEIRG. EFBoNSCSIIRS UL I I FISCSI LUNHEXENILE. HIU1ZERIZHASMIbILE.

[root@hostl ~]# service 1scsl restart

Redirecting to /bin/systemctl restart iscsi.service

BB

WBIBENAEEAE. ENEHXARS. EMEHRACIRSELNENBEIIFE, (FATIINER. NetAppEil

RRER T NE D

EEMBMRSE. UWRRFIBEREXHIERTIR. HEMERKIBIEEIERBR.
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AR EMERSIENZEL BRRTHIFMEXBEEERA /etc/fstab LBETHHISANZRER IR,
NRAPITILZ B HELUNBRHIEE. Na o SBIRERRTIERH, IhaFERFSmfHiE. B8
2. BEEIMERAIEMERNHHEITEIERREIFEARTE /etc/ fstab UEAILIBNRERS. LUEFIGH
FEHIERTF.

RS

R AR AN EHRERENBIRFEES HRERARNTO. EIHRRERFERMY, NR
RERFTBFEXF. 15X RNetAppaiNetAppLE HE

BHEEX A
LU PerlfiZ<{X ffEFOracle SIDEY—1NS#. HXHAEIEE. ©rILUESOracle P rootF FiE1T,
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#! /usr/bin/perl

use strict;

use warnings;

my Soraclesid=$ARGV[0];

my Soracleuser='oracle';

my @Qout;

my Suid=$<;

if (Suid == 0) {

@out="su - S$Soracleuser -c '. oraenv << EOF1

77 Migration of Oracle Databases to NetApp Storage Systems © 2021 NetApp,
Inc. All rights reserved

Soraclesid

EOF1

sglplus / as sysdba << EOF2

shutdown immediate;

EQF2

'

i}

else {

@out=". oraenv << EOF1
Soraclesid

EQOF4

sglplus / as sysdba << EOF2

shutdown immediate;

EQF2

i}

print @out;

if ("@out" =~ /ORACLE instance shut down/) {
print "Soraclesid shut down\n";

exit 0;}

elsif ("Qout" =~ /Connected to an idle instance/) {
print "Soraclesid already shut down\n";

exit 0;}

else {

print "Soraclesid failed to shut down\n";
exit 1;}

BURERT)
LA PerlfiZ<{X ffE A Oracle SIDEY—1&%. HXHAEIEE. ©rILUEFOracleF F rootF FiE1T,
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#! /usr/bin/perl

use strict;

use warnings;

my Soraclesid=$ARGV[0];

my Soracleuser='oracle';

my @Qout;

my Suid=$<;

if ($uid == 0) {

@out="su - S$Soracleuser -c '. oraenv << EOF1
Soraclesid

EOF1

sglplus / as sysdba << EOF2

startup;

EQF2

i)

else {

@out=". oraenv << EOF3

Soraclesid

EOF1

sglplus / as sysdba << EOF2

startup;

EOF2

b

print @Qout;

if ("@out"™ =~ /Database opened/) {
print "Soraclesid started\n";

exit 0;}

elsif ("Qout" =~ /cannot start already-running ORACLE/) {
print "Soraclesid already started\n";
exit 1;}

else {

78 Migration of Oracle Databases to NetApp Storage Systems © 2021 NetApp,
Inc. All rights reserved

print "Soraclesid failed to start\n";
exit 1;}

R Rt ifin R

UTHARAXAHRSZSHR. AZHBHE. ARKEERERNR R, TIBIEH. XFHIFEFEER. AR
EEBERER. XERFAUIRFTFEIRIEUERIEBIE. R LEEIMGR,

104



#! /usr/bin/perl
use strict;
#use warnings;
my S$filesystem=$ARGV[O0];
my @out= umount 'S$filesystem';
if ($? == 0) {
print "S$filesystem unmounted\n";

@out = ‘mount -o ro '$Sfilesystem' ;

if (82 == 0) {

print "S$filesystem mounted read-only\n";
exit 0;}}
else {

print "Unable to unmount $filesystem\n";
exit 1;}
print @Qout;

BRXXHRY

UTHARFIRTFR— I XERAB RN SZ — I XERY. HTESYRIE /eto/fstab "X, Ebai i ArootF
B0iE17. eEZHBEXGREN—NES DRSS,

1. BERXXHRR. BBITUTHEIA:

#! /usr/bin/perl

use strict;

#use warnings;

my Soldfs;

my Snewfs;

my @oldfstab;

my @newfstab;

my S$source;

my Smountpoint;

my Sleftover;

my Soldfstabentry='";

my Snewfstabentry='";

my Smigratedfstabentry='";

(Soldfs, S$newfs) = split (',',$ARGVI[O0]);

open (my $filehandle, '<', '/etc/fstab') or die "Could not open

/etc/fstab\n";

while (my S$line = <$filehandle>) {

chomp $line;
($source, Smountpoint, $leftover) = split(/[ , 1/,$1line, 3);
if (Smountpoint eq $oldfs) {

Soldfstabentry = "#Removed by swap script $source S$Soldfs S$leftover";}
elsif (Smountpoint eqg S$newfs) {
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Snewfstabentry = "#Removed by swap script $source Snewfs S$leftover";
Smigratedfstabentry = "$source $oldfs S$leftover";}
else {
push (@newfstab, "$line\n") }}
79 Migration of Oracle Databases to NetApp Storage Systems © 2021
NetApp, Inc. All rights reserved
push (@newfstab, "S$Soldfstabentry\n");
push (@newfstab, "$newfstabentry\n");
push (@newfstab, "$migratedfstabentry\n");
close (Sfilehandle) ;

if ($oldfstabentry eq '') {
die "Could not find S$oldfs in /etc/fstab\n";}
if (Snewfstabentry eq '') {

die "Could not find S$newfs in /etc/fstab\n";}
my Qout= umount 'S$newfs' ;
if ($? == 0) {
print "S$Snewfs unmounted\n";}
else {
print "Unable to unmount S$newfs\n";
exit 1;}
@out="umount 'S$Soldfs'";
if ($? == 0) {
print "S$oldfs unmounted\n";}
else {
print "Unable to unmount S$oldfs\n";
exit 1;}
system("cp /etc/fstab /etc/fstab.bak");
open ($filehandle, ">", '/etc/fstab') or die "Could not open /etc/fstab
for writing\n";
for my $line (@newfstab) {
print $filehandle $line;}
close ($filehandle) ;
@out="mount 'Soldfs'";

if ($? == 0) {

print "Mounted updated $oldfs\n";
exit 0;}

else{

print "Unable to mount updated S$oldfs\n";
exit 1;}
exit 0;

YER MR ERY RG] BRIEFAIEEE /oradata X E] /neworadata Ml /logs EiTiZE!
/newlogs. WITHESHRERES EZ—R. FHERENXHFEFIREEIMEEEMEMLRIRBREE A,
2. RIGPEEMEXXGRS /etce/fstab XHF. WTFFR:
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cluster0l:/vol oradata /oradata nfs rw,bg,vers=3,rsize=65536,wsize=65536
00

cluster0l:/vol logs /logs nfs rw,bg,vers=3,rsize=65536,wsize=65536 0 0
cluster0l:/vol neworadata /neworadata nfs
rw,bg,vers=3,rsize=65536,wsize=65536 0 0

cluster0l:/vol newlogs /newlogs nfs rw,bg,vers=3,rsize=65536,wsize=65536
00

3. IBITRY. WHIASEIE SR M ARG EBIR AR

[root@jfsc3 scripts]# ./swap.fs.pl /oradata,/neworadata
/neworadata unmounted

/oradata unmounted

Mounted updated /oradata

[root@jfsc3 scripts]l# ./swap.fs.pl /logs,/newlogs
/newlogs unmounted

/logs unmounted

Mounted updated /logs

4. ZHIREZEH /etc/fstab HRMIAR, FHAFRTHNREIHR. EBEUTEN:

#Removed by swap script cluster0l:/vol oradata /oradata nfs

rw, bg,vers=3,rsize=65536,wsize=65536 0 O

#Removed by swap script cluster0Ol:/vol neworadata /neworadata nfs
rw,bg,vers=3,rsize=65536,wsize=65536 0 0

cluster0l:/vol neworadata /oradata nfs
rw,bg,vers=3,rsize=65536,wsize=65536 0 0

#Removed by swap script cluster0Ol:/vol logs /logs nfs

rw, bg,vers=3,rsize=65536,wsize=65536 0 O

#Removed by swap script cluster0l:/vol newlogs /newlogs nfs
rw,bg,vers=3,rsize=65536,wsize=65536 0 0

cluster0l:/vol newlogs /logs nfs rw,bg,vers=3,rsize=65536,wsize=65536 0
0

Boh R ET %

LRFIRBA T WEERXE. Bl X RAB AR T2 BRI TERS,
#! /usr/bin/perl
use strict;

#use warnings;
my $oraclesid=$ARGVI[O0];
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my @oldfs;
my @newfs;

my S$Sx=1;

while ($x < scalar (GARGV)) {
(Soldfs[$x-1], Snewfs[$x-1]) = split (',',SARGV[S$x]);
S$x+=1;}

my @out="./dbshut.pl 'S$Soraclesid'’;
print @Qout;
if ($? ne 0) {
print "Failed to shut down database\n";
exit 0;}
$x=0;
while ($x < scalar (@Qoldfs)) {
my @out="./mk.fs.readonly.pl 'Soldfs[S$x]' ;
if ($? ne 0) {
print "Failed to make filesystem $oldfs[$x] readonly\n";

exit 0;}
Sx+=1;}
$x=0;
while ($x < scalar (@oldfs)) {
my @out="rsync -rlpogt --stats --progress --exclude='.snapshot'

'Soldfs[$x]/"' '/Snewfs[$x]/'";
print Qout;
if ($? ne 0) {
print "Failed to copy filesystem $oldfs[$x] to Snewfs[S$x]\n";
exit 0;}
else {
print "Succesfully replicated filesystem $oldfs([S$x] to
$newfs [Sx]\n";}
Sx+=1;1}
$x=0;
while ($x < scalar (@oldfs)) {
print "swap $x $o0ldfs[$x] Snewfs[$x]\n";
my Qout="./swap.fs.pl '$Soldfs[$x],Snewfs[S$x]"'";
print Qout;
if ($? ne 0) {
print "Failed to swap filesystem $oldfs[$x] for Snewfs[S$Sx]\n";
exit 1;}
else {
print "Swapped filesystem S$oldfs[$x] for Snewfs[S$x]\n";}
Sx+=1;1}
my Qout="./dbstart.pl 'Soraclesid'’;
print @Qout;

108



BRXHIE

LA SEREXRBHIRES . FUSTRIRNBIGTEIXESR, HAEEEHETRNIFERER. 1t
Ah. BRI LUECR LRI AS LU ELAth AR IR,

#! /usr/bin/perl
#use strict;
#use warnings;
my Soraclesid=$ARGV[0];
my Soracleuser='oracle';
my @out;
sub dosgl{
my S$command = @ [0];
my @lines;
my Suid=$<;
if (Suid == 0) {
@lines="su - Soracleuser -c "export ORAENV ASK=NO;export
ORACLE SID=Soraclesid;. oraenv -s << EOF1
EOF1
sglplus -S / as sysdba << EOF?2
set heading off
Scommand
EQF2
i}
else {
$command=~s/\\\\\\/\\/g;
@lines="export ORAENV ASK=NO;export ORACLE SID=Soraclesid;. oraenv
-s << EOF1
EOF1
sglplus -S / as sysdba << EOF?2
set heading off
Scommand
EQF2
it
return @lines}
print "\n";
Qout=dosgl ('select name from v\\\\\Sdatafile;"');
print "Soraclesid datafiles:\n";
for $line (Qout) {
chomp ($1ine) ;
if (length($line)>0) {print "S$line\n";}}
print "\n";
@out=dosqgl ('select member from v\\\\\Slogfile;"');
print "Soraclesid redo logs:\n";
for $line (@out) {
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chomp ($1ine) ;

if (length($line)>0) {print "S$line\n";}}
print "\n";
@out=dosqgl ('select name from v\\\\\Stempfile;');
print "Soraclesid temp datafiles:\n";
for $line (Q@out) {

chomp ($1ine) ;

if (length($1line)>0) {print "$line\n";}}
print "\n";
@out=dosqgl ('show parameter spfile;"');
print "Soraclesid spfile\n";
for $line (Q@out) {

chomp ($1ine) ;

if (length($1line)>0) {print "$line\n";}}
print "\n";
@out=dosqgl ('select name| |\' \'||value from v\\\\\Sparameter where
isdefault=\"'FALSE\';"');
print "Soraclesid key parameters\n";
for $Sline (Qout) {

chomp ($1ine) ;

if ($line =~ /control files/) {print "$line\n";}

if ($line =~ /db create/) {print "$line\n";}
if (Sline =~ /db file name convert/) {print "S$line\n";}
if ($line =~ /log archive dest/) {print "S$line\n";}}

if
if

print "\n";

(
(
(

if ($line =~ /log file name convert/) {print "$line\n";}
($line =~ /pdb file name convert/) {print "$line\n";}
(

$line =~ /spfile/) {print "S$line\n";}

ASMT#% 518

#! /usr/bin/perl
fuse strict;
#use warnings;
my Soraclesid=$ARGV[0];
my Soracleuser='oracle';
my Qout;
sub dosgl{
my Scommand = @ [0];
my @lines;
my Suid=$<;
if ($uid == 0) {
@lines="su - Soracleuser -c "export ORAENV ASK=NO;export
ORACLE SID=Soraclesid;. oraenv -s << EOF1
EOF1
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sglplus -S / as sysdba << EOF?2
set heading off
Scommand
EOF2
i)
else {

$command=~s/\\\\\\/\\/g;

@lines="export ORAENV ASK=NO;export ORACLE SID=Soraclesid;. oraenv

-s << EOF1
EOF1
sglplus -S / as sysdba << EOF?2
set heading off
Scommand
EQF2
e,
return @lines}
print "\n";
@out=dosqgl ('select name from v\\\\\S$datafile;');
print @out;
print "shutdown immediate;\n";
print "startup mount;\n";
print "\n";
for $line (Qout) {
if (length($line) > 1) {
chomp ($1ine) ;

($Sfirst, S$second, $third,Sfourth)=split ('

Sfourth =~ s/"TS-//;

Snewname=1c ("$fourth.dbf") ;

Spath2file=S$line;

Spath2file=~ /(*.*.\/)/;

print "host mv $line $1S$newname\n";}}
print "\n";
for $line (Qout) {

if (length($line) > 1) {
chomp ($1ine) ;

($first, $second, Sthird,Sfourth)=split ('

$fourth =~ s/~TS-//;
Snewname=1c ("$Sfourth.dbf") ;
Spath2file=$1ine;
$path2file=~ /(~.*.\/)/;
print "alter database rename file 'S$line'
'$S1Snewname';\n"; }}
print "alter database open;\n";
print "\n";

',$1line) ;

',$%1ine) ;

to
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set serveroutput on;

set wrap off;

declare
cursor df is select file#, name from vS$Sdatafile;
cursor tf is select file#, name from v$Stempfile;
cursor 1f is select member from vS$Slogfile;

firstline boolean := true;
begin
dbms output.put line (CHR(13)):;
dbms output.put line('Parameters for log file conversion:');
dbms_ output.put line (CHR(13));
dbms output.put('*.log file name convert = '");
for 1lfrec in 1f loop
if (firstline = true) then
dbms output.put('''"' || lfrec.member || ''', ');
dboms output.put('''/NEW PATH/' ||
regexp_replace(lfrec.member,'A.*./',") [ """");
else
dbms output.put(',''"' || lfrec.member || ''', ");
dbms_output.put ('''/NEW PATH/' ||
regexp_replace(lfrec.member,'A.*./',") [l '"""");
end if;
firstline:=false;
end loop;
dbms output.put line (CHR(13));
dbms output.put line (CHR(13)):;
dbms_output.put line('rman duplication script:');
dbms_ output.put line (CHR(13));
dbms output.put line('run');
(

dbms_ output.put line('{");
for dfrec in df loop
dbms output.put line('set newname for datafile ' ||
dfrec.file# || " to '"''" || dfrec.name ||"'"';");
end loop;
for tfrec in tf loop
dbms output.put line('set newname for tempfile ' ||
tfrec.file# || ' to '"''" || tfrec.name ||"'"';");
end loop;
dbms output.put line('duplicate target database for standby backup
location INSERT_PATH_HERE;');
dbms output.put line('}');
end;

/
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#! /usr/bin/perl

use strict;

my Soraclesid=$ARGV[0];

my Soracleuser='oracle';

84 Migration of Oracle Databases to NetApp Storage Systems © 2021 NetApp,
Inc. All rights reserved

my Suid = $<;

my @out;

if (Suid == 0) {

@out="su - Soracleuser -c '. oraenv << EOF1
Soraclesid

EOF1

sglplus / as sysdba << EOF2
recover database until cancel;
auto

EOF2

A,

else {

@out=". oraenv << EOF1
Soraclesid

EOF1

sglplus / as sysdba << EOF2
recover database until cancel;
auto

EQF2

}

print @Qout;

SRERBEE LHNBEE
A SHENHAER. RREENERHRBERITH.

z
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#! /usr/bin/perl

use strict;

my Soraclesid=$ARGVI[O0];
my Soracleuser='oracle';
my Suid = $<;

my @Qout;

if ($uid == 0) {

@out="su - Soracleuser -c '. oraenv << EOF1l
Soraclesid

EOF1

sglplus / as sysdba << EOF2

recover standby database until cancel;
auto

EOF2

i}

else {

@out=". oraenv << EOF1

Soraclesid

EOF1

sglplus / as sysdba << EOF2

recover standby database until cancel;
auto

EOF2

}

print @out;
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