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FeetiEEZRIMetroClustern] LLE 1R R b s _ERYTFMEIR & XHE. —"MetroClusteriz 2 7 7] LB MIK
2R HIEEO NS S SRR MIT HITHI2R A TR, XA, — MEHIZSFLRI LIRS B — MEH 2589 BE H
1T,

FBEEZ R, MetroCluster IPZRA =@ ol 2312 HI2RE IR S EREPAEI/0; TAERINIFIZIEI = EBEFHER

&Fo XRIRBITHIZFINHEFEAHITIIRBIEES ], Eitb. FEIFONTAPREEZZENTiebIkEE Mg &Kk =
ERHABHRITEIR,

{EFClusterLionfVEINE = ih 5=
ClusterLion@—M &= kMetroClusterifiFi® & . AIRHENE=Ihm, B XMAEE. AIUENLESREEERLZ S

HEREMetroCluster. FiZH5T e BELAILIRINGE, k5. ClusterLioni® B] LI ITERIMI N E R ST H R ITH]
R fSIR{E, STEEXHSR MProLionik1,
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| ClusterLion

Ethernet / SAN

2x Ethernet

e 2x RS232

2% Ethernet

e =y’
=" —

MC Fabric

Remote Quorum

* ClusterLioni% & Al HEGERE I AR BITa L iz e fl S rE TR .
* XML E BT TRICLAEER B ER,

* ONTAPIZHIZEHY I N B4k R R, WRIMLRAERIE. BERNEUPSRF M ClusterLion=7EE
R Z BB R IRER, IR rIRERAZ B IRRE .

* ClusterLion&1£30#SyncMirrorifB BB ja] N ITHIIR. SRE IR HITIIR,
* FRIENVRAMFISyncMirror plexesBIRESFREFEL . B MClusterLion R =TT,

* HFClusterLion{X#EMetroClusterse £ R B HITHIHE. EILFRFZENVFAIL, IHHALE 781k 55T ERIFFE(
404 FEOracle RAC)RIFE AN, BNMETEIHRISMDIRER BB 2401tk

* HIFEIEN LT IEEMetroClusterflMetroCluster IP

SyncMirror

fEFAMetroCluster & £ti#17Oracle 2 ERIF RV E AL E SyncMirror. XE—M 4 sEz = IER
I EBRT RGN,

FFASyncMirrorSL I BRI

KEEN—NEERZ. BPERISKRE. ERIMEGREMEZA. SN REEENREEITE/NES. Fli. o
RBIEFETESABE. SEVMware FRFEEE. MWENRELRERK, FAMINEI. ERENRER
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R PNER ERVEBRIENTRZE. FREASAFHIAE N REXE. TREREMBLURIE. MASERLE

o

ERRP EFRARIKITNERRT EFIFALRNE T, KREBIERTFIRE 7 FESMITRIAM RSN
B TR RERERIER. HIFFFERST SRR =EHMERMBRENINE. MREFTENFRSREBLIUET
2R BEMR(RPO). BIZHUEERR. NBHEEFIBEHRERT. 2. MRATHREERNAMETEZHTE
Bl MEF=EFATHAER?

SyncMirroriEa] At

MetroCluster2 & FNetApp SyncMirrorfX R, ZKRAEESXMIIRERTRAMNIRER TR 25, It
Eerl R FERT EH. EFRUIERSSIRMENZTFIER, flg. MRS5ITIZ2hE[BVEREAF. &
BRFLEFERABRSEREH RS TIET.

WEETEFBRLZIARERTRA TIET. XMEENEHEAEF BT IDominotRR, HEEFHERS
RZ LR SR MARAITFAMAMITZSIERIALG T RES RS WNREFIFRES. EHRRAP ARSI
Bt HEAEEREEFEENRURGHETEEREE.

SyncMirror MY E] ATE TS & IS [Elimiz it R B TR M E D . A IEMEERFREZFRE D FIRPO = 0
?_("50 izt R _ERFRIBBUERI A BRI IR EHRE S HiER BRI ARS. MMRRAMAIZIZSIER A G4 7F

MNEREEDominotED. NINetAppigfitSnapMirror[E# (SM-S), Itboh. EFENBREFRKIEI. Fa00racle
DataGuard3{SQL Server Always OnA] 142, sJLUERIRIERARMEFER. EXEMERIED. EFE8
EHINetApp S 1EINHE P HIBA.

MetroClusterfINVFAIL

NVFAILZONTAPHR—TUEAHIETE LI, STERAREMRSHUIRENEIETE
MERIFS

() #F$#ENBEAONTAP NVFAIL. LUEEMetroCluster F I,

fEAMetroClusterft, 5 NREEE DS —MzHEE EERFIAHNVRAMAINVRAMEZA 215 EI#IA. t7E7ER
HRIEH R TR AR 2 S EUEHRI/OER MR AMNVRAMA E RS 5 Hith T m EER T HFE. WEEH
RGN,

INRAHINVRAMIR S $H1R. MET K, XK= SFEIEEAHAMN SRS B iTHl2s. &
FAMetroClusterfi, {THBURTFFMERNRAEKE. Er e BfEREZEIRIZESE., TEABRT. SRR
SEKR. BARERERIZHIZE EREIAS N R

IhREEESE R EIENVRAMEFZIZET /. XMERENER. EANREFBERZIZET R, Eit. 4
RIFFIBEEREEHIR. ATESSBIIEERER, EEENRE. EXERATERRBEEZIHEMTRESRRE
EEX.

EHEZENVRAMESEY . WRENVRAMERD. MNA R SMFTH REBIERE. MASEREIE,
7EIMetroClusterfc B, NERNVRAMS KRR &plexesfb FEFIRES. M UR MBS ITIIR. MASE
KEHRE,

PRIFSRBIRITERAL TS LNIR. BNONTAPR AV EIE R D B I TEFERAS IR, LIXh75 058 Bk
FURRTHIER R BERGIERISEFH. HEMIEERZAILUERR,
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NSRBI TSR, WEIRELEB SRR, EABIEFEERE LRSS ARSI SIE
R1F. MRKERBIKFERBHINIE. SLRHIANERRRBENEFT. FHEETINABTSMEREEDEE.
HIEEEFHRST B R R E FEIRENRES.

AT RPN BRRFZRXMERBE . ONTAPAFNEHITECE. LUEH IINVRAMEER R RIF. A
HRIPHEIE. SRHANBANVFAILEPRT, IREESHIOHEIR. KERENAREFZXHAUEETERR
IBEIE. TNERBE. HAFEERE LIDETEMERINNEAN. WTFHIEE. ARERINESHIEHRN S
WEAEHF.

BENGESES. BERATEFAFAEN. AGBFNSLUNTEEREN. BAXLSEARESR—%TT
E. BXMAEZRHERMIEREMNRETEHE. HIEFMEHIRRZEEXMERIP. XMEn UZE G
ENVFAILITANERER,

FrhsREINVFAIL

ERESHHES MR LN AEFER(E1EVMware. Oracle RACE)#HITIIR. RBRENHERIETE
-force-nvfail-all fEB<L1TH, ILETRIFARSHERER. UMRAIEEFHIEIERME. WRINIE
TEEARVUTRERERNIL S ERFESIR. WS EI/OEIRPRIBRI X 41K (ESTALE)FEIR. Oraclefi#E
FERAS. X RABATEMA. BATHRE QiR

IR5ERfE. in-nvfailed-state 7. FELUNFZETEANRS. TRltEsIGE. FJUERSEIEE
Feo XEAESAUBRHIT. LUBLPRTO,

dr-force —nvfail

EN—MeR 2. BIRE dr-force-nvfail EIEFRIEHAEIFIREMIZIZIE RILRIBIFAIE £ LRVRE. &R
ENERERBZAERINED. WIRENERE. FMELREEEHNERAAA in-nvfailed-state ik
HAlE), tMFEA/E. in-nvfailed-state fRid. HELUNGREFEHNUIRE, STRXLEIGE. AJUERS
N ARRF. XEESEIUETIHMIT. LURRTO,

HERFINTER -force-nvfail-all BT FEIIRAVTS. BR. RRMAVESHER LR TABL AR, Lk
N AREFHABKIEEFRERGITRNE.

(D HFFEROFE. BHNERER dr-force-nveail ERARFSL:

* FRIREKRE. BHEITIHREIL LR EARFEIL 30,

* EPATHEIPES AR B TESyncMirror plexesSINVRAME HIARRS MEAEMER . RREEI%,
FE—PEXREEI Tieberd KRR ZRNHEENTEIER R EREF30W AT WERHRERK
BRI IRNEuE R R R0 NRITIIR, XHSEEKE. MRBENERBIAERIZTEIMAET.
MR B EMERFIHRITIIR,

MR EFIMetroClusterfeBEAREF . ME LU ZEFE BahtRINEERIBDHEE _IMEBER, FIFHEERE.
fEATiebre#l& fRRA R MIENVRAME FIFISyncMirror plexesfIiz Tk . NRERBKRTLFL. NTiebik
WA fidh & T3,

NetApp MCTBB4T A MITRIZ RS, Fitb. 1SR MetroClusterEfERIRREMAR LY . NI EFEEE

o ClusterLionEBENVRAMIGITFIM IGITIHEE. AT HELE AR & IiE. BRIEFIAMetroClusterR4 E 5
2REF,
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Oracle2 525

EIFTIAR. MetroClusterRAEMTFEHA—E LMK FE IR ER T A RIEREL K,
ZE FMetroCluster& 4t L HaIiEITHAZEEIEEE R 1326, FHiEMEOracle on
ONTAPZ A BIE I

ERMECEFIRIFRGHTTHIERS

SyncMirrorfE R3S ih RIREEIEN R L BIAR. BEEHIERTHA. EEEAIRERARNMAXNARER. EX8
L el LA B E 4R B MME PR 58T 8], @ E = Veritas Cluster Server (VCS)E BN mIES ik
SZEIREER. EIFZIERT. AILUERE R ASRIR T FER 2,

MBETAER. WSIEERNG(SMZA)E B N ES RIS ESEREERN. —fhAi2. QIENWREIERE
AINFSESANZ RIS E BN E RS 2. WRIF A KRERIE. NERNGE AL EBAIERIT—RYIE
AL FRARBYIRE:

1. 3@%IHITMetroClustert]Jift

2. ZRIFC LUN (1XFESAN)

3. HHXHRSEM/SIEEASMEEERLH

4. [FIEBThEUREE

A ENEEEREERR S FEfTRERS. COUMTECE Oracle Z#HIXX . Xt EKE N NEE LS

FRILR EMITOraclef&#FES, SE. WAL Oracle Z#BIXHRGEIRIZILR. HIERRARE R 3
THER

LIRAUEIRIEP BIEEE R, LUNRIIEGRSREXNESNFCIHARIT/IL NG, XGHERFEHERATE—
M mount 3. FIEEMASMIYLEICLER— 1< REoHFELE. MNRETRZ BIREME ih R K EH
EMXHERSE. WEEIGE dr-force- nvfail . L,

EREMCIRERGOAI TR

BIREIMBHREES A LY B EOEIRERAER S, Bt t, XTRfEEEALERBEILUNFRZR. BAZ
HERT. XMHIEEE2ET EIMMURERSRTHN, BRIESBRINTUTSE:

1. 8% {TMetroClustertJik

2. HEHIEEHIEERS S EIVNSIREMEE

3. BEhEIM

4. FRIBEohEUEESEEIWIEE N BEIRiEIEE. Fla0. ESXER T EHZ MNbha, AERMER. 7L
EUIRERREME LR ENEBMIE FEIUIRS. REEAERENTE BIMLEUEERS 2309 8UETEE
FEXREFERAF. MAEEHRITIRE dr-force- nvfail EXBE L,

Oracle Extended RAC

W EFBEEEL S BOracle RACEERMILERTO. MMM T EERN-EIACE,
BAIGITTETMEZR. AANESKTEIEOracle RACEPEREIR, b, BB LM L
mifiREdE. XERKE RG] ges SRER T TSRSl

REMN bR EEEFAERIERIA. EREURAERSHIZHISA SRR, Eit. X T RERACEE. T



2T A TIURIT U R B 3 RE R RATIO. ARFIEMIOEER., EXMIERBEREMM, RACEEMEENLIMN
BUE R, XBEETICNAHEE—NSE,. RIERINE, NREMAIERELERRELIEE. WX
FR-WEIAEITER. e, FERIOEEMBREERIRAERAIITFISAMIIRACTI R, AR, TRET
REPITRENIOBRME. HEARBIERERRSE.

MRFENELN ERAC. NIRE EEASnapMirrorE&h[EIZ & MetroCluster, SM-ASE &Il A iF B EERLUE
HHFERIA. Flt. ATUMBE— I BRACER:. Eix&EEYP. FTEZEURIEEELRMEHTT, FHE/OFR IS
e, MTIRATEEMIR IR, FRE S NENARmiL R EEE. EFERERRTHEGERAARE. IR
EHEFAEEEH,

@ WR1EOracle RACHEHBRILUN (BEEIM Y BohiER). NAIsEEEE UL "misscount &
. BXRACEBISHNIFHER, 1BBIH"KFEONTAPH Oracle RAC",

ik R ECE

?Xﬁﬁ,.ﬁﬁf RRACECE AT LUR M X 5- TRV EURERSS . XEMRS AT S (HIFFRE ) REBT. TERAGE R
To

RACKREX 4

7EMetroCluster E ZBEY ERACH. BEZEFINIZEHPHEIE, Oracle RACEHRMHEIRMHELNG: HE
RMESHMBINES, BEONESAERRAXGRIEEEAN, MTFRILERACEE. REREEE
AFIRHHATIRE. BEPMRABBRMEE T

R HRAR Oracled. KREXHREEYIEFMIRE L. BESFRESNOracle . KREXHFHETEASMELE
He,

@ NFS3z#FOracle RAC, TEMRZEIIED. SEIE—HASMHIZE. UBEMEXHERBINFSAE
BRAASMEEEH, WESTEWNERAFIFEBEN. RETHELTEFEH#ITASMEIE,

Wb REEERNE—TERE. BRESMIERIBERILURR—F U ERRRX . HRERIERSIEFZ T,
ERAX M FEEASMBEAT Z A, WESERER. BNSEERFTE T RASMITRIIEARRNT,

ASMIZEAHE =N URIEM external, normal, M high, HMEZ. KRFEKR. REM=MREK. BHRIHE
Bl Flex WATA. BRMMER, TRIRENTREINNREUEITS T EREBR TRENE R F9:
* BRRARXHMEE L diskgroup £ external TURRIRAIFARTE IS RIBIEZMT ISR H — D5 =

* BRARAXHMEEL diskgroup A normal BN IR RE—MNASMEE R TR AR IE = IENERZ T
REMM R EZET R BARDNEREAZE S8,

* BRAXHMER L diskgroup €A high MR— PR EARMHEE. MB — MR LB EE. N
BILAER NG RYE BT R RGN HRITER-Eohid(F. BR. NRPHEBIMLSEMERE. Wik
RBEHZ o

RACRIZINIES

Oracle RACRA NS ST MIT R EERN T RElARER. BERETEHP. — I NRUHEEBS—F L
EREMTRER, ENEREEHR, LERZIFIRACT IR LI TED:

* MRESITER EREARBENT R WSENKERRANE— bR EHRITZEL.
* BN T RBEE—NER L. TNH I THRBREES — MR L. AIURREREEZTA2SHI4R
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oracle-app-config-rac.html
oracle-app-config-rac.html
oracle-app-config-rac.html
oracle-app-config-rac.html
oracle-app-config-rac.html
oracle-app-config-rac.html
oracle-app-config-rac.html

PRIRBIME R T R REE M. MR RBERLD,

?’fOracIe1ZCRZZI?JTJEI’JH&ZIKEF| TEEH R BZR RN —ES A EZF H, MRS NERNT REHESF. W&
HRFRET RIZH. ENREEEERHE —TRACTI Ko

Oracle 12cR25| N7 15 = IN#XTHEE, 1_ HItkIhEE. BIE G0 UEF#IEE|Oracle iR RIS A, Fla0. UTF
PR ARACHIFET RIRE H L

[root@host-a ~]# /grid/bin/crsctl set server css critical yes
CRS-4416: Server attribute 'CSS CRITICAL' successfully changed. Restart
Oracle High Availability Services for new value to take effect.

B thOraclem R AI4ARSS G ECEMI TFAIR:

[root@host-a lib]# /grid/bin/crsctl status server -f | egrep
'ANAME|CSS_CRITICAL='

NAME=host-a

CSS CRITICAL=yes

NAME=host-b

CSS _CRITICAL=no

Node host-a MIEIEENKEMRSS 2. MRMIPRACT RIKILFEE. host-a FRFM. M host-b WFEH,

@ BX5% ?éE’JﬁQEHT.:.U\ iEZ& M OracleE -+ {Oracle Clusterware 12c Release 2 Technical
Overview) o

RT.I-:_F1 20R22ﬁﬁ5’\]0l’30|e RACH&ZK\ E_I- &t El’ityﬂ_FFﬁ/T’fﬁ CRS E IL;\;E-L/ \HIJI-H/I‘E\\ .

[root@host-a ~]# /grid/bin/crsctl status server -f | egrep
'ANAME|CSS_CRITICAL=
NAME=host-a
CSS CRITICAL=yes
NAME=host-b
CSS_CRITICAL=no
[rootQ@host-a ~]# grep -i 'master node' /grid/diag/crs/host-
a/crs/trace/crsd.trc

2017-05-04 04:46:12.261525 : CRSSE:2130671360: {1:16377:2} Master Change
Event; New Master Node ID:1 This Node's ID:1

2017-05-04 05:01:24.979716 : CRSSE:2031576832: {1:13237:2} Master Change
Event; New Master Node ID:2 This Node's ID:1

2017-05-04 05:11:22.995707 CRSSE:2031576832: {1:13237:221} Master
Change Event; New Master Node ID:1 This Node's ID:1

2017-05-04 05:28:25.797860 : CRSSE:3336529664: {1:8557:2} Master Change

Event; New Master Node ID:2 This Node's ID:1
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WHEERET SN 2 1T = host-a IDA 1o X—FLEMKE host-a FeEha. JUFERGSHIAET
HAFRIE olsnodes -no

[root@host-a ~]# /grid/bin/olsnodes -n
host-a 1
host-b 2

IDABITIR 2 A host-b, BIETR. EENMR LEAHERTRABNEER. MR EM host-b BIETERA
EfERRREZE XM EEEZ A ER BT R

HMIRETRHASKEAESERSGT I, EXMERT. AJUEAOraclefR 8K (OCR)E 10 HIAT BB

[root@host-a ~]# /grid/bin/ocrconfig -showbackup

host-b 2017/05/05 05:39:53 /grid/cdata/host-cluster/backup00.ocr

0

host-b 2017/05/05 01:39:53 /grid/cdata/host-cluster/backupll.ocr

0

host-b 2017/05/04 21:39:52 /grid/cdata/host-cluster/backup02.ocr

0

host-a 2017/05/04 02:05:36 /grid/cdata/host-cluster/day.ocr 0
host-a 2017/04/22 02:05:17 /grid/cdata/host-cluster/week.ocr 0

WREIEBRET SN host-bo LI EXERRFETRERETZ host-atohost-b 584H2: 05%J21: 39
ZiENENBYE, REEKRETCRSHEG. AT eMERAXMIMRETANSGE. RAETHRAIEEEL
ROCREBEMEAEEN, MERLAETIHER. WOCRAEFNZEERILER,

AREEEPEER—MREHEEARNBNMRRMRS . AEES TR DEFERSRENRACT R, HEH
N ERSIEEFENER L. HERZ, ERNTASSRACRRIER ERER L, TR BAG M.
WERRREIEEX . BAMERNIREIET. MEERRE. TRESEHIR] LUEREAL.

RERERN. FERITUE. UESEITIES LR RSB E X G MRREE AN NRKMHERIFAUSORE
i, MASREANVFAIL. AAEEHEMNATFRIZIRE. HEF@EZRIEEEN. HREREEBR. NEZ
BISEAY disktimeout HAPREIER,

RTFRERN LS. AT EFEREREENBIMNERETRG . XEKREREITHRG TR

ZURECE

A= ESET ERACEEFER 5. IEEMetroClusterRA—FMFM NS WL IFHIBETERE. ME=
ik = M 78 2 FUEEEAIMetroCluster R4tV B 88, Oracle TiebREAKERECE FIREIEE B R, RFEFASMELE

PAN—PGEREER = NER LRIRI#ITRR. WAREEEEE = NMAR EBITHRAE. UHRRACERFH

BT R e BT Eo

BXEY ERACEEPFFEANFSHEERE L. 1EZROracleXHHY"Quorum Failure group”(f#
() sumd), 22, TEREEENFSHEATMNSETEN, LHR5EEHEERNES IR
M FFEIE R S E OraclelR %5283 Oracle RACHTE,

17



SnapMirror;&Eh[ES

BER

iBid SnapMirrorEshEF. ] IMEEE R A4 Oracle#iEEIFR. EALUNBI MR
RREIBITEEEEEE A

fEASnapMirrorEERIZBY. FIFTEEHIEN"E"M"—R"BIE, SMEBEAUMEREHER AR AH3EXIO.
HESIMEEHOEEENEEEFE N, ERENIOTH.

BRELMEIM, HEIEIUE 281 &R Oracle RACEAY BEEIETT. HEM N IR LEITIRIEXLA, E. &
A LIM3ERPO = 0 oh-#ohEiEEESERE. Eih = irHAE]l. o] LUfEiG S e#oh e SEFIEiRE. H A LUE
idPacemkerg{VMware HAZ ™ B T2, FRE X LRIV EES @ SnapMirrorEsh[E1 P EIEMR S
=k

B

EIERRIET. SnapMirrorEZFRIFIBEIRERPO = OMREISEIAR. BE—MiIN. MRTESHIEIRE.
MONTAPRK A BREEHHIEHMET— iR ERMIO. M5B — 1M ib= ERILUNRE B

FiERE Y

5B MWEFERERERAFEARRE. SnapMirrorE&NEL AIRHIEMFIRFE R EME. S0 uh=ESFRLERE,
@I EIhEE. &R LUEEE BT FSnapMirrorEshE P BIEEHRN AN, NRBESZIFTENE~TEAH. T8
FHRASGAUS TR 2ER; B2, RRTESH/OFL. N5iziRita FR/IWARSMELL. AEaER
FEo

ONTAPEf#2%

ONTAPEf#28E MNetAppZHiF FHII N RIEF. BEBEE/NREEPN L. SSnapMirrorEsiBFES

FAES. ONTAPEfZEE N2 TiebiKiE 288, ©225SnapMirrorEsiES EHINHE N EENZ AEE@E, ONTAP
RIEET EIEIEZM RS M S (B R B0 R SR H#E 5h B sh b 121

ONTAP JifiZ2s

BRLMEHRTHIERTS. TEERAARS. DEERT. CAREERTNES Mk
A, BNRSS5EHINERY —THRE. ENHTBEASRE:

BERSEE EHARZITRERNA, RECKFLEAETXHENER. PNSEPTHRESSHTRIRS, HiE
bR R EWER B BEpE iR, EEMABRT, FNEASEEEE.
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A/A replication

LUN1 LUN1

A/A replication

LUN2 LUN2

A/A replication

LUN3 LUN3

Site A Site B

B RS R E — AP AR, IR N ERIRIEBT A ERE. mahIbxe@. MiZzkEFA? ER
Bit RPN AR ARG B e N SIENTHERI A, BENERUIAIX D KRERENIER ST ESHER L
RBEZERX??

XEEFEHNBEMG, NIRBEEE=TER L. FESNIRBSZEREIL T 2RNNEERE. NE
PN REE —FFIMIBRERIES — NERBEITIRE. BREELE. HEEUTE.

* MR BPBBREBERTEM—THE N ERIGE. SKREFABR?
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° WANEREH RLET S KBRS PR e A BYRE —HERR R LB (5.
° FIBMZIRMRPO = 0fRIF
* MRIERARERE. SREMFABR?
° hRBREERMEEREXA,
°© IhRBIFHRELBUERS. BIXERPO = 057K
* MRURBRERE. SREMFABR?
© IR AREEIRMBEEEX A,
© IhRAREELRUERS. BRERPO = 05R%

BEEERF MG ZRBIESH R, NRER[ZEHEFERER. EATERITRPO = 055%. B4
Rz R E A AlE?

XHBERERRSIES, ESM-ASKAR. EF—PRER—NER ZRibm. XMIEBRELERM.

FHEFBHIERREHEXNEY. BE2MREG PRI, MO AEFEES EMERIE, ERE. BEUMLRIGHSIR
EMAEITHREG. M-RERFEFIONE. HEIEF@EMmENL,

SnapMirrorE&I[ES B %L S
SnapMirrorEspEFIT AN, BE—EEFIIN-ERILRECE,

SnapMirrorE BB HF—NERAAR . MEF—NERAA" BN XRKRERRAEFIXA. EXTER
FIO1TH. EFRIRWNEAY. MHFRH. FREMIHRYION B EIAE R

% ‘source’ BRI ATFIERIERIE R, NREFIHERER. WREIZA_ EFMLUNRZRBSASIRMHIE. MBIRaI4LE
MLUNBRZERZERAT A, BREMEISFIHFESnapMirorEFENBS RS L, AT XLEREFEMSR
HEE,

A]i85d SystemManager&=& 5/ BIrElE

Relationships

Local destinations Local sources

LA Search = Download B Showhide. = Filter
Source Destimation Policy type
Vo jfs_asTyeq/fjfsdl S asdeqfifsAl Synehronous

SAESLITREL:
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Cluster2::> snapmirror show -destination-path jfs as2:/cg/jfsAA

Source Path: jfs asl:/cg/jfsAA
Destination Path: jfs as2:/cg/jfsAA
Relationship Type: XDP
Relationship Group Type: consistencygroup
SnapMirror Schedule: -
SnapMirror Policy Type: automated-failover-duplex
SnapMirror Policy: AutomatedFailOverDuplex
Tries Limit: -
Throttle (KB/sec): -
Mirror State: Snapmirrored
Relationship Status: InSync

KBETRZNLITFE—Storage Virtual Machine ERISVM, 31 LR, RNF"R"M" B HARTEHIBEIE
o MNEREAILMEE NHRBHEEHZIERIER, KL, MMEHBESRMNBET. B— IS EENRE
BIMRIAZITHITEEHERERNM N ENRE FER AN,

PIEHEH
gi—inin)
i —ih R LS Rk E A RENS 18] PR 1 Uk == (SR [E) — b = R YRR ) L RIER 1o

SM-ASH—TREEINEER. AIUMNEFHEAGHITIRE. EEMEENAENME, FLUNBRSZIZLE EA.
TR e RENRSROLEFER TR,

PEigE

BLRIEE N EHNEE. RTIFEENWWNEISCSIBaZFIDE T4 EN., XZAEELUNIARINE -1
ANESE,

F—F BB MigropEdE. S MNLUNEBKIMIRETE]—Nigrop. iZigropE & EEIH18)iZLUNAI EAAIwwn/iSCSI
IDo IEIEIA FI=HIH S EVIILUNE S _access_iAA R,

BAFNESBEECETNMEMS XAERE. MEfEH_priority_o
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Oraclef1CSS_critical

MRTTRHAEER. WEIAOracle RACITHRZ. EHTH— M NREHANLEMTREER. AAREMNE
LN RNERBEARGERIEENRME. MR — bR LT RERE L, AAFETZIER. BELAIUERR
BRIFEHIIATH css_criticalo

EIZZEM R R A". RACT S ENRZ Bifs12Mjfs13, BIXBTIZE "css_critical a1 :

[root@jfsl2 ~]# /grid/bin/crsctl get server css critical
CRS-5092: Current value of the server attribute CSS CRITICAL is no.

[root@jfsl3 tracel# /grid/bin/crsctl get server css critical
CRS-5092: Current value of the server attribute CSS CRITICAL is no.
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[root@jfsl2 ~]# /grid/bin/crsctl set server css critical yes
CRS-4416: Server attribute 'CSS CRITICAL' successfully changed. Restart
Oracle High Availability Services for new value to take effect.

[root@jfsl2 ~]1# /grid/bin/crsctl stop crs

CRS-2791: Starting shutdown of Oracle High Availability Services-managed
resources on 'jfsl2'

CRS-2673: Attempting to stop 'ora.crsd' on 'jfsl2'

CRS-2790: Starting shutdown of Cluster Ready Services-managed resources on
server 'jfsl2'

CRS-2673: Attempting to stop 'ora.ntap.ntappdbl.pdb' on 'jfsl2'

CRS-2673: Attempting to stop 'ora.gipcd' on 'jfsl2'

CRS-2677: Stop of 'ora.gipcd' on 'jfsl2' succeeded

CRS-2793: Shutdown of Oracle High Availability Services-managed resources
on 'jfsl2' has completed

CRS-4133: Oracle High Availability Services has been stopped.

[root@jfsl2 ~]# /grid/bin/crsctl start crs
CRS-4123: Oracle High Availability Services has been started.
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CRSIEEESUTRTE M. EeJIERI30FHVERTEE, BFEMTFItRAMNjfs12_ EI1&E T css_critical,Etbi%
Uh U AR ERIET T, Tk R B_E BYjfs 1 34X o

2024-09-12 10:56:44.047 [ONMD (3528) ]JCRS-1611: Network communication with
node jfsl3 (2) has been missing for 75% of the timeout interval. If this
persists, removal of this node from cluster will occur in 6.980 seconds
2024-09-12 10:56:48.048 [ONMD (3528) JCRS-1610: Network communication with
node jfsl3 (2) has been missing for 90% of the timeout interval. If this
persists, removal of this node from cluster will occur in 2.980 seconds
2024-09-12 10:56:51.031 [ONMD (3528) JCRS-1607: Node jfsl3 is being evicted
in cluster incarnation 621599354; details at (:CSSNMO0O007:) in
/gridbase/diag/crs/jfsl2/crs/trace/onmd.trc.

2024-09-12 10:56:52.390 [CRSD(6668)]CRS-7503: The Oracle Grid
Infrastructure process 'crsd' observed communication issues between node
'Jfs12' and node 'jfsl3', interface list of local node 'jfsl2' is
'192.168.30.1:33194; "', interface list of remote node 'jfsl3' is
'192.168.30.2:33621;"'.

2024-09-12 10:56:55.683 [ONMD (3528) JCRS-1601: CSSD Reconfiguration
complete. Active nodes are jfsl2

2024-09-12 10:56:55.722 [CRSD(6668) ]CRS-5504: Node down event reported for
node 'jfsl3'.

2024-09-12 10:56:57.222 [CRSD(6668) JCRS-2773: Server 'jfsl3' has been
removed from pool 'Generic'.

2024-09-12 10:56:57.224 [CRSD(6668)]CRS-2773: Server 'Jjfsl3' has been
removed from pool 'ora.NTAP'.
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2024-09-10 15:21:24.702 [ONMD(2792)]]CRS-1615: No I/O has completed after
50% of the maximum interval. If this persists, voting file
/dev/mapper/grid2 will be considered not functional in 99340 milliseconds.
2024-09-10 15:22:14.706 [ONMD(2792)]]CRS-1614: No I/O has completed after
75% of the maximum interval. If this persists, voting file
/dev/mapper/grid2 will be considered not functional in 49330 milliseconds.
2024-09-10 15:22:44.708 [ONMD(2792)]CRS-1613: No I/O has completed after
90% of the maximum interval. If this persists, voting file
/dev/mapper/grid2 will be considered not functional in 19330 milliseconds.
2024-09-10 15:23:04.710 [ONMD (2792) ]CRS-1604: CSSD voting file is offline:
/dev/mapper/grid2; details at (:CSSNM00058:) in
/gridbase/diag/crs/jfsl3/crs/trace/onmd.trc.

2024-09-10 15:23:04.710 [ONMD (2792) ]CRS-1606: The number of voting files
available, 0, is less than the minimum number of voting files required, 1,
resulting in CSSD termination to ensure data integrity; details at
(:CSSNM00018:) in /gridbase/diag/crs/jfsl3/crs/trace/onmd.trc

2024-09-10 15:23:04.716 [ONMD(2792)]]CRS-1699: The CSS daemon is
terminating due to a fatal error from thread:
clssnmvDiskPingMonitorThread; Details at (:CSSSC00012:) in
/gridbase/diag/crs/jfsl3/crs/trace/onmd.trc

2024-09-10 15:23:04.731 [OCSSD(2794)]CRS-1652: Starting clean up of CRSD

resources.
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[root@jfsl2 ~]1# /grid/bin/crsctl set css misscount 100
CRS-4684: Successful set of parameter misscount to 100 for Cluster

Synchronization Services.

IERFE IR R ERNFERSEEERITHEEN TR AMERF XiF. RZFHERPRLUNERZIE R ERY
TRe MUTFRfAY:

2024-09-12 09:50:59.352 [ONMD (681360) JCRS-1612: Network communication with
node jfsl3 (2) has been missing for 50% of the timeout interval. If this
persists, removal of this node from cluster will occur in 49.570 seconds
2024-09-12 09:51:10.082 [CRSD(682669)]]CRS-7503: The Oracle Grid
Infrastructure process 'crsd' observed communication issues between node
'Jfs12' and node 'jfsl3', interface list of local node 'jfsl2' is
'192.168.30.1:46039; "', interface list of remote node 'jfsl3' is
'192.168.30.2:42037;"

2024-09-12 09:51:24.356 [ONMD (681360) JCRS-1611: Network communication with
node jfsl3 (2) has been missing for 75% of the timeout interval. If this
persists, removal of this node from cluster will occur in 24.560 seconds
2024-09-12 09:51:39.359 [ONMD (681360) JCRS-1610: Network communication with
node jfsl3 (2) has been missing for 90% of the timeout interval. If this
persists, removal of this node from cluster will occur in 9.560 seconds
2024-09-12 09:51:47.527 [OHASD(680884)]CRS-8011: reboot advisory message
from host: jfsl3, component: cssagent, with time stamp: L-2024-09-12-
09:51:47.451

2024-09-12 09:51:47.527 [OHASD(680884)]CRS-8013: reboot advisory message
text: oracssdagent is about to reboot this node due to unknown reason as
it did not receive local heartbeats for 10470 ms amount of time

2024-09-12 09:51:48.925 [ONMD (681360) JCRS-1632: Node jfsl3 is being
removed from the cluster in cluster incarnation 621596607
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2024-09-11 13:44:38.613 [ONMD(3629)]CRS-1615: No I/O has completed after
50% of the maximum interval. If this persists, voting file
/dev/mapper/grid2 will be considered not functional in 99750 milliseconds.
2024-09-11 13:44:51.202 [ORAAGENT (5437) ]CRS-5011: Check of resource "NTAP"
failed: details at " (:CLSNOOOO7:)" in
"/gridbase/diag/crs/jfsl3/crs/trace/crsd oraagent oracle.trc"

2024-09-11 13:44:51.798 [ORAAGENT (75914) ]CRS-8500: Oracle Clusterware
ORAAGENT process is starting with operating system process ID 75914
2024-09-11 13:45:28.626 [ONMD(3629)]CRS-1614: No I/O has completed after
75% of the maximum interval. If this persists, voting file
/dev/mapper/grid2 will be considered not functional in 49730 milliseconds.
2024-09-11 13:45:33.339 [ORAAGENT (76328) JCRS-8500: Oracle Clusterware
ORAAGENT process 1s starting with operating system process ID 76328
2024-09-11 13:45:58.629 [ONMD(3629)]CRS-1613: No I/O has completed after
90% of the maximum interval. If this persists, voting file
/dev/mapper/grid2 will be considered not functional in 19730 milliseconds.
2024-09-11 13:46:18.630 [ONMD (3629) JCRS-1604: CSSD voting file is offline:
/dev/mapper/grid2; details at (:CSSNM00058:) in
/gridbase/diag/crs/jfsl3/crs/trace/onmd.trc.

2024-09-11 13:46:18.631 [ONMD (3629) ]CRS-1606: The number of voting files
available, 0, is less than the minimum number of voting files required, 1,
resulting in CSSD termination to ensure data integrity; details at
(:CSSNM00018:) in /gridbase/diag/crs/jfsl3/crs/trace/onmd.trc

2024-09-11 13:46:18.638 [ONMD(3629)]CRS-1699: The CSS daemon is
terminating due to a fatal error from thread:
clssnmvDiskPingMonitorThread; Details at (:CSSSC00012:) in
/gridbase/diag/crs/jfsl3/crs/trace/onmd.trc

2024-09-11 13:46:18.651 [OCSSD(3631) JCRS-1652: Starting clean up of CRSD
resources.

ERFHEIRSHIRACT = EAISANERIZIRS U T AR

oradata7 (3600a0980383041334a3£f55676c697347) dm-20 NETAPP,LUN C-Mode
size=128G features='3 queue if no path pg init retries 50' hwhandler='l
alua' wp=rw
| -+- policy='service-time 0' prio=0 status=enabled
| "= 34:0:0:18 sdam 66:96 failed faulty running
‘—+- policy='service-time 0' prio=0 status=enabled

- 33:0:0:18 sdaj 66:48 failed faulty running
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2024-09-11 13:46:34.152 [ONMD(3547)]CRS-1612: Network communication with
node jfsl3 (2) has been missing for 50% of the timeout interval. If this
persists, removal of this node from cluster will occur in 14.020 seconds
2024-09-11 13:46:41.154 [ONMD (3547) ]CRS-1611: Network communication with
node jfsl3 (2) has been missing for 75% of the timeout interval. If this
persists, removal of this node from cluster will occur in 7.010 seconds
2024-09-11 13:46:46.155 [ONMD (3547) ]JCRS-1610: Network communication with
node jfsl3 (2) has been missing for 90% of the timeout interval. If this
persists, removal of this node from cluster will occur in 2.010 seconds
2024-09-11 13:46:46.470 [OHASD(1705) ]CRS-8011: reboot advisory message
from host: jfsl3, component: cssmonit, with time stamp: L-2024-09-11-
13:46:46.404

2024-09-11 13:46:46.471 [OHASD(1705) ]JCRS-8013: reboot advisory message
text: At this point node has lost voting file majority access and
oracssdmonitor is rebooting the node due to unknown reason as it did not
receive local hearbeats for 28180 ms amount of time

2024-09-11 13:46:48.173 [ONMD (3547) ]JCRS-1632: Node jfsl3 is being removed
from the cluster in cluster incarnation 621516934
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Relationships

Local destinations Local sources
CL Search 4+ Download & Show/hide ™ = Filter
Source Destination Policy type
¥ jis_asiyog/jfsAs jis_asdog/jfsAA Synchronous
F_-d'..'
Update
Delete
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Cluster2::> snapmirror failover start -destination-path jfs as2:/cg/jfsAA
[Job 9575] Job is queued: SnapMirror failover for destination
"jfs as2:/cg/jfsAA U

Cluster2::> snapmirror failover show

Source Destination Error
Path Path Type Status start-time end-time Reason
jfs _asl:/cg/jfsAA
jfs as2:/cg/jfsAA
planned completed 9/11/2024 9/11/2024
09:29:22 09:29:32

The new destination path can be verified as follows:

Clusterl::> snapmirror show -destination-path jfs asl:/cg/jfsAA

Source Path: jfs as2:/cg/jfsAA
Destination Path: jfs asl:/cg/jfsAA
Relationship Type: XDP

Relationship Group Type: consistencygroup
SnapMirror Policy Type: automated-failover-duplex

SnapMirror Policy: AutomatedFailOverDuplex

Tries Limit: -

Mirror State: Snapmirrored

Relationship Status: InSync
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