PostgreSQL

Enterprise applications

NetApp
January 02, 2026

This PDF was generated from https://docs.netapp.com/zh-cn/ontap-apps-dbs/postgres/postgres-
overview.html on January 02, 2026. Always check docs.netapp.com for the latest.



H=x

PostgreSQL
1BER
HiEERE
2o
Ve LS
"8
R=TIE
FHECE
NFS
SAN
PHEIRIF
ZsHDdtafR3P
TRER
PHRRIFA M

©® 00 N NO B~ DB DA ODN -2 A A



PostgreSQL

iR

PostgreSQLHMIHRIZE A B FEPostgreSQL. PostgreSQL Plus#1EDB Postgrers Advanced
Server (ePAS), PostgreSQLIBEHENZENAREZFHNEIREIEE, ©X 5 IWAPEHE(
90PHP. Java. Python. Tcl/Tk. ODBC. #IJDBC). HH—EUXREEHEIIEEEIE
AANEBIEE, XFiE{TPostgreSQLEURERER L. ONTAPRYAIE M. SMaENEHH
HIREIEINRER — MR EREE,

@ B XONTAPHIPostgre SQLEIBEERI A BN A I & FhEY_TR-4770: (ETFONTAP
BIPostgreSQLEIBE R {ESLER) o

BEEMUESEMRER. EIVHNSIEESERSEMESR, IMERMERBINFA. BE. FM4EPRE, BEF
REATCO. BEREA NS M RIRTFMEME B EIEETIREIFFREERE,

ONTAPZIERHTA. EHANONTAPE AHUEREMIRIT. FENIOCERMIL. SRS BE (Quality of Service
« QoS)MEZFlexCloneIBEF RSN T J ik B BUEE TIEAHBFERMEIE,

TR AR (B IR FIRFME) FH MINEE AT R X BB EIRZ AT, EEr] L& I MetroCluster I KB IRIE LI
BRI MR E . 5E ERASnapMirrorE&h[E S ThEEE R HUIERE,

REZHNZE. ONTAPIRMIESELLAYIERE. REBREEIRSERFEBBRARIA/ N F(HNSHALALL

FRHEEBII 1005 RIOPS., IERUFMI AEAL, BE. MNRERFE10HXIOPS. NA LUMERNETEEEEF
EIRIER AR BT H 2SR B F MR A RAIKR

IR E
2eHt)

PostgreSQLEE T Z P 1RSSR Z2MHIRDBMS, PostgreSQLEFIFRAEIEESEEE. ©
=—HHIEE. MAR—HIRS S



PostgreSQL Basic Architecture

Ligoer UEE‘I" ;.I.mr -
I Vﬁhnrud Momary J
Backend Process  pe—w
GLOG butlars

Qshor Bufters

s A=
[wnm WMWTMIW P

L

PostgreSQLEIBEFTE=1FEETER: PostMAIN. HIlR(E P iR MEiHEE P imEHMFIRSZ S LXIEK. FHi
HIPTHNAEEETNHIEESEE S, BBHRSSEZNEZHITEMINIE, HEEERIERSELHITE—TH
BE. Em#ERTERHBERERAXTENHEFIR).

PostgreSQLSEAIETF Z#HIZRE, MARZAIERE, ESNRENELERS MHE. 8 MHEHEECEH
Ihee., FTEHIZEERZFIRHE. WALENIZEF#HIE. EEENEFHENNEETHE!

* UEPin(18)#HIZEPostgreSQLIL I A IXIRENH B NIEKEY. EASEZERERIRINHE NEIE. ©E%
BERE P EHRZE FXAINE HEIZ R (Write-Ahead Logging. WAL)ZE HX H,

* WALE NiEFHIZ AR ZR FXFWALEFX AR IUE ANWALHE, WALHE @ E ZPostgreSQLAYE
SHEE. HEIRFSN. Bit. AT EESIERENIANATE. PostgreSQLE LS NES B EHMINEF
Uifio

* T FEHIRELT—EBIRES. BASANEFHESTHRNERZEIXPEEEFERT. RAE. E2BHE
R AEEITFETENetApp B HLUN LB EIE S 4,

* KERHHEUSEHET(LLEEHEMEM). HHLEXNEAXFITERER. ERRAWALE NIZFHIZE
AHBES. BRESIEEREAFHRFZINetApplE R FEZENWALASHNFRE. EXsMmaaE N NEFHZ
ABES. IBRBFAERMNE NEEHIEERF,

YIRS

EAT AE RS BBV EIBESEEF initdb TRl — 1 initdb MIZSIG R B T E XL
IR . RAERMIBENREUER (template0Ftemplate1)o

BIRFIBEER T — N ERHIEE. CESRAR. VENE. REBMBIELREMWEN . pgdata BIERNSE
initdb IBEHIBEER(IERMIZ,

PostgreSQLAHIFT B FHEEN REPAZBIOIDERNHEIR, RMERES|WHEZOIDEIE, HIEENRNEZE
HOIDZ [BX A FHEEMENINAAKE RKP. BEBUATIHRER, fli0. HIEEMNHERNOIDEFEMES
pg_database HI'pg_class. &R]LLEITEPostgreSQLE P if_E & H &R IfE X LEOID,



BMUEREEHE B RRMARS XXM XERMRSIXABIAR/NREIN1 GB. BNREEM MR M4 FR
2518 _fsm M vmo ENFFAFTATEMSNMT LM, XEXHRATEEEXTATEZENES. HA
EEXRXHFRNEITTH. R3IREGENTATEMRE. MARE AR,

o pg_xlog/pg_wal BREBEME RS, M5 HTATREHIEEFEIEIEMIEME. SHEEMRPHE T
Bf. PostgreSQLERZERFEREATME BE. ARKERS NEMEIENEEI#EE, . pg_xlog BRER
BEZIMXM. BinitdbXEIZE—NXH. REFERMEMH. ST xlogXHHIKEN16 MB,

RE
B] LB Z M PostgreSQLIARECE RiR = 14 B,
RERANSHINT:

* max_connections = <num>. —RXAEIRIRAHIEEEEN, ERALSHARHBEITIRA FEIEAE
T, RIBENNARFER. XA LU EEISEREB LS.

* shared buffers = <num>: REBHIEERSRIEENREET X WTASHBIMAESF. FIAMEN
low, EEREHAE. EXIRENRS LRTARAMBIAL25%, SHISERBEERESIEESENFNIES
IMF; EreFERXAMBRENAEIME B2, BHIRENSIRIMERIERE.

* effective cache size = <num>:Z{EHIFPostgreSQLAIL I 28PostgreSQLE %/ M NTF R FF&FH
', AEIMERSEARS. ElX. EARSIAREMEA, WSRNIRENDRLENNTFE
shared_buffers NI EAARERARERE. HEBEEIRSZAFHI50%.

* work_mem = <num>ZBEITHITEHFIREMIGAERTERNAEE. IREENAREFTHITAEHF
, WATREFREEMAFE, BE/ D, ERRRISCENSHR. MEESMEENSHR, NRERTNESS
TMEFERE. WERERZ Twork _mEMBITTAE. ST /EIRAIUENHITIERE. MREIK. LETE
FRSBMIEERS SHIT, IETUARIE R H AR 8YPostgreSQLAFR A Sort_mmo

* fsync = <boolean> (on or off) WSHATHERERIEFESZAIEENERsync()FFIAWALIIE
EZ R, XACHERAILURSE A L. MITFAERILUERERIP. B RSERE ZERT,

* checkpoint timeout: MERHBEFERINVMIBEREZUE, T REIEE FWKEIF/ERE. ZE
FABMHTIZE. BEMNENSEERRMERE. ENZEMET R CESARXEL RSERRNA
Ho RIENBAERNTEZE. FRBRMNEBIEETRM. 1&E&checkpoint_timeoutf{E,

* commit delay = <num> M commit siblings = <num>: XLERMESER, AJURNEHZMER
MESS, NMEBRSEEE. MRERRESHEZ Mcommit L BIEERN RO T ENIRE. NARSB[IKHEF

fFcommit delay P =X —XIRR S 1NES,

* max worker processes / max parallel workers: AR ERERENR
T, max_paral_workers¥ N FrJFRICPUEE, RIBNAERIGIT. EHEFEERDHITEAGRAIT
FHTHRME RIFRFMNSHNERR. BENLEEEZE,

* random page cost = <num>: Z{BITH|PostgreSQLEEIFINFHE A, EHE. B
EPostgreSQLE B I REEAIMFAEMARERS 1 1E. XRTENRSSBAFT RELEZTTEETITRIN
k. B, R5|UEE WS EEFEMANFEAILIZE,

* effective io concurrency = <num>: WWEHATFIEEPostgreSQLEIRFIBTHHITRIH LR I/ORIE
H#E, EEIEIGINEMREPostgreSQLRIERAHITREINIORIENEE. R IFFSCE1ZEI1
. 000 =E. BTFEIEAXHEDIOIER, B WGEREMUERTE, ESRN2(SSD)MEMETFH
FHFENVMe)@E R LIRS M HZIEKR. Eitb. #EMEKRNRANMERER.

B XPostgreSQLECESHMITESIR. 15S M PostgreSQLX 1,



5]

TOASTRREBARBEF RN, PostgreSQLEREERTNEA/NGEE 8 KB). FHERAFTABEZ NN
Ho At. TEEEFHATRE, SESHEFEEIA/NRITTE. TOASTRREARE TR YY"
A" FHBEFMETETOASTRS,

QEERERELXIEFP K. A RRNENERENKEGIREER), RAFB/NMEZ. HEAFJUEHE
ZHAXEFRENEST. MAREREEMLINEE(TOAST)HIER To

E\

~

H}

EIEHBPostgreSQLIRIES, WEHMMIFHEFITHARSMERPYIENER; Efla—EEFE, BRIETE
Thik, Hit. BRAEHETESE. THEEMEERNER L, AR 450K SANTE. #HTEERE
. DER#E=E R, B2, EASBTRIIRLIZERT.

NETHNAAZEAZER K. EEZERSAENMUER. MMEMMIERZERTT. HE—TTHFRE—NELS
RYRT A= AR,

MBEEZ T, EE2RRBIE AT ST BN MR REDER R, RFAIRAEZEBNERAR/). BT

RERERKAE, N TFBFINIEETEROIZNIIREIZR. HEHRIFTmAL. BHEZHNETSE R
BETmeXEFR, LB AILUSRFESERES/ AN BRI LRIFHEE T BIIRE ERRS.

==iE]

MR BIEESERRY. RASBRIEBRINRTIE,

o pg_global RFEEATHERFKBR. o pg default KF[EEtemplate1FtemplateOBIEENIIRIARE
Bl MNERATFVEMEERNPXEARTEIBEL AT B, Wl UEEMPX Le|@HERKRTE. BEEIRIUE
MEEERF NI,

FERERENRSITUREERE. SURMRNEE L. MEETISE—F. i FHRDERTEmIELEE
B IRSEIER R AT LITFAETE B A RUR. RERISHIHEE RS L. BISISASTSATAIEE)2S.

RTEIBHIRESERN—25. FEMAMEXHFNEEES. MK TEHRRERPESNHIE. Fitx
R HMEUEE SR R IMED. B NRELAXRTE(BTXHMR. MESEERE). $IEEFEEET
BERTR/AIRH T EEE. BRTEREEIRN XHAKUNRAMER) LB R BN ER TS,

tIgxTiEE. MRERAFEEEBINE. Mol UEREASIEETHIRTIE, PostgreSQLEART S %
KU RTEAITLI, PostgreSQLTEF AN —1T pg tablespace R(—PNEAHTTEMR). HAZTHE—

N KITIRF(OID). &5, RSBEAOIDEERNATERZEIRFSHEE, BF
$PGDATA/pg_tblspc BEEMEHTEXNE M FRNERTEINF S i,

FhEicE

NFS

PostgreSQLEIRE AT AFEEENFSV3TINFSVAX F R4 Lo SRIEFEFEBURFEIRELLINY
ESE

a0, TEFLERIFER. NFSVABIETHRIBEEK . (BS W "I THREZIFAER)


https://docs.netapp.com/zh-cn/ontap-apps-dbs/oracle/oracle-notes-stale-nfs-locks.html
https://docs.netapp.com/zh-cn/ontap-apps-dbs/oracle/oracle-notes-stale-nfs-locks.html
https://docs.netapp.com/zh-cn/ontap-apps-dbs/oracle/oracle-notes-stale-nfs-locks.html
https://docs.netapp.com/zh-cn/ontap-apps-dbs/oracle/oracle-notes-stale-nfs-locks.html
https://docs.netapp.com/zh-cn/ontap-apps-dbs/oracle/oracle-notes-stale-nfs-locks.html

BN, BHEEINRE( BRI RE) N IRITAER, ME—REREEA hard HHED. EWRIBNAZTERATMR
EMIOHIR. BIRITULIRME,

INIRIEENFSVAERTNIN. NetAppZIUfERANFSv4. 1, 7ENFSv4. 1. NFSvATYE —LEThEEIRRINEE. FIiR
=NFSv4.0MHFE IR E BE S0

X AR TR B e R LA T S0E T
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Cluster0l::> set advanced

Warning: These advanced commands are potentially dangerous; use them only
when directed to do so by NetApp personnel.

Do you want to continue? {yln}: vy

Cluster0l::*> nfs server modify -vserver vserverl -tcp-max-xfer-size
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# sysctl -a | grep tcp.*.slot table
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