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HELVM LUN

EETENE P EMEBRTEHLUN, FLtAZRRGIP. mPMEFSANIXEHRFAEFIEL /orabin
/backupse

[root@hostl ~]# df -k

Filesystem 1K-blocks Used Available Use%
Mounted on

/dev/mapper/rhel-root 52403200 8811464 43591736 17% /
devtmpfs 65882776 0 65882776 0% /dev
fas8060-nfs-public:/install 199229440 119368128 79861312 60%
/install

/dev/mapper/sanvg-lvorabin 20961280 12348476 8612804 59%
/orabin

/dev/mapper/sanvg-lvbackups 73364480 62947536 10416944 86%
/backups

AILLMISE B IRPIRIVEANRIR. ZBMRARIVEAR)-(ZEERN), EXMERT. B4HTN
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[root@hostl ~]# pvdisplay -C -o pv_name,pv_size,pv_fmt,vg name
PV PSize VG
/dev/mapper/3600a0980383030445424487556574266 10.00g sanvg
/dev/mapper/3600a0980383030445424487556574267 10.00g sanvg
/dev/mapper/3600a0980383030445424487556574268 10.00g sanvg
/dev/mapper/3600a0980383030445424487556574269 10.00g sanvg
/dev/mapper/3600a098038303044542448755657426a 10.00g sanvg
/dev/mapper/3600a098038303044542448755657426b 10.00g sanvg
/dev/mapper/3600a098038303044542448755657426¢c 10.00g sanvg
/dev/mapper/3600a098038303044542448755657426d 10.00g sanvg
/dev/mapper/3600a098038303044542448755657426e 10.00g sanvg
/dev/mapper/3600a098038303044542448755657426f 10.00g sanvg
/dev/sda?2 278.38g rhel

HiEASM LUN

tEoh. ERIEFZASM LUN, ELUsysasmAF &1 MsqlplusIREXLUNFILUNES 21, iBIE1TA T a<:

SQL> select path||' '|los mb from vSasm disk;
PATH||''||OS_MB

/dev/oracleasm/disks/ASMO 10240
/dev/oracleasm/disks/ASM9 10240
/dev/oracleasm/disks/ASM8 10240
/dev/oracleasm/disks/ASM7 10240
/dev/oracleasm/disks/ASM6 10240
/dev/oracleasm/disks/ASM5 10240
/dev/oracleasm/disks/ASM4 10240
/dev/oracleasm/disks/ASM1 10240
/dev/oracleasm/disks/ASM3 10240
/dev/oracleasm/disks/ASM2 10240
10 rows selected.

SQL>

FCMZE X
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FRIRAS ERIMBLUNBIRISR. EATRGIF. 25MBFESI_ERILUN FOREIGN 1 TEONTAPHER. HEMA
HIZ% FOR-1,

FfE SMERFES
Cluster0l::> storage array show -fields name,prefix
name prefix
FOREIGN 1 FOR-1

ClusterOl::>

HEIMEBLUN

BGEE. AJLSHXLLUN array-name 2 storage disk show @i% . EXBIR(ELTBHHE. RASZ
X5 | R [EIRY#HE,

Cluster(Ol::> storage disk show -array-name FOREIGN 1 -fields disk,serial

disk serial-number
FOR-1.1 80O0DTSHuUVWBX
FOR-1.2 800DTSHUVWBZ
FOR-1.3 800DTS$SHuVWBW
FOR-1.4 800DTSHUVWBY
FOR-1.5 8O0ODTSHuUVWB/
FOR-1.6 800DTS$HuVWBa
FOR-1.7 800DTSHuVWRBA
FOR-1.8 800DTSHUVWBDb
FOR-1.9 800DT$HuUVWBC

FOR-1.10 800DTSHuVWBe
FOR-1.11 800DTSHuUVWBE
FOR-1.12 800DTSHuUVWBg
FOR-1.13 800DTSHuUVWBi
FOR-1.14 800DTSHuVWBh
FOR-1.15 800DTS$SHUVWB]
FOR-1.16 800DTSHuVWBk
FOR-1.17 800DTSHuUVWBMm
FOR-1.18 800DTSHuUVWB1
FOR-1.19 800DTSHuUVWBO
FOR-1.20 800DTSHuUVWBn
20 entries were displayed.
Cluster01l::>



R SMERFESILUNSERR R3S N EF

SMEBLUNERAVAE AEAMSFEAILUNSER, TS ASBUEZHI. HIUELUNARIE ASMEBLUN. MmEERAS NS
EAMRIELUN, P BrEEEREYISEERI RS storage disk modify a3 WML TFRGIFAT. 1EE
B. E RSB LUNIRIE IONTAPHBISMIBLUN, R=EIMBLUNZS & 5 NE{rIEE.

Cluster0l::*> storage disk modify {-serial-number 800DTSHUVWBW} -is
-foreign true
Cluster0l::*> storage disk modify {-serial-number 800DTSHuUVWBX} -is
-foreign true

Cluster0l::*> storage disk modify {-serial-number 800DTSHuUVWBn} -is
-foreign true
Cluster0l::*> storage disk modify {-serial-number 800DTS$SHuVWBo} -is
-foreign true
ClusterQ0l::*>

BIRELHEEETERILUN

REIBHNLUNEZ—1E, BYMNSEERUATH FAONTAPIIEEREEAIT Y, ELIbRFIH. ASM LUNKETE
—MEHR, MLVM LUNRETES— 1M EF. XiF. ERMAILUSLUNTEATZIAAH#ITEE. USSHNE. eI
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IRE snapshot-policy “to ‘none. IBIRFAIEZRINAKENHIER R, FElt. WRATFTERERTHE
RAFRENHIEMEIMIRRR, W= BN EFER BER A IRIE M,

Cluster0Ol::> volume create -volume new asm -aggregate data 02 -size 120G
-snapshot-policy none

[Job 1152] Job succeeded: Successful

Cluster0Ol::> volume create -volume new lvm -aggregate data 02 -size 120G
-snapshot-policy none

[Job 1153] Job succeeded: Successful

ClusterO0l::>
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ClusterOl::*> lun create -vserver vserverl -path /vol/new asm/LUNO -ostype
linux -foreign-disk 800DTSHuUVWBW

Created a LUN of size 10g (10737418240)

ClusterOl::*> lun create -vserver vserverl -path /vol/new asm/LUN1 -ostype
linux -foreign-disk 800DTSHuUVWBX

Created a LUN of size 10g (10737418240)

Created a LUN of size 10g (10737418240)

ClusterOl::*> lun create -vserver vserverl -path /vol/new lvm/LUN8 -ostype
linux -foreign-disk 800DTS$SHuUVWBN

Created a LUN of size 10g (10737418240)

ClusterOl::*> lun create -vserver vserverl -path /vol/new lvm/LUN9 -ostype
linux -foreign-disk 800DTS$SHuVWBO

Created a LUN of size 10g (10737418240)
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ClusterOl::*> lun offline -vserver vserverl -path /vol/new asm/LUNO

Warning: This command will take LUN "/vol/new asm/LUNO" in Vserver
"vserverl" offline.

Do you want to continue? {y|n}: vy

ClusterOl::*> lun offline -vserver vserverl -path /vol/new asm/LUN1

Warning: This command will take LUN "/vol/new asm/LUN1" in Vserver
"vserverl" offline.

Do you want to continue? {yln}: vy

Warning: This command will take LUN "/vol/new lvm/LUN8" in Vserver
"vserverl" offline.

Do you want to continue? {yln}: vy

ClusterOl::*> lun offline -vserver vserverl -path /vol/new lvm/LUN9

Warning: This command will take LUN "/vol/new lvm/LUN9" in Vserver
"vserverl" offline.

Do you want to continue? {yln}: vy

LUNBZAS. SR LU G IMBLUNR I SEREIREILSAXSR lun import create %!



ClusterOl::*> lun import create -vserver vserverl -path /vol/new asm/LUNO
-foreign-disk 800DT$HuUVWBW
ClusterOl::*> lun import create -vserver vserverl -path /vol/new asm/LUN1
-foreign-disk 800DTSHuUVWBX

ClusterOl::*> lun import create -vserver vserverl -path /vol/new lvm/LUNS8
-foreign-disk 800DTSHuUVWBnN

ClusterOl::*> lun import create -vserver vserverl -path /vol/new lvm/LUN9
-foreign-disk 800DTSHuUVWRO

ClusterQ0l::*>

BIUFFBESAXRE. AILUSLUNERE FEVIRE.

ClusterOl::*> lun online -vserver vserverl -path /vol/new asm/LUNO
ClusterOl::*> lun online -vserver vserverl -path /vol/new_asm/LUN1

ClusterOl::*> lun online -vserver vserverl -path /vol/new lvm/LUNS8
ClusterOl::*> lun online -vserver vserverl -path /vol/new lvm/LUN9
ClusterO0l::*>
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Cluster0l::*> igroup create linuxhost -protocol fcp -ostype linux
—-initiator 21:00:00:0e:1e:16:63:50 21:00:00:0e:1e:16:63:51

REFTLUNBRET 2 A
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Cluster0Ol::*> lun map -vserver vserverl -path /vol/new asm/LUNO -igroup
linuxhost
ClusterOl::*> lun map -vserver vserverl -path /vol/new asm/LUN1 -igroup
linuxhost

ClusterOl::*> lun map -vserver vserverl -path /vol/new lvm/LUN8 -igroup
linuxhost

ClusterOl::*> lun map -vserver vserverl -path /vol/new 1lvm/LUN9 -igroup
linuxhost

ClusterQ0l::*>
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[oracle@Rhostl bin]$ . oraenv

ORACLE SID = [oracle] ? FLIDB

The Oracle base remains unchanged with value /orabin
[oracle@hostl binl$ sglplus / as sysdba

SQL*Plus: Release 12.1.0.2.0

Copyright (c) 1982, 2014, Oracle. All rights reserved.

Connected to:

Oracle Database 12c Enterprise Edition Release 12.1.0.2.0 - 64bit
Production

With the Partitioning, Automatic Storage Management, OLAP, Advanced
Analytics

and Real Application Testing options

SQL> shutdown immediate;

Database closed.

Database dismounted.

ORACLE instance shut down.

SQL>

XA A& AR SS

EEBHETSANIX 4R F 2 —E BEOracle ASMARSS . EERELUNZZHNHX GRS, XRIRBKRE
FLEIbX RS BB BT AXXHRIRE#HIZ.

[oracle@hostl bin]$ ./crsctl stop has -f

CRS-2791: Starting shutdown of Oracle High Availability Services-managed
resources on 'hostl'

CRS-2673: Attempting to stop 'ora.evmd' on 'hostl'

CRS-2673: Attempting to stop 'ora.DATA.dg' on 'hostl'

CRS-2673: Attempting to stop 'ora.LISTENER.lsnr' on 'hostl'

CRS-2677: Stop of 'ora.DATA.dg' on 'hostl' succeeded

CRS-2673: Attempting to stop 'ora.asm' on 'hostl'

CRS-2677: Stop of 'ora.LISTENER.lsnr' on 'hostl' succeeded

CRS-2677: Stop of 'ora.evmd' on 'hostl' succeeded

CRS-2677: Stop of 'ora.asm' on 'hostl' succeeded

CRS-2673: Attempting to stop 'ora.cssd' on 'hostl'

CRS-2677: Stop of 'ora.cssd' on 'hostl' succeeded

CRS-2793: Shutdown of Oracle High Availability Services-managed resources
on 'hostl' has completed

CRS-4133: Oracle High Availability Services has been stopped.
[oraclefhostl bin]$

HIEXFRA
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fuser B BB TFIRGXLEHTZ,

[root@hostl ~]# umount /orabin
[root@hostl ~]# umount /backups

EREH
AT SATFHREX G RAE. TUEREE4E,

[root@hostl ~]# vgchange --activate n sanvg
0 logical volume(s) in volume group "sanvg" now active
[root@hostl ~]#

FCMEE X
M. AUEHFCHK. MR ENITIMNEBFETIRIFR G IR, HER I I ONTAPHIAIEIRL R,

BEiSNIE

ERLUNSANIZFE. 151817 lun import start 8p<¥:

Cluster0l::lun import*> lun import start -vserver vserverl -path
/vol/new asm/LUNO
Cluster0l::lun import*> lun import start -vserver vserverl -path
/vol/new asm/LUN1

Cluster0l::lun import*> lun import start -vserver vserverl -path
/vol/new lvm/LUNS8

Cluster0l::1lun import*> lun import start -vserver vserverl -path
/vol/new_lvm/LUN9

Cluster0l::1lun import*>
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ClusterO1l:

:lun import*> lun import show -fields path,percent-complete

vserver foreign-disk path percent-complete
vserverl B800DTSHuVWB/ /vol/new asm/LUN4 5
vserverl B8O00DTSHuUVWBW /vol/new asm/LUNO 5
vserverl 800DTSHuUVWBX /vol/new asm/LUN1 6
vserverl B800DTSHuUVWBY /vol/new asm/LUN2 6
vserverl B800DTSHuVWBZ /vol/new asm/LUN3 5
vserverl 800DT$HuVWBa /vol/new asm/LUNS5 4
vserverl B800DT$SHuUVWBb /vol/new asm/LUN6 4
vserverl B800DT$HuVWBc /vol/new asm/LUN7 4
vserverl 800DT$HuVWBdA /vol/new asm/LUN8 4
vserverl B800DT$HuVWBe /vol/new_asm/LUN9 4
vserverl 800DTSHuVWBf /vol/new lvm/LUNO 5
vserverl 800DT$HuUVWBg /vol/new lvm/LUN1 4
vserverl B800DT$HuVWBh /vol/new lvm/LUN2 4
vserverl 800DTS$HuVWBi /vol/new lvm/LUN3 3
vserverl 800DT$HuVWBj /vol/new lvm/LUN4 3
vserverl B800DT$SHuVWBk /vol/new lvm/LUN5 3
vserverl 800DT$HuVWBl /vol/new lvm/LUNG6 4
vserverl 800DT$SHuVWBm /vol/new lvm/LUN7 3
vserverl 800DT$HuUVWBn /vol/new lvm/LUN8 2
vserverl 800DT$HuVWBo /vol/new lvm/LUN9 2

20 entries were displayed.

NRFBERANHERE, FIEEEM LMK ERBRS
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[root@hostl /]# rescan-scsi-bus.sh
Scanning SCSI subsystem for new devices

Scanning host 0 for SCSI target IDs 0 1 2 3
Scanning for device 0 2 0 0
OLD: Host: scsiO Channel: 02 Id: 00 Lun: 00
Vendor: LSI Model: RAID SAS 6G 0/1
Type: Direct-Access
Scanning host 1 for SCSI target IDs 0 1 2 3
Scanning for device 1 0 0 O
OLD: Host: scsil Channel: 00 Id: 00 Lun: 00
Vendor: Optiarc Model: DVD RW AD-7760H
Type: CD-ROM
Scanning host 2 for SCSI target IDs 0 1 2 3
Scanning host 3 for SCSI target IDs 0 1 2 3
Scanning host 4 for SCSI target IDs 0 1 2 3
Scanning host 5 for SCSI target IDs 0 1 2 3
Scanning host 6 for SCSI target IDs 0 1 2 3
Scanning host 7 for all SCSI target IDs, all
Scanning for device 7 0 0 10
OLD: Host: scsi7 Channel: 00 Id: 00 Lun: 10
Vendor: NETAPP Model: LUN C-Mode
Type: Direct-Access
Scanning for device 7 0 0 11
OLD: Host: scsi7 Channel: 00 Id: 00 Lun: 11
Vendor: NETAPP Model: LUN C-Mode
Type: Direct-Access
Scanning for device 7 0 0 12
OLD: Host: scsi9 Channel: 00 Id: 01 Lun: 18
Vendor: NETAPP Model: LUN C-Mode
Type: Direct-Access
Scanning for device 9 0 1 19
OLD: Host: scsi9 Channel: 00 Id: 01 Lun: 19
Vendor: NETAPP Model: LUN C-Mode
Type: Direct-Access
0 new or changed device(s) found.
0 remapped or resized device(s) found.
0 device (s) removed.
MEZRZIRE
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@ 152Z BT RIEMLinuxkk2sAIHost UtilitiesX#Y /etc/multipath.conf & & 1IF o

[root@hostl /]# multipath -11
3600a098038303558735d493762504b36 dm-5 NETAPP ,LUN C-Mode
size=10G features='4 queue if no path pg init retries 50
retain attached hw handle' hwhandler='l alua' wp=rw
| -+- policy='service-time 0' prio=50 status=active
| |- 7:0:1:4 sdat 66:208 active ready running
| "= 9:0:1:4 sdbn 68:16 active ready running
‘—+- policy='service-time 0' prio=10 status=enabled

|- 7:0:0:4 sdf 8:80 active ready running

"= 9:0:0:4 sdz 65:144 active ready running
3600a098038303558735d493762504b2d dm-10 NETAPP ,LUN C-Mode
size=10G features='4 queue if no path pg init retries 50
retain attached hw handle' hwhandler='l alua' wp=rw
| -+- policy='service-time 0' prio=50 status=active
| |- 7:0:1:8 sdax 67:16 active ready running
| = 9:0:1:8 sdbr 68:80 active ready running
‘—+- policy='service-time 0' prio=10 status=enabled

|- 7:0:0:8 sdj 8:144 active ready running

"= 9:0:0:8 sdad 65:208 active ready running

3600a098038303558735d493762504b37 dm-8 NETAPP ,LUN C-Mode
size=10G features='4 queue if no path pg init retries 50
retain attached hw handle' hwhandler='l alua' wp=rw
| -+- policy='service-time 0' prio=50 status=active
| |- 7:0:1:5 sdau 66:224 active ready running
| "= 9:0:1:5 sdbo 68:32 active ready running
"—+- policy='service-time 0' prio=10 status=enabled

|- 7:0:0:5 sdg 8:96 active ready running

"= 9:0:0:5 sdaa 65:160 active ready running
3600a098038303558735d493762504b4b dm-22 NETAPP ,LUN C-Mode
size=10G features='4 queue if no path pg init retries 50
retain attached hw handle' hwhandler='l alua' wp=rw
| -+- policy='service-time 0' prio=50 status=active
| |- 7:0:1:19 sdbi 67:192 active ready running
| "= 9:0:1:19 sdcc 69:0 active ready running
‘—+- policy='service-time 0' prio=10 status=enabled

|- 7:0:0:19 sdu 65:64 active ready running

"= 9:0:0:19 sdao 66:128 active ready running

BEIEELVMELAR

MEEEFRAILYM LUN. | vgchange --activate y 83N, XE@—NMRFNZEEEESENET
fl, BRLUNBWWNEZERSISHAEE. AABHTHIESEALUNE S,
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IRERGHIETLUN. KIS ALUN R DEIE. BEAMRNETIESE sanvg volumegroup. FAIGH
BFrEvENIgE. REENMEESAHRE,

[root@hostl /]# vgchange --activate y sanvg

Found duplicate PV fpCzdLTuKfy2xDZjailN1iJh3TJjLUBiT: using
/dev/mapper/3600a098038303558735d493762504b46 not /dev/sdp

Using duplicate PV /dev/mapper/3600a098038303558735d493762504b46 from
subsystem DM, ignoring /dev/sdp

2 logical volume (s) in volume group "sanvg" now active

EERXA RS

SAUAEAR. JUEESEXA RGN RGE RIGHRIETF L. WMRIXFrR. BMEkES HE/RmA TN
RFEDIRS. XERFHEETRIERIEBT.

[root@hostl /]# mount /orabin
[root@hostl /]# mount /backups
[root@hostl /1# df -k

Filesystem 1K-blocks Used Available Use%
Mounted on
/dev/mapper/rhel-root 52403200 8837100 43566100 17% /
devtmpfs 65882776 0 65882776 0% /dev
tmpfs 6291456 84 6291372 1%
/dev/shm
tmpfs 65898668 9884 65888784 1% /run
tmpfs 65898668 0 65898668 0%
/sys/fs/cgroup
/dev/sdal 505580 224828 280752 45% /boot
fas8060-nfs-public:/install 199229440 119368256 79861184 60%
/install
fas8040-nfs-routable:/snapomatic 9961472 30528 9930944 1%
/snapomatic
tmpfs 13179736 16 13179720 1%
/run/user/42
tmpfs 13179736 0 13179736 0%
/run/user/0
/dev/mapper/sanvg-lvorabin 20961280 12357456 8603824 59%
/orabin
/dev/mapper/sanvg-lvbackups 73364480 62947536 10416944 86%
/backups

EPEASMIZE

BEFFESCSHgHE. NEEHAIMASMIbIEE ., BILUBET EFBEIASMIbH I REXH I ER LW
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C) & B 5 AASMIbBIASMEC E 1H%,

AR INRAKREERAASMIb. N /dev/mapper IRENE BEIEHEIE, BRE. NRAIERER. NRK
BASMIib. MATEREIRE LNASMIRERHNR, 8@ E—FEFHRET B RTTAtiEE
/etc/multipath.conf 8 udev MM, BNEPIRERIBI T XM MANER, FAIEFEEFMXLEX M. LRI
MERRWWNEFFISZEK. NTHRASMIZ & AE ERHBIIR,

FIRAIR. EFRBEIASMIibHHEHE S BR5RIGHIRMEBRI10TASM LUN.

[root@hostl /]# oracleasm exit

Unmounting ASMlib driver filesystem: /dev/oracleasm
Unloading module "oracleasm": oracleasm
[root@hostl /]# oracleasm init

Loading module "oracleasm": oracleasm

Configuring "oracleasm" to use device physical block size
Mounting ASM1lib driver filesystem: /dev/oracleasm
[root@hostl /]# oracleasm scandisks

Reloading disk partitions: done

Cleaning any stale ASM disks...

Scanning system for ASM disks...

Instantiating disk "ASMO"

Instantiating disk "ASM1"

Instantiating disk "ASM2"

Instantiating disk "ASM3"

Instantiating disk "ASM4"

Instantiating disk "ASM5"

Instantiating disk "ASM6"

Instantiating disk "ASM7"

Instantiating disk "ASM8"

Instantiating disk "ASM9"

EHBCIMEARS
HFELVMAIASMIZ & BEHLE AT A, AT LB B EMSARSS .

[rootQ@hostl /]# cd /orabin/product/12.1.0/grid/bin
[root@hostl bin]# ./crsctl start has

EHEEGEE

EMETIMERSE. ATUUETEIERE. AR REMHIEEZR. ARFESFFEF/LOH. UEASMRS TR
Fo
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[root@hostl binl]# su - oracle
[oraclelRhostl ~]$ . oraenv

ORACLE SID = [oracle] ? FLIDB

The Oracle base has been set to /orabin
[oracle@hostl ~]$ sglplus / as sysdba
SQL*Plus: Release 12.1.0.2.0

Copyright (c) 1982, 2014, Oracle. All rights reserved.
Connected to an idle instance.

SQL> startup

ORACLE instance started.

Total System Global Area 3221225472 bytes

Fixed Size 4502416 bytes
Variable Size 1207962736 bytes
Database Buffers 1996488704 bytes
Redo Buffers 12271616 bytes

Database mounted.
Database opened.
SQL>

STRX
MENBERE. TBETA. BIHSMIINBEFHEMHIO. HHMHMSARXRNL,
EMBRXRZA. BAFRIAFTELUNEER S BTk,



Cluster0l::*> lun import show -vserver vserverl -fields foreign-

disk,path,operational-state

vserver

foreign-disk path

operational-state

vserverl
vserverl
vserverl
vserverl
vserverl
vserverl
vserverl
vserverl
vserverl
vserverl
vserverl
vserverl
vserverl
vserverl
vserverl
vserverl
vserverl
vserverl
vserverl

vserverl

800DTSHUVWB/
800DTSHUVWBW
800DTSHUVWBX
800DTSHUVWBY
800DTSHUVWBZ
800DTSHUVWBa
800DTSHUVWBDb
800DTSHUVWBC
800DTSHUVWBA
800DTSHUVWBe
800DTSHUVWB L
800DTSHUVWBg
800DTS$SHUVWBh
800DTSHUVWB1
800DTSHUVWB]
800DTS$HUVWBk
800DTSHUVWB1
800DTSHUVWBM
800DTSHUVWBN
800DTSHuUVWBO

/vol/new asm/LUN4
/vol/new asm/LUNO
/vol/new asm/LUN1
/vol/new asm/LUN2
/vol/new asm/LUN3
/vol/new asm/LUN5
/vol/new asm/LUNG
/vol/new_asm/LUN7
/vol/new asm/LUNS8
/vol/new asm/LUNY
/vol/new_ 1lvm/LUNO
/vol/new lvm/LUN1
/vol/new lvm/LUN2
/vol/new_lvm/LUN3
/vol/new lvm/LUN4
/vol/new lvm/LUN5
/vol/new_lvm/LUNG6
/vol/new lvm/LUN7
/vol/new lvm/LUNS8
/vol/new_lvm/LUN9

20 entries were displayed.

BIBRFAXR

NSV ES TSN

Cluster0l::*> lun
ClusterOl::*> lun

Cluster0Ol::*> lun
ClusterOl::*> lun

BCHEMIMEBLUN

o, B LR is-foreign &AFR.

16

import delete -vserver
import delete -vserver
import delete -vserver
import delete -vserver

completed
completed
completed
completed
completed
completed
completed
completed
completed
completed
completed
completed
completed
completed
completed
completed
completed
completed
completed
completed

vserverl

vserverl

vserverl

vserverl

-path
-path

-path
-path

BIBRLLITFIBX R, TRLIRIES. VIORKEITMONTAP LHIIREhEFHE i,

/vol/new asm/LUNO
/vol/new asm/LUN1

/vol/new lvm/LUNS8
/vol/new lvm/LUNY



Cluster0l::*> storage disk modify {-serial-number 800DTSHuUVWBW} -is
-foreign false
Cluster0l::*> storage disk modify {-serial-number 800DTSHuUVWBX} -is
-foreign false

Cluster0l::*> storage disk modify {-serial-number 800DTS$SHuUVWBn} -is
-foreign false
Cluster0l::*> storage disk modify {-serial-number 800DTSHuVWBo} -is
-foreign false
ClusterQ0l::*>

eSS
FRATHELUNBIDIE TR REK,

FERELEERT. BHEIBE o2 BAHEA—ED. TCPIPERN. MFCEAISCSIA]LAERfatE%

AEMRIFE, EHMERT. iSCSIAaEEFAIP SANMEAIRAIVIEIERE, B, TR IESERREN

YIERIRESFERE, B30, SNRIMERFEFIFIEFONTAPHILUNAREERIE i FR—HBA L. MIA]LAERISCSI
LUNE BB KRB EIR MBI E HIEE. MARZEHFMIERIBLUNG. &R LUK E AR EIFC,

U TRESBETR T MFCEIISCSIRvELHR. BEARNER T MISCSIZIFCHI R m4%ik,

ZRiISCSIB e
RIMBER T, REHIRERGHMEENRMISCSIBoIER. BURAKEE. MeIBNRE,

[root@hostl /]# yum install -y iscsi-initiator-utils
Loaded plugins: langpacks, product-id, search-disabled-repos,
subscription-

: manager
Resolving Dependencies
--> Running transaction check
-—--> Package iscsi-initiator-utils.x86 64 0:6.2.0.873-32.el7 will be
updated
--> Processing Dependency: iscsi-initiator-utils = 6.2.0.873-32.el7 for
package: iscsi-initiator-utils-iscsiuio-6.2.0.873-32.el7.x86 64
-—-> Package iscsi-initiator-utils.x86 64 0:6.2.0.873-32.0.2.el7 will be
an update
--> Running transaction check
-—-> Package iscsi-initiator-utils-iscsiuio.x86 64 0:6.2.0.873-32.el7 will
be updated
-—--> Package iscsi-initiator-utils-iscsiuio.x86 64 0:6.2.0.873-32.0.2.el7
will be an update
--> Finished Dependency Resolution
Dependencies Resolved

17



18

Package Arch Version Repository

Updating:

iscsi-initiator-utils x86 64 6.2.0.873-32.0.2.el7 ol7 latest 416
k
Updating for dependencies:

iscsi-initiator-utils-iscsiuio x86 64 6.2.0.873-32.0.2.el7 ol7 latest 84
k

Transaction Summary

Upgrade 1 Package (+1 Dependent package)

Total download size: 501 k

Downloading packages:

No Presto metadata available for ol7 latest

(1/2) : iscsi-initiator-utils-6.2.0.873-32.0.2.e17.x86 6 | 416 kB 00:00
(2/2): iscsi-initiator-utils-iscsiuio-6.2.0.873-32.0.2. | 84 kB 00:00

Total 2.8 MB/s | 501 kB
00:00Cluster01

Running transaction check

Running transaction test

Transaction test succeeded

Running transaction

Updating : iscsi-initiator-utils-iscsiuio-6.2.0.873-32.0.2.el17.x86
1/4

Updating : iscsi-initiator-utils-6.2.0.873-32.0.2.e17.x86 64
2/4

Cleanup : ilscsi-initiator-utils-iscsiuio-6.2.0.873-32.el7.x86 64
3/4

Cleanup : iscsi-initiator-utils-6.2.0.873-32.e17.x86 64
4/4
rhel-7-server-eus-rpms/7Server/x86 64/productid | 1.7 kB 00:00
rhel-7-server-rpms/7Server/x86 64/productid | 1.7 kB 00:00

Verifying : iscsi-initiator-utils-6.2.0.873-32.0.2.el17.x86 64
1/4

Verifying : iscsi-initiator-utils-iscsiuio-6.2.0.873-32.0.2.el17.x86
2/4

Verifying : iscsi-initiator-utils-iscsiuio-6.2.0.873-32.el7.x86 64
3/4

Verifying : iscsi-initiator-utils-6.2.0.873-32.el7.x86 64



4/4
Updated:

iscsi-initiator-utils.x86 64 0:6.2.0.873-32.0.2.el7
Dependency Updated:

iscsi-initiator-utils-iscsiuio.x86 64 0:6.2.0.873-32.0.2.el7
Complete!
[root@hostl /1#

ffEISCSIBthiZF &R

FELEIREFSER— 1 E—MISCSIBEIEF & . fELinuxt. BEAFH
/etc/iscsi/initiatorname.iscsi XELLRZFRBATFARRIP SANLERYEN

[root@hostl /]# cat /etc/iscsi/initiatorname.iscsi
InitiatorName=iqgn.1992-05.com.redhat:497bd66cal

eI B ohizF4A

BEh2RF24A(igroGroup)i2ONTAP LUNEFIRERIIRI—ER 5. BRIRSCIR T ENIARIRIR. SNFETRHEIE
HILUN. FemilttZ BRI EREIE—Digrop. HAFIH T HFEHRIFIFC WWNELISCSIBEITERF &K,

MR EIHR. I T —igrop. EFRBELinuxEARISCSIEIER

Cluster0l::*> igroup create -igroup linuxiscsi -protocol iscsi -ostype
linux -initiator iqn.1994-05.com.redhat:497bd66cal

KHAIFIR

EEILUNIINZ AT, BIELUNT2E TRRS. BERMBLUNZ — EREMBIEFEERAGIKRE. XMHRF W

TN SHBIERE. MREHAASM. BEHRIREIHASMEEBH XHFTE MRS

EUHLUNSFC IR Ay R
TELUNSERBEIR. MIRIAFC igrop-RiflBRBREY,
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Cluster01l:
linuxhost

Cluster01l::

linuxhost

Cluster01l:
linuxhost
Cluster0O1l:
linuxhost

QWD

*>

SW>

WD

lun

lun

lun

lun

unmap -—-vserver
unmap —-vserver
unmap —-vserver
unmap -—-vserver

BLUNEFTBRET ENIP &S
B RHENLUNBYS R PR IS T H B FiSCSIM B 2R A,

ClusterOl::

linuxiscsi

Cluster01l::

linuxiscsi

Cluster01l::

linuxiscsi
Cluster01:

linuxiscsi

ClusterOl::

*>

W

W

x>

KINiSCSIBEHR

iISCSIRMAD AR INER. BT ERRILER. XE5EILUNTRE, -

lun

lun

lun

lun

map -vserver
map -vserver
map -vserver
map -vserver

vserverl

vserverl

vserverl

vserverl

vserverl -path

vserverl -path

vserverl -path

vserverl -path

-path /vol/new asm/LUNO -igroup
-path /vol/new asm/LUN1 -igroup
-path /vol/new 1lvm/LUN8 -igroup
-path /vol/new 1lvm/LUN9 -igroup

/vol/new asm/LUNO -igroup

/vol/new asm/LUN1 -igroup

/vol/new 1lvm/LUN8 -igroup

/vol/new lvm/LUN9 -igroup

iscsiadm FEIERHEGSHFHR

HiEEMNIIFA -p argument MABFEFEREISCSIARSHIFAA IPHIIK O IR, EXMBERLT. AL
MPHINE7E RN IR 03260 L 1R 4EiSCSIARSS -

20

®

NRFTEFRMERBRIPHILE. Wtar <L EIaERE /L2 ¥ BETE Ao

[root@hostl ~]# iscsiadm -m discovery -t st -p fas8060-iscsi-publicl

10.63.147.197:3260,1033 ign.1992-

08.com.netapp:sn.807615e%ef6l1lleb5a5ae90e2babb9464:vs.3

10.63.147.198:3260,1034 ign.1992-

netapp:sn.807615e%ef6l11le5ab5ae90e2babb9464:vs.3
108.203:3260,1030 ign.1992-
netapp:sn.807615e9%ef6llle5abae90e2babb9464:vs.3
.108.202:3260,1029 ign.1992-
netapp:sn.807615e%ef6llle5a5ae90e2babb9464:vs.3

08.com.
172.20.
08.com.
172.20
08.com.



A& IiSCSI LUN
KIISCSIERE. EFBLNSCSIIRSE LI A FAMISCSI LUNFHHZEXELEE. HliNZRFHASMIbIESE,

[root@hostl ~]# service iscsi restart
Redirecting to /bin/systemctl restart iscsi.service

EMEhIFER

WBIENAEEAE. ENERXHRS. EMEMRACIRSELNENBEIFE, (FATIINER. NetAppEil
TR EMBIRSESE. URRFIEEEXHIERTIR. HEMEKIBIREIER R,

AR EMRSIENZE. FRERTEIFMEREEERA /etc/fstab IEBEIBHISANZRER IR E, 1l
RARPTUEZE. ABLUNGREIRE,. WAIRESERFRAT AR, REEATBIrSE. B2,
BB MRR SRR H HITEIERJREIFEARTE /etc/ fstab UEAILUBNRERS. UEFRHRIEH
BRI 1R
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