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~Is this a scenario for i i
Is the data already on “ There are two options with

Yes i ’ . Yes—p
Data ONTAP? migrating an entire 7- the 7MTT tool.
: mode system?

Copy-based transition create
snapmirror replicas from the
source to the new storage

No No system and then allows the
user to select a cutover time.
Foreign LUN Import ¢
P Copy-free transition allows the

SnapMirror existing storage to be used.

The controllers are then
updated which allows the data
format on disk to be directly
updated to work with
tolanather. Clustered ONTAP

Consider FLI. A NetApp

storage controller can take

control over existing LUNs on <€—Yes
the SAN and make them

available to the database

server while completing the

Is the storage system
based on FC LUNs?

|SnapMirror is designed to
easily replicate selected data
from one Data ONTAP system

migration in the background.
| No

Y

RN
// / R -
Copy the data / S DataGuard
Are there many ™.
Sometimes is is simpler to " What s the total size Many smaller databases, or a small ™ This option should only be
simply create new filesystems <€—<1TB ofthe databases to databases number of large > offered as an option with care.
j;::;af:’nféni;: ?;;Zg:ta_ hemigmteds ritical databases DataGuard is an extremely
complicated effort, but if the
This has the benefit of customer has the requisite skills
providing a backout path. The " then they'll know exactly how to
original data is untouched. Large, critical »|create a DG standby, bring the
>1T8 databases databases into sync, and cut
l over.
The larger the database, the
more likely it is to require This would only be worth the
The larger the database, the special treatment. trouble if the database was very,
more downtime required to very large or there is a
3 . : perform a copy operation. | Copy operations or LVM- requirement for zero
AlM-medisted migration There is no absolute right based migration may be too Ves interruption at the point of
ASM is a hybrid volume answer. It depends on the slow. Critical database cutover.
manager and filesystem. One tolerance for downtime migrations also require
if its key features is backout paths.
transparent migration. ¢
New LUNs-are added to the Y Log Shipping
the ASM diskgroup and then s
the old LUNs are dropped. S This option is essentially a

manual DataGuard process. It is
simple, safe, and requires no
changes to the source database.

Oracle will migrate the data in | g —vyes
the background. It is generally
transparent, but can be

throttled if the 10 load is

excessive.

Is Oracle ASM being
used?

—> Is *zero* disruption
required?

a) Restore a backup of the
source database to an alternate
server.

b) Establish log shipping. This
No No No — could be rsync, ftp, a shared NFS
directory, or any other option
that makes the data available on

LVM-mediated migration

This procedure is similar to the v the altsmate servet
ASM procedure. With AIX, N . c) When cutover time arrives,
Linux, VxVM and most other \\ shut down the source database

logical volume managers there
are options to either (a)
relocate the data on a physical
LUN or (b) mirror the entire
volume group as a unit to new
storage and then drop the old
LUNSs.

y lsaDBAwith - and copy the final archive and

Isa SAN LVM in use? DataGuard skills redo logs into position.
available?

<—VYes

d) Bring up the database and
test. if there are any problems,
shut it down and resume using
the original database.
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[E45F0 E B #IEMIFR.

B /R1EData ONTAP 8.3FSCHEFLIEY. XA FRNIER, RAFEREEER. EXMEKEEIB TR
BILUNSUEARAT A, BXHiEFE21EData ONTAP 8.3. 17 #EHAY, IthZ5TF R A {FEONTAPTEZiad I2 iz HLUNER
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EXLEFERT. FNERFLI, REIBERILILEGRE. BEREXHRAREFETERNEMERK. —ARI.
TEONTAP L H5FE B E TR A HBIERX M RFENER4 KIRK/ XEBER T HRIEFIHE HFVDIES
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BFEFIRAR/NISEN ashift BERINAI. RR2M0T512F T, ATRGREMRE. ashift EHM
7912 (2M2=4k), UL{ETERIZEzpoolftiRE . HETEEN. XEKEIEZp00lAH ashift MBI FHIESH
2 eI zpool KT 12 LAY o

Oracle ASMEBEAIRA/N HE—BIEREWEASMIELERBY 3 XATERXFFo

7T ETR

7T-ERIVEETRAIMTT) R—R Bt ARER. BTRAE7-RIEETIEEIONTAP, AZHUIREESF LI
Hith52ER 5. BoRAZMTEESZEMMEEISIFRMIEE. MASEREMUENMEESATE. It
S BUEREBE RRAREFMEIMRN -0, Fit. BuEEREIRINTER. AR UERTMTTEHERIE

5o

BLBEFRETATERUEENRNFERS. BHERLS, XERRARESTEE. REBEMAZEE
FAEE. AIISHNR. LUNB&iEFA. APNRMZEEBRIARMNEE. EXMERT. TMTTHER)
KIhRERI AR TR

TMTTHRIFELL TR 2 —FiaTT!

« BT BIARRILIE(CBT), *RACBTH7MTTRIEFIMERMIMB7-ERX AR E SnapMirrors., HIERD
B TMTTSEHFRIREE,

* *TRIATE(CFT), *RACFTH7MTTETIA7-RAMERNRME R, FIEFIEAE NEHMELR
AUEERA,. RENEHREFRIFNEERREE.

XWMARZENEEXFETF. TRISTER—MKRIRIFLE. EXMEER. EEEIRRQ7-ENHAXHIFR

BHRRECGNEMEMINIFR, TESIEDEMELR. BETRIANGERTBMEES. N TaIZTE
RYRIRE ORIRER B K. RANERNEEREITRRMZIRTHIEREXEK, RIBIIZEN. NetAppRINEH1
NS BYBYEISREFE MR HEM N EIZBEMLS. TR 1573 $9E12/ IS BYBS [E] R T T E

BERESF T

B Oracle#BEX R EFER— 1 e S EIAI#50,

Flgn. U T anSB IR HFIOPST.dbf M X HFRFAHFEE) /oradata2 XHRY /oradata3ie
SQL> alter database move datafile '/oradata2/NTAP/IOPS002.dbf' to

'/oradata3/NTAP/IOPS002.dbf"';
Database altered.

RIS AR EIEX AR RIE. EEEAITERBRIO. U THABESUEELIFAH, Btz
T BEASMEFTFEHITIBHNEERREZ. EANSEREIERFEBR N RIEEFENZITERE,

A LUEE B MNA EE 4 H G B o R R i 2B 3B X R B AVETiEl, 12{EFR BT EliC RTEvSsessionl
T



SQL> set linesize 300;
SQL> select elapsed seconds||':'||message from v$session_longops;
ELAPSED_SECONDSII':'IIMESSAGE

351:0nline data file move: data file 8: 22548578304 out of 22548578304
bytes done
SQL> select bytes / 1024 / 1024 /1024 as GB from dba data files where
FILE ID = 8;

GB

LRGP, BRI 48, ZXMHAR/NH21 GB. FEKRN6D A BETTHITS. FRERTEI 2 ARR
TEERGEIINEE. TFAEMLE ARSI & RV IR A .

=RREPeS

ERESEREHTIBHENE. ERUECIRREHIEXFREIA. ARRIIFERE
EEIFIFRETS o
B ASE. ANEMETASERMNER. UERIANEESRMEEABRISES . fli0. ALlitklcronft

Ak ()& EESEREHMUE. (b)B15DHER—R. XFMA USRAZEM R/ DRSS, BANE
BYY31E B S EEBE 153 o

TEHETRIRESTBEAR L2 — M UIBERMEIRE. ERE9ZEEMFNetApp SnapManager for Oracle
(SMO)#NetApp SnapCenter Oraclet@ffFaI5|%E, FLEEFEFERMARIWFALERF ERMRIESBRIT

BHEX g {E. RAMIRESELLFERASMOZSnapCenter B R EFohiR(E. BRIFEER RS HIZS. ONTAPH
AR EIEAPE—F B T Itd 2,

AEEIE-XARFREINXH RS

HRBLER TR 2 AwaffleVEIEEM EBXHRAI B AU T ARRS S LS — N EBXHRRRTRE. [
Y. ERR T WA fEASnapMirrorfREE RIEBHESN . EXHAREMEES BTSRRI —E 7.

BIEHIEEE D
F—URBMIEES M. ARRR. REPRFE—HHEXH. IRTIHETER.

environment

FURGIFR, REIEEMLTONTAPRA L, tIZEIEESINRER A EZEERARE. SEERLTFAEDIR
fﬁﬂaﬂ‘ﬁk ﬁ'ﬁﬂ‘:_F snapshot create Eﬁ%%ﬁgjdq:E'Sl%J:?ﬂﬁltt??T‘éf’Fo

SQL> alter database begin backup;
Database altered.



Cluster0l::*> snapshot create -vserver vserverl -volume jfscl oradata
hotbackup
Cluster0l::*>

SQL> alter database end backup;
Database altered.

HERBEME EEN— P BRBIRER hotbackup ZIMEE ST RS MRS HIBIEXHFIRE. R ULIRR
R EE SN YIS B LS A LUESIE A RIF 2. WA LUS I IRER R aEdE A (RiE R 8 e FE R B bt
EXMIERT. ESEREFHRS 2.

EIREFIFR

WE. BIEMIMERERS D, XALUBIZMA LM, BFEOracle RMAN. M&E R AR (
g0NetBackup)if/R. ZE X T AREMHIENBVEIEXHITE RS HIRF.

TEUERBIR. ERASnapMirroriG IREBE (D E B ZIF U E.
1. QIS LUZWIREREIE, MAVIAKERIR jfscl_oradatato vol_oradatae

ClusterOl::*> volume create -vserver vserverl -volume vol oradata
-aggregate data 01 -size 20g -state online -type DP -snapshot-policy
none -policy jfsc3

[Job 833] Job succeeded: Successful

ClusterOl::*> snapmirror initialize -source-path vserverl:jfscl oradata
-destination-path vserverl:vol oradata

Operation is queued: snapmirror initialize of destination

"vserverl:vol oradata".

Cluster0l::*> volume mount -vserver vserverl -volume vol oradata
-junction-path /vol oradata

ClusterO0l::*>

2. #ZSnapMirror§ BRA(FE RS EFRM)E. BREMBHNREBEIEMREZ.

ClusterOl::*> snapmirror show -destination-path vserverl:vol oradata
-fields state
source-path destination-path state

vserverl:jfscl oradata vserverl:vol oradata SnapMirrored



ClusterOl::*> snapmirror update -destination-path vserverl:vol oradata
—-source-snapshot hotbackup

Operation is queued: snapmirror update of destination

"vserverl:vol oradata".

3. AILLBE EERWIEFP @S MIN newest-snapshot FE,

ClusterOl::*> snapmirror show -destination-path vserverl:vol oradata
-fields newest-snapshot

source-path destination-path newest-snapshot

vserverl:jfscl oradata vserverl:vol oradata hotbackup

4. RE. AL RK.

Cluster0Ol::> snapmirror break -destination-path vserverl:vol oradata
Operation succeeded: snapmirror break for destination

"vserverl:vol oradata".

Cluster0l::>

S HENNMH RS, WTETRINXHRS. BFRIRERERMILVMISR. SMEEEFCH XHiISCSIE!E,
SLUNEIEEE. AILEALInUXEFS < pvscan AJRER B2 EHMLEEAHLUNFEZEREE A SEHKASM
2o

FEUIRBIR. ERANEERHNFSXERS, FIUEEERIEG RS,

fas8060-nfsl:/vol oradata 19922944 1639360 18283584 9%
/oradata

fas8060-nfsl:/vol logs 9961472 128 9961344 1%
/logs

BIERITHI S B IR AEAR

BT ROMENBITH SRR © backup controlfile to trace AT RIEX A< U EFCIZITH
X, ERLEFRRT. WM TMENERHBEEEFEEH. HEEESHITHIEERESFESHBEAES
Fo

1. U T <ML BT AT EIREE I AIRIESIN G,

SQL> alter database backup controlfile to trace as '/tmp/waffle.ctrl';
Database altered.
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2. glEEHIXME, BXHEHEIHRS S,

[oracle@jfsc3 tmp]$ scp oracle@jfscl:/tmp/waffle.ctrl /tmp/
oracle@jfscl's password:

waffle.ctrl 100% 5199
5.1KB/s 00:00

BIRSEXH
FEIRER. RRE—SEcUY. REENFEEM EFTRspfileTpfiletliE— 1 pfile. 7ELLREIR. TREIRE
fEFRRYEspfiles

SQL> create pfile='/tmp/waffle.tmp.pfile' from spfile;
File created.

tliZoratab® H
HEfforaenvELARERFIEEIET. HMtlEoratabscB. Ef|RoratabsH. BFRBUTTE,

WAFFLE: /orabin/product/12.1.0/dbhome 1:N

HEEBREN
NRFAFERAEFE. WAAEEEN). SNWHEERNREPBRRN. BESEREN. HREUTREE

o

[oracle@jfsc3 ~]$ . oraenv

ORACLE SID = [oracle] ? WAFFLE

The Oracle base has been set to /orabin

[oracle@jfsc3 ~]$ cd SORACLE BASE

[oracle@jfsc3 orabin]$ cd admin

[oracle@jfsc3 admin]$ mkdir WAFFLE

[oracle@jfsc3 admin]$ cd WAFFLE

[oracle@jfsc3 WAFFLE]S mkdir adump dpdump pfile scripts xdb wallet

S ER

1. ERSHXGEHTIFRSEE. BEETUTHL. BRIAIER SORACLE HOME/dbs BR. EXMENR
T. pfileAl UHBEEAUE. SRBETSIEFHFREISE,

11



[oracle@jfsc3 admin]$ scp oracle@jfscl:/tmp/waffle.tmp.pfile
$SORACLE HOME/dbs/waffle.tmp.pfile

oracle@jfscl's password:

waffle.pfile 100% 916
0.9KB/s 00:00

1. RIBREREXG. fla0. MRIALATMESER. NHAEpfile A RIRFTUE, TEUREIHR. NEHR
EAHTHIS M. 89 BEE ASHEBIEX 4R ZE D HIEH X .

[root@jfscl tmpl# cat waffle.pfile

WAFFLE. data transfer cache size=0

WAFFLE. db cache size=507510784

WAFFLE. Java pool size=4194304

WAFFLE. large pool size=20971520

WAFFLE. oracle base='/orabin'#ORACLE BASE set from environment
WAFFLE. pga aggregate target=268435456

WAFFLE. sga target=805306368

WAFFLE. shared io pool size=29360128

WAFFLE. shared pool size=234881024

WAFFLE. streams pool size=0

*.audit file dest='/orabin/admin/WAFFLE/adump'
*.audit trail='db'

*.compatible="'12.1.0.2.0"

*.control files='/oradata//WAFFLE/controlOl.ctl','/oradata//WAFFLE/contr
0l02.ctl’

*.control files='/oradata/WAFFLE/controlOl.ctl','/logs/WAFFLE/controlO02.
ctl'

*.db block size=8192

*.db_domain="'"

*.db name='WAFFLE'

*.diagnostic dest='/orabin'

*.dispatchers="' (PROTOCOL=TCP) (SERVICE=WAFFLEXDB)'
*.log archive dest 1='LOCATION=/logs/WAFFLE/arch'
*.log archive format='%t %s %r.dbf’

*.open_ cursors=300

*.pga aggregate target=256m

* .processes=300

*.remote login passwordfile='EXCLUSIVE'

*.sga_ target=768m

*.undo_ tablespace='UNDOTBS1'

2. {RIESERRfE. RIELtpfileBIB— P spfile,
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SQL> create spfile from pfile='waffle.tmp.pfile'
File created.

Eipellfe et

EE—FH, B0t backup controlfile to trace BEEREIFIRS 2. FAERmBINEARESZE
controlfile recreation 8i%: IEERITEAFICEIEED THINXMHFINE set #1. NORESETLOGS. BEM
{THE create controlfile reuse database HNE&i%ZIE noresetlogse MUAS()FHERE,

1. ETRBHRIES TR, BXXHI TR,

CREATE CONTROLFILE REUSE DATABASE "WAFFLE" NORESETLOGS ARCHIVELOG
MAXLOGFILES 16
MAXLOGMEMBERS 3
MAXDATAFILES 100
MAXINSTANCES 8
MAXLOGHISTORY 292
LOGFILE
GROUP 1 '/logs/WAFFLE/redo/redo0l.log' SIZE 50M BLOCKSIZE 512,
GROUP 2 '/logs/WAFFLE/redo/redo02.log' SIZE 50M BLOCKSIZE 512,
GROUP 3 '/logs/WAFFLE/redo/redo03.log' SIZE 50M BLOCKSIZE 512
—-— STANDBY LOGFILE
DATAFILE
'/oradata/WAFFLE/system01.dbf"',
'/oradata/WAFFLE/sysaux01.dbf"',
'/oradata/WAFFLE/undotbs01l.dbf"',
'/oradata/WAFFLE/users01.dbf"'
CHARACTER SET WESMSWIN1252

.
4

2. *E#E S EYRIBIERIAS. DURBREMHRVIUE, B9, %‘tbaﬁﬂiﬁ.—]I/OE’J*HES‘C#_JEJ‘E%EEH =y
REFER LRI RA. EHMERT. EXARARETEERRE. fla. B4 EPDBIVEIEX HIFE
EU?EH%EPO

3. FILRAIP, FER DATAFILE RARIFALE. EEMBEESBHEIPHFAE /redo MARSIIEE
HZZ8) /1logso

13
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CREATE CONTROLFILE REUSE DATABASE "WAFFLE" NORESETLOGS
MAXLOGFILES 16
MAXLOGMEMBERS 3
MAXDATAFILES 100
MAXINSTANCES 8
MAXLOGHISTORY 292
LOGFILE
GROUP 1 '/redo/redo0Ol.log' SIZE 50M BLOCKSIZE 512,
GROUP 2 '/redo/redo02.log' SIZE 50M BLOCKSIZE 512,
GROUP 3 '/redo/redo03.log' SIZE 50M BLOCKSIZE 512
-— STANDBY LOGFILE
DATAFILE
'/oradata/WAFFLE/systemO1l.dbf"',
'/oradata/WAFFLE/sysaux01l.dbf"',
'/oradata/WAFFLE/undotbs01.dbf"',
'/oradata/WAFFLE/usersQ0l.dbf"
CHARACTER SET WESMSWIN1252

.
r

ARCHIVELOG



SQL> startup nomount;
ORACLE instance started.
Total System Global Area 805306368 bytes

Fixed Size 2929552 bytes
Variable Size 331353200 bytes
Database Buffers 465567744 bytes
Redo Buffers 5455872 bytes
SQL> CREATE CONTROLFILE REUSE DATABASE "WAFFLE" NORESETLOGS ARCHIVELOG
2 MAXLOGFILES 16
3 MAXLOGMEMBERS 3
4 MAXDATAFILES 100
5 MAXINSTANCES 8
6 MAXLOGHISTORY 292
7 LOGFILE
8 GROUP 1 '/redo/redo0Ol.log' SIZE 50M BLOCKSIZE 512,
9 GROUP 2 '/redo/redo02.log' SIZE 50M BLOCKSIZE 512,
10 GROUP 3 '/redo/redo03.log' SIZE 50M BLOCKSIZE 512
11 -- STANDBY LOGFILE
12 DATAFILE
13 '/oradata/WAFFLE/system01.dbf"',
14 '/oradata/WAFFLE/sysaux01.dbf"',
15 ' /oradata/WAFFLE/undotbs01l.dbf"',
16 '/oradata/WAFFLE/users0l.dbf"
17 CHARACTER SET WE8BMSWIN1252
8
Control file created.

SQL>

MREAXHREUENSHEERR. WSEMER. BB IEERNRT, HEEFEEEH. BERTH. T
EF. ANERERVSEXH TSN TFRENRN. BIENAIFEAE. UEHEFERS—E.

in B EEH!
BEHIEXAHRF—H. ELPFBERTIMETLEEE. BIFSERIATERRS, ERLERRT. ALE
EM%#EE%W%%L%%%HHEEGE\#EﬂuE%ﬁGEEEEOEE%%HT\%ﬁEﬂHHE

ICNO

e, —MERE scp LIRERILORFAE Sa1HS NRIRSS S EFIZIES RSS2
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[oracle@jfsc3 archl]$ scp jfscl:/logs/WAFFLE/arch/* ./
oracle@jfscl's password:

1 22 912662036.dbf 1005  47MB
47.0MB/s  00:01
1 23 912662036.dbf 100%  40MB
40.4MB/s  00:00
1 24 912662036.dbf 100%  45MB
45.4MB/s  00:00
1 25 912662036.dbf 1005  41MB
40.9MB/s  00:01
1 26 _912662036.dbf 100%  39MB
39.4MB/s  00:00
1 27 912662036.dbf 100%5  39MB
38.7MB/s  00:00
1 28 912662036.dbf 100%  40MB
40.1MB/s  00:01
1 29 912662036.dbf 1005  17MB
16.9MB/s  00:00
1 30 912662036.dbf 100% 636KB

636.0KB/s 00:00

MInAEER

XHEMUFABEMNER. IULRHGSEKEFEREN] recover database until cancel AN
auTO BEIEKFIEATRABE.
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-

4
2

ii

.

2

SQL> recover database until cancel;

ORA-00279: change 382713 generated at 05/24/2016 09:00:54 needed for
thread 1

ORA-00289: suggestion : /logs/WAFFLE/arch/1 23 912662036.dbf
ORA-00280: change 382713 for thread 1 is in sequence #23

Specify log: {<RET>=suggested | filename | AUTO | CANCEL}

AUTO

ORA-00279: change 405712 generated at 05/24/2016 15:01:05 needed for
thread 1

ORA-00289: suggestion : /logs/WAFFLE/arch/l1 24 912662036.dbf
ORA-00280: change 405712 for thread 1 is in sequence #24

ORA-00278: log file '/logs/WAFFLE/arch/1 23 912662036.dbf' no longer
needed for

this recovery

ORA-00279: change 713874 generated at 05/26/2016 04:26:43 needed for
thread 1

ORA-00289: suggestion : /logs/WAFFLE/arch/1l 31 912662036.dbf
ORA-00280: change 713874 for thread 1 is in sequence #31

ORA-00278: log file '/logs/WAFFLE/arch/1 30 912662036.dbf' no longer
needed for

this recovery

ORA-00308: cannot open archived log '/logs/WAFFLE/arch/1l 31 912662036.dbf’

ORA-27037: unable to obtain file status
Linux-x86 64 Error: 2: No such file or directory
Additional information: 3

£ %UH*% E IL:\@E}Ei%E 1?5\ 1EiXIEE.|-.E Bl‘]o /L,\?El/—_r sqlplus IE?'_’kﬁZfﬁE E UYTLF 'fE 5'5?55

fEE BEX R EFTE.

RALESR BT ZRIXAREEE. NRERTIHSE—R, [TRESHITEFNMER. AE.

AL BERSHITRIEIE. UEFRIXBEMRS.

EFEERIMER

REHIBFRT. + CRUBITER . TR IREARFE/VREZ/LAA M. XRKRELIFAEHRIEE

BIABUREHEITENET. FEib. ARiRsTE. @AEmMEEr& R,

1

R

XA LUBEE 2 AR EEHA. BEEENNAEZ—_FEArsync. XE—1NENNXGEHISRER, £
Bl AEFNEREHEEBHEEE NTIPHIE, F30. rsyncd.conf FEMNXHEERT MMAEIERZ AK
AR waffle.arch Ali@id Oracle AP EHEIFFHRESE] /1logs/WAFFLE/arche REEME. RBFERENR

=

« XEFETLOREVEF IR, BERSNEH#ITES.
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[root@jfscl archl# cat /etc/rsyncd.conf
[waffle.arch]

uid=oracle

gid=dba

path=/logs/WAFFLE/arch

read only = true
[root@jfscl archl]# rsync --daemon

U T RARS BN B EB R SrsyncBREY waffle.arch 7ERIGARS B Lo o t FRISE rsync
- potg IRIEIEIBELASCATIR. HENERHXH. LIRS MRS FHATIEEE . B Ecrond it
YEHRIETTIE S <o

18



[oracle@jfsc3 arch]$ rsync -potg --stats

/logs/WAFFLE/arch/
1 31 912662036.dbf

650240 100%

1 32 912662036.dbf

4873728 100%

1 33 912662036.dbf

4088832 100%

1 34 912662036.dbf

8196096 100%

1 35 912662036.dbf

19376128 100%

1 36_912662036.dbf

71680 100%

1 37 912662036.dbf

1144320 100%

1 38 912662036.dbf

35757568 100%

1 39 912662036.dbf

Number of files:

984576 100%

18

124.

110.

50.

54.

57.

201.

63

02MB/ s

67MB/s

64MB/s

66MB/ s

75MB/ s

15kB/s

.06MB/s

.74MB/s

.63MB/s

Number of files transferred:

Total file size:

399653376 bytes
75143168

Total transferred file size:

Literal data:
Matched data:
File list size:

File list transfer time:
204

Total bytes sent:

Total bytes received:

sent 204 bytes
total size is 399653376

WEIRERE.

"o XEMAEZ—PSHR. AT

RS

75143168 bytes
0 bytes
474

File list generation time:

75153219
received 75153219 bytes

(= —7==)
BAE 7

:00:

:00:

:00:

:00:

:00:

:00:

3003

:00:

:00:

00 (xfer#l,
00 (xfer#2,
00 (xfer#3,
00 (xfer#4,
00 (xfer#b,
00 (xfer#o,
00 (xfer#7,
00 (xfer#s,
00 (xfer#9,
bytes

0.001 seconds
0.000 seconds

speedup is 5.32

--progress Jjfscl::waffle.arch/*

to-check=8/18)

to-check=7/18)

to-check=6/18)

to-check=5/18)

to-check=4/18)

to-check=3/18)

to-check=2/18)

to-check=1/18)

to-check=0/18)

150306846.00 bytes/sec

M EFITERE R, IEARFIER T SA{EAsqlplusFEiE T recover database
until cancel, —MAIUBEMEIBoHEANTIE, S RERGUERPFMRMMIA "SREUEE ERVEHE
EEMIREREUERE, XA UEZ YRR T2 T EEAHER I
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[oracle@jfsc3 logs]$ ./replay.logs.pl WAFFLE

ORACLE SID = [WAFFLE] ? The Oracle base remains unchanged with value
/orabin

SQL*Plus: Release 12.1.0.2.0 Production on Thu May 26 10:47:16 2016
Copyright (c) 1982, 2014, Oracle. All rights reserved.

Connected to:

Oracle Database 12c Enterprise Edition Release 12.1.0.2.0 - 64bit
Production

With the Partitioning, OLAP, Advanced Analytics and Real Application
Testing options

SQL> ORA-00279: change 713874 generated at 05/26/2016 04:26:43 needed for
thread 1

ORA-00289: suggestion : /logs/WAFFLE/arch/1 31 912662036.dbf
ORA-00280: change 713874 for thread 1 is in sequence #31

Specify log: {<RET>=suggested | filename | AUTO | CANCEL}

ORA-00279: change 814256 generated at 05/26/2016 04:52:30 needed for
thread 1

ORA-00289: suggestion : /logs/WAFFLE/arch/1l 32 912662036.dbf
ORA-00280: change 814256 for thread 1 is in sequence #32

ORA-00278: log file '/logs/WAFFLE/arch/1 31 912662036.dbf' no longer
needed for

this recovery

ORA-00279: change 814780 generated at 05/26/2016 04:53:04 needed for
thread 1

ORA-00289: suggestion : /logs/WAFFLE/arch/1 33 912662036.dbf
ORA-00280: change 814780 for thread 1 is in sequence #33

ORA-00278: log file '/logs/WAFFLE/arch/1 32 912662036.dbf' no longer
needed for

this recovery

ORA-00279: change 1120099 generated at 05/26/2016 09:59:21 needed for
thread 1

ORA-00289: suggestion : /logs/WAFFLE/arch/1 40 912662036.dbf
ORA-00280: change 1120099 for thread 1 is in sequence #40

ORA-00278: log file '/logs/WAFFLE/arch/1 39 912662036.dbf' no longer
needed for

this recovery

ORA-00308: cannot open archived log '/logs/WAFFLE/arch/1l 40 912662036.dbf"
ORA-27037: unable to obtain file status

Linux-x86 64 Error: 2: No such file or directory

Additional information: 3

SQL> Disconnected from Oracle Database 12c Enterprise Edition Release
12.1.0.2.0 - 64bit Production

With the Partitioning, OLAP, Advanced Analytics and Real Application
Testing options



B

ERWHREFIFER. RITRIT—RRERY. EREFEIMEENERESE. NRFREEHREEUEHRFE
. MelZal ™ ARFITIRR

SQL> select member from vS$logfile;
MEMBER

/logs/WAFFLE/redo/redo0l.log
/1logs/WAFFLE/redo/redo02.1log
/1logs/WAFFLE/redo/redo03.1log

1. RAREHER
2. ERAPENAEENRS &8 LI AERIT—RELRS,
3. WA REMBSEREIMIRS . ELTAIP. EMBTEEMEMIIFBERT /redoo

[oracle@jfsc3 logs]l$ scp jfscl:/logs/WAFFLE/redo/* /redo/
oracle@jfscl's password:

redo0Ol.log
100% 50MB 50.0MB/s 00:01
redo02.1log
100% 50MB 50.0MB/s 00:00
redo03.1log

100% 50MB 50.0MB/s 00:00

4. FEEMER. FHEEFREESRKREME RS RE2BRRSHAZENFEX S, 1TEETUNRE—RERE
o
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SQL> recover database until cancel;

ORA-00279: change 1120099 generated at 05/26/2016 09:59:21 needed for
thread 1

ORA-00289: suggestion : /logs/WAFFLE/arch/1 40 912662036.dbf
ORA-00280: change 1120099 for thread 1 is in sequence #40
Specify log: {<RET>=suggested | filename | AUTO | CANCEL}
AUTO

ORA-00308: cannot open archived log
'/logs/WAFFLE/arch/1 40 912662036.dbf"

ORA-27037: unable to obtain file status

Linux-x86 64 Error: 2: No such file or directory

Additional information: 3

ORA-00308: cannot open archived log
'/logs/WAFFLE/arch/1 40 912662036.dbf"

ORA-27037: unable to obtain file status

Linux-x86 64 Error: 2: No such file or directory

Additional information: 3

S e, MNEMHEE. WNREE Media recovery complete BhRE] IR $URERRST H
EIEapa

SQL> recover database;
Media recovery complete.
SQL> alter database open;
Database altered.

HEEX- ASMEIXX R4

HRGIER 7 IfAREROracle RMANGERS 8RB, ESHIENXHRAIX GRS ASEXRFERAM. 8
ENTHIRBIASM LBt TERBASMi&E EHEIBHIIE— 75 SRR EHEMASM LUNS R Oracle RMANAAT
EHIRIE,

RSAMOracle ASMEFIX IR EEARMAN, ERMANEYERFHRIEFASM, RMANE]AFMIEAEERTE
IS EMEREMRE,

LRI 2R T 8 Apancake I EIRE MASMTEEEFTE AL EI(I T EREARERS 28 LNEMXHF RS /oradata
# /logso

BIERIEEE D
F—PRNEIRENERIRSENBIEECIEE N . BTREMOracle ASM. FILAFERRMAN, & LIEYN
;gﬁﬁa_'\mﬁf’aﬁ'iﬂ’\JRMAN%ﬁo L7 ERRE—NERCHED. BETEIRMANTEIRES BREMIRAZE

BT LTATEXEMHEREEURBERNUE, £ METXEEEEXHIIED.
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RMAN> configure channel device type disk format '/rman/pancake/%$U';
using target database control file instead of recovery catalog

old RMAN configuration parameters:

CONFIGURE CHANNEL DEVICE TYPE DISK FORMAT '/rman/pancake/%U"';
new RMAN configuration parameters:
CONFIGURE CHANNEL DEVICE TYPE DISK FORMAT '/rman/pancake/%U"';

new RMAN configuration parameters are successfully stored

RMAN> backup database tag 'ONTAP MIGRATION';

Starting backup at 24-MAY-16

allocated channel: ORA DISK 1

channel ORA DISK 1: SID=251 device type=DISK

channel ORA DISK 1: starting full datafile backup set

channel ORA DISK 1: specifying datafile(s) in backup set

input datafile file number=00001 name=+ASMO0/PANCAKE/systemOl.dbf
input datafile file number=00002 name=+ASMO0/PANCAKE/sysaux01.dbf
input datafile file number=00003 name=+ASM0O/PANCAKE/undotbsl0l.dbf
input datafile file number=00004 name=+ASMO0/PANCAKE/users0l.dbf
channel ORA DISK 1: starting piece 1 at 24-MAY-16

channel ORA DISK 1: finished piece 1 at 24-MAY-16

piece handle=/rman/pancake/lgr6cl6l 1 1 tag=ONTAP MIGRATION comment=NONE
channel ORA DISK 1: backup set complete, elapsed time: 00:00:03
channel ORA DISK 1: starting full datafile backup set

channel ORA DISK 1: specifying datafile(s) in backup set

including current control file in backup set

including current SPFILE in backup set

channel ORA DISK 1: starting piece 1 at 24-MAY-16

channel ORA DISK 1: finished piece 1 at 24-MAY-16

piece handle=/rman/pancake/lhr6cl64 1 1 tag=ONTAP MIGRATION comment=NONE
channel ORA DISK 1: backup set complete, elapsed time: 00:00:01
Finished backup at 24-MAY-16

HEHIXMH
HEEEENRETBHASDESIXH duplicate database 121%,



RMAN> backup current controlfile format '/rman/pancake/ctrl.bkp';
Starting backup at 24-MAY-16

using channel ORA DISK 1

channel ORA DISK 1: starting full datafile backup set

channel ORA DISK 1: specifying datafile(s) in backup set
including current control file in backup set

channel ORA DISK 1: starting piece 1 at 24-MAY-16

channel ORA DISK 1: finished piece 1 at 24-MAY-16

piece handle=/rman/pancake/ctrl.bkp tag=TAG20160524T032651 comment=NONE
channel ORA DISK 1: backup set complete, elapsed time: 00:00:01
Finished backup at 24-MAY-16

FHINBEOHF
ERIFRR. RFEE—ISEX. &EENAEEMHBIRspfileskpfiletliZ—pfile. TELLRGIA. TREFRRE
fEE A spfileo

RMAN> create pfile='/rman/pancake/pfile' from spfile;
Statement processed

ASMXf+Eap & il A

BEpEIERERY, R XERIREXRL I UESRET . UTHIZAEEIE—TRMANEZ, LUETFHIT
T2, WWREIERT —MUEXHSREIRE DBRERE. BXEFEES S BEEERT M ERIEX .

HERIASPIFE R E] "ASMEISLF R R 2T ST mHEE.

Bk, ESE-ISHRENEXEMBAEME. ZMUENN log file name converto EXRBEZ—T
:I%*é?ﬁﬁﬁ’\]’iﬁéo FNTFRIINEMASHUE. EINFREFRSH LHUE, ARG, ESHRITIE
I\o

FEN IR NEIEX R R IRMHIRIR. ZHARBIFRREIEHE. RNBMIXERSERS. FHRERIL

ARMANEIZ, AR, ESXIREXAHITHERNZRE SRIEM—MERNRMANREIZ, AJLREFEEHRTT
AR, R EIREIFAER &,
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SQL> @/rman/mk.rename.scripts.sqgl

Parameters for log file conversion:

*.log file name convert = '+ASMO/PANCAKE/redoOl.log',
'/NEW_PATH/redoOl.log', '+ASMO/PANCAKE/redo02.log"',

'/NEW PATH/redo02.log', '+ASMO/PANCAKE/redo03.log', '/NEW PATH/redo03.log'
rman duplication script:

run

{

set newname for datafile to '"+ASMO/PANCAKE/systemOl.dbf';

to '+ASMO/PANCAKE/sysaux01l.dbf';

to '"+ASMO/PANCAKE/undotbsl01.dbf';

to '"+ASMO/PANCAKE/users0l.dbf';

set newname for tempfile to '+ASMO/PANCAKE/tempOl.dbf';

duplicate target database for standby backup location INSERT PATH HERE;
}

PL/SQL procedure successfully completed.

set newname for datafile
set newname for datafile
set newname for datafile

o w N

HIRILFESNEE. o log file name convert SEIRUITFIAKRE Epfile. WIIENHRIERMANEL
EXHESRMNEEME. TEBREXRERFRRMUE, FLRfP. efeHfE&TH

/oradata/pancakeo

run

{

set newname for datafile to '/oradata/pancake/pancake.dbf';
to '/oradata/pancake/sysaux.dbf';
to '/oradata/pancake/undotbsl.dbf’';

to '/oradata/pancake/users.dbf';

set newname for datafile
set newname for datafile
set newname for datafile

= w N

set newname for tempfile to '/oradata/pancake/temp.dbf';
duplicate target database for standby backup location '/rman/pancake';

}

HEEREN

LA FEEERE. AIURT. BEEASITIREIFEREN, MRAEERTEFE. WLTEIRE(] &
MEEERBRETBRR K. U TREIRRT RIEEK.

oracle@jfsc2 ~]1$ mkdir /oradata/pancake
oracle@jfsc2 ~1$ mkdir /logs/pancake
oracle@jfsc2 ~]1$ cd /orabin/admin
oracle@jfsc2 admin]$ mkdir PANCAKE
oracle@jfsc2 admin]$ cd PANCAKE

[
[
[
[
[
[oracle@jfsc2 PANCAKE]S mkdir adump dpdump pfile scripts xdb wallet
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tll##oratabs® B
EfforaenvELARFIERIZIT. FEEAUTHS,

PANCAKE: /orabin/product/12.1.0/dbhome 1:N

B EH

B IRTFMIpfile. LURBUFARSS 83 ERVERRRIFEEN, BB HEIZEAHRMANE HIRA# T8, J1F
FREEIBEEFEEI HITE control files M log _archive dest parametersittyh. FEIREREFENEH
XM UBEUKRSE. BIf db create file dest FEASMZIMNAIRERIER, KW FEEMIDBARIEMIRIE

ZHIFAEERNHZE,
FLRAIP, TEELEETHIXEAE. T3 B AR A0 log file name convert S
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PANCAKE. data transfer cache size=0

PANCAKE. db cache size=545259520

PANCAKE. Java pool size=4194304

PANCAKE. large pool size=25165824

PANCAKE. oracle base='/orabin'#ORACLE BASE set from environment
PANCAKE. pga aggregate target=268435456
PANCAKE. sga target=805306368

PANCAKE. shared io pool size=29360128

PANCAKE. shared pool size=192937984

PANCAKE. streams pool size=0

*

*

*

*

*

.audit file dest='/orabin/admin/PANCAKE/adump'

.audit trail='db'

.compatible='12.1.0.2.0"

.control files='+ASMO/PANCAKE/control0l.ctl', '+ASMO/PANCAKE/control02.ctl

.control files='/oradata/pancake/control0l.ctl','/logs/pancake/control02.

ctl'

*

*

*

*

*

.db block size=8192

.db_domain=""

.db _name='PANCAKE'

.diagnostic dest="'/orabin'

.dispatchers="' (PROTOCOL=TCP) (SERVICE=PANCAKEXDB)''
.log archive dest 1='LOCATION=+ASM1'

.log archive dest 1='LOCATION=/logs/pancake'

.log archive format='%t %s %r.dbf'

'/logs/path/redo02.1log"

*

.log file name convert = '+ASMO/PANCAKE/redoOl.log',

'/logs/pancake/redo0l.log', '+ASMO/PANCAKE/redo02.log',
'/logs/pancake/redo02.log', '+ASMO/PANCAKE/redo03.log'
'/logs/pancake/redo03.1log'

*

*

*

*

*

*

.open_cursors=300

.pga_aggregate target=256m
.processes=300

.remote login passwordfile='EXCLUSIVE'
.sga_target=768m
.undo_tablespace='UNDOTBS1'

HWINTSHE. DR XESHEN. BABFES NEN. ERSHEFEHIRE A pfilet!Espfile.
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=]

bash-4.1$ sqglplus / as sysdba

SQL*Plus: Release 12.1.0.2.0 Production on Fri Jan 8 11:17:40 2016
Copyright (c) 1982, 2014, Oracle. All rights reserved.

Connected to an idle instance.

SQL> create spfile from pfile='/rman/pancake/pfile'

File created.

shAEHER

ESHSIEETNRE— */F BohEIBEHRIE. BREHXM. FELSBEH. splilerlgi=HMBAR @, WR
startup nomount SRLEBSEEIZMEN. XxiHF. FEiEpfilel®iR. EEEFHME NspfileFEIHXIEREE E,

=}
5

SQL> startup nomount;
ORACLE instance started.
Total System Global Area 805306368 bytes

Fixed Size 2929552 bytes
Variable Size 373296240 bytes
Database Buffers 423624704 bytes
Redo Buffers 5455872 bytes
hE iR

SRRV E M B, B RIRRMANSERIERE ¥J?T_L§FEEEE’JBT|‘EHEKO WAL B RERAEEID

(DBID)AEE BERIER TEHEIERE, XFALUFBLENARE. MXERERY BIRMUENT R,

1

7

28

BELE—F IR, FERARMANENauxiEZEISIRE. HEH R Rthe DUKATE DATABASE#R

o

[oracle@jfsc?2 pancake]$ rman auxiliary /

Recovery Manager: Release 12.1.0.2.0 - Production on Tue May 24 03:04:56
2016

Copyright (c) 1982, 2014, Oracle and/or its affiliates. All rights
reserved.

connected to auxiliary database: PANCAKE (not mounted)

RMAN> run

2> {

3> set newname for datafile to '/oradata/pancake/pancake.dbf';
4> set newname for datafile to '/oradata/pancake/sysaux.dbf';
to '/oradata/pancake/undotbsl.dbf';

to '/oradata/pancake/users.dbf';

5> set newname for datafile
6> set newname for datafile

[~ OO T \ R

7> set newname for tempfile to '/oradata/pancake/temp.dbf’;
8> duplicate target database for standby backup location '/rman/pancake';
9> }

executing command: SET NEWNAME



executing command: SET NEWNAME
executing command: SET NEWNAME
executing command: SET NEWNAME
executing command: SET NEWNAME
Starting Duplicate Db at 24-MAY-16
contents of Memory Script:

{

restore clone standby controlfile from '/rman/pancake/ctrl.bkp';

}

executing Memory Script

Starting restore at 24-MAY-16

allocated channel: ORA AUX DISK 1

channel ORA AUX DISK 1: SID=243 device type=DISK
channel ORA AUX DISK 1: restoring control file

channel ORA AUX DISK 1: restore complete, elapsed time:

output file name=/oradata/pancake/controlOl.ctl
output file name=/logs/pancake/control02.ctl
Finished restore at 24-MAY-16
contents of Memory Script:
{
sgl clone 'alter database mount standby database';
}
executing Memory Script
sgl statement: alter database mount standby database
released channel: ORA AUX DISK 1
allocated channel: ORA AUX DISK 1
channel ORA AUX DISK 1: SID=243 device type=DISK
contents of Memory Script:
{
set newname for tempfile 1 to
"/oradata/pancake/temp.dbf";
switch clone tempfile all;
set newname for datafile 1 to
"/oradata/pancake/pancake.dbf";
set newname for datafile 2 to
"/oradata/pancake/sysaux.dbf";
set newname for datafile 3 to
"/oradata/pancake/undotbsl.dbf";
set newname for datafile 4 to
"/oradata/pancake/users.dbf";
restore
clone database
}
executing Memory Script
executing command: SET NEWNAME

00:00:01
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renamed tempfile 1 to /oradata/pancake/temp.dbf in control file
executing command: SET NEWNAME
executing command: SET NEWNAME
executing command: SET NEWNAME
executing command: SET NEWNAME
Starting restore at 24-MAY-16
using channel ORA AUX DISK 1
channel ORA AUX DISK 1: starting datafile backup set restore
channel ORA AUX DISK 1: specifying datafile(s) to restore from backup set
channel ORA AUX DISK 1: restoring datafile 00001 to
/oradata/pancake/pancake.dbf
channel ORA AUX DISK 1: restoring datafile 00002 to
/oradata/pancake/sysaux.dbf
channel ORA AUX DISK 1: restoring datafile 00003 to
/oradata/pancake/undotbsl.dbf
channel ORA AUX DISK 1: restoring datafile 00004 to
/oradata/pancake/users.dbf
channel ORA AUX DISK 1: reading from backup piece
/rman/pancake/lgré6cl6l 1 1
channel ORA AUX DISK 1: piece handle=/rman/pancake/lgrécléel 1 1
tag=ONTAP MIGRATION
channel ORA AUX DISK 1: restored backup piece 1
channel ORA AUX DISK 1: restore complete, elapsed time: 00:00:07
Finished restore at 24-MAY-16
contents of Memory Script:
{

switch clone datafile all;
}
executing Memory Script
datafile 1 switched to datafile copy
input datafile copy RECID=5 STAMP=912655725 file
name=/oradata/pancake/pancake.dbf
datafile 2 switched to datafile copy
input datafile copy RECID=6 STAMP=912655725 file
name=/oradata/pancake/sysaux.dbf
datafile 3 switched to datafile copy
input datafile copy RECID=7 STAMP=912655725 file
name=/oradata/pancake/undotbsl.dbf
datafile 4 switched to datafile copy
input datafile copy RECID=8 STAMP=912655725 file
name=/oradata/pancake/users.dbf
Finished Duplicate Db at 24-MAY-16

Min BEEH!
WA, BOIREANRERIEELZZFUE, IFMAIRRFES NI R, RESNAESILFREIEEL
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RIS EArepakrsyncE HI3X 4

FLRGIA. BER /rman BERE—INFSHEE., AIHEIBHIEENTBHEIREEER,

HPp—PMEENRFERE disk format ke HMHIHMEIETNN 2h 2e 2a.dbf, RINVBIERIBIEEN
SRS . FYISHMAEDE. REFEAE. BX5ME 1og archive format='st %s %r.dbf &
B LBHMALLRERRS. FIISTEEDMRIIETIINAE. RRERE. FLNESEXHEHERALIE
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R == P SE=y i
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RMAN> configure channel device type disk format
'/rman/pancake/logship/%h %e %a.dbf';

old RMAN configuration parameters:

CONFIGURE CHANNEL DEVICE TYPE DISK FORMAT
'/rman/pancake/arch/%$h %e %a.dbf';

new RMAN configuration parameters:

CONFIGURE CHANNEL DEVICE TYPE DISK FORMAT
'/rman/pancake/logship/%h %e %a.dbf';

new RMAN configuration parameters are successfully stored

released channel: ORA DISK 1

RMAN> backup as copy archivelog from time 'sysdate-2';

Starting backup at 24-MAY-16

current log archived

allocated channel: ORA DISK 1

channel ORA DISK 1: SID=373 device type=DISK

channel ORA DISK 1: starting archived log copy

input archived log thread=1 sequence=54 RECID=70 STAMP=912658508
output file name=/rman/pancake/logship/1 54 912576125.dbf RECID=123
STAMP=912659482

channel ORA DISK 1: archived log copy complete, elapsed time: 00:00:01
channel ORA DISK 1: starting archived log copy

input archived log thread=1 sequence=41 RECID=29 STAMP=912654101
output file name=/rman/pancake/logship/1 41 912576125.dbf RECID=124
STAMP=912659483

channel ORA DISK 1: archived log copy complete, elapsed time: 00:00:01

channel ORA DISK 1: starting archived log copy

input archived log thread=1 sequence=45 RECID=33 STAMP=912654688
output file name=/rman/pancake/logship/1 45 912576125.dbf RECID=152
STAMP=912659514

channel ORA DISK 1: archived log copy complete, elapsed time: 00:00:01
channel ORA DISK 1: starting archived log copy

input archived log thread=1 sequence=47 RECID=36 STAMP=912654809
output file name=/rman/pancake/logship/1 47 912576125.dbf RECID=153
STAMP=912659515

channel ORA DISK 1: archived log copy complete, elapsed time: 00:00:01
Finished backup at 24-MAY-16

IEAEER
XHEUFANBEMER. JULKHGSREHEREN] recover database until cancel AGEMN

auTO BHIEMFMERTARS. SHXHEFEERIIAETEMBE] /logs/archive, BXSEARMANRTF
AERNMERLE, EMEHIEEZA. IR TARIRR EERIEME.
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SQL> alter system set log archive dest 1='LOCATION=/rman/pancake/logship'
scope=memory;

System altered.

SQL> recover standby database until cancel;

ORA-00279: change 560224 generated at 05/24/2016 03:25:53 needed for
thread 1

ORA-00289: suggestion : /rman/pancake/logship/1 49 912576125.dbf
ORA-00280: change 560224 for thread 1 is in sequence #49

Specify log: {<RET>=suggested | filename | AUTO | CANCEL}

AUTO

ORA-00279: change 560353 generated at 05/24/2016 03:29:17 needed for
thread 1

ORA-00289: suggestion : /rman/pancake/logship/1 50 912576125.dbf
ORA-00280: change 560353 for thread 1 is in sequence #50

ORA-00278: log file '/rman/pancake/logship/1 49 912576125.dbf' no longer
needed

for this recovery

ORA-00279: change 560591 generated at 05/24/2016 03:33:56 needed for
thread 1

ORA-00289: suggestion : /rman/pancake/logship/1 54 912576125.dbf
ORA-00280: change 560591 for thread 1 is in sequence #54

ORA-00278: log file '/rman/pancake/logship/1 53 912576125.dbf' no longer
needed

for this recovery

ORA-00308: cannot open archived log
'/rman/pancake/logship/1 54 912576125.dbf’

ORA-27037: unable to obtain file status

Linux-x86 64 Error: 2: No such file or directory

Additional information: 3

RAIEATEEREHIR. BEXZEEN, ERIETsqplusEEEHRFEBEX S BRLFZX MG R
EIR AT aE R H & XX [ 71T,

NREIUEEH IS AS 2RI KFREIERE. NRERTHIE—R, AEASHTERNER. AR, &I
2R U ERSESHITRIREIE. UEHXREMBAE.

HERTERIMER

TEASHER T ARUBPUTERS. TBIEAERE/LREZUERNET RSO, XEME SR HSHS5
EEE R A EEEHEITENE R, XA LUIARTEIRE tE'_H"’?Eﬁu*DIEIﬂE’J*&?EE"‘

BILURMRS LSRR, B0, SILAERIGEIEE Btk Ta<. UMRATAEEENUEREER.
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[oracle@jfscl pancake]$ cat copylogs.rman
configure channel device type disk format
'/rman/pancake/logship/%h %$e %a.dbf';

backup as copy archivelog from time 'sysdate-2';

[oracle@jfscl pancake]$ rman target / cmdfile=copylogs.rman
Recovery Manager: Release 12.1.0.2.0 - Production on Tue May 24 04:36:19
2016

Copyright (c) 1982, 2014, Oracle and/or its affiliates. All rights
reserved.

connected to target database: PANCAKE (DBID=3574534589)

RMAN> configure channel device type disk format
'/rman/pancake/logship/%h %e %a.dbf';

2> backup as copy archivelog from time 'sysdate-2';

3>

4>

using target database control file instead of recovery catalog

old RMAN configuration parameters:

CONFIGURE CHANNEL DEVICE TYPE DISK FORMAT
'/rman/pancake/logship/%$h %e %a.dbf';

new RMAN configuration parameters:

CONFIGURE CHANNEL DEVICE TYPE DISK FORMAT
'/rman/pancake/logship/%$h %e %a.dbf';

new RMAN configuration parameters are successfully stored

Starting backup at 24-MAY-16

current log archived

allocated channel: ORA DISK 1

channel ORA DISK 1: SID=369 device type=DISK

channel ORA DISK 1: starting archived log copy

input archived log thread=1 sequence=54 RECID=123 STAMP=912659482
RMAN-03009: failure of backup command on ORA DISK 1 channel at 05/24/2016
04:36:22

ORA-19635: input and output file names are identical:
/rman/pancake/logship/1 54 912576125.dbf

continuing other Jjob steps, job failed will not be re-run

channel ORA DISK 1: starting archived log copy

input archived log thread=1 sequence=41 RECID=124 STAMP=912659483
RMAN-03009: failure of backup command on ORA DISK 1 channel at 05/24/2016
04:36:23

ORA-19635: input and output file names are identical:
/rman/pancake/logship/1 41 912576125.dbf

continuing other job steps, job failed will not be re-run

channel ORA DISK 1: starting archived log copy



input archived log thread=1 sequence=45 RECID=152 STAMP=912659514
RMAN-03009: failure of backup command on ORA DISK 1 channel at 05/24/2016
04:36:55

ORA-19635: input and output file names are identical:
/rman/pancake/logship/1 45 912576125.dbf

continuing other Jjob steps, job failed will not be re-run

channel ORA DISK 1: starting archived log copy

input archived log thread=1 sequence=47 RECID=153 STAMP=912659515
RMAN-00571: ===========================================================
RMAN-00569: =============== ERROR MESSAGE STACK FOLLOWS ===============
RMAN-00571: ===========================================================
RMAN-03009: failure of backup command on ORA DISK 1 channel at 05/24/2016
04:36:57

ORA-19635: input and output file names are identical:
/rman/pancake/logship/1 47 912576125.dbf

Recovery Manager complete.

WEIBEG. DANEH#TENER. siENRG 2R T WREERsqlplusFohiE T recover database
until cancel, AJLUBRMSKINERI. Lt ERRGIERPPIRMA T&HALEE LEREE" . %
TEZ—1MESH. ATRESEEMRENSER. WIRERFESEIEE TS TERERBERNMEZA,
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[root@jfsc2 pancakel# ./replaylogs.pl PANCAKE

ORACLE SID = [oracle] ? The Oracle base has been set to /orabin
SQL*Plus: Release 12.1.0.2.0 Production on Tue May 24 04:47:10 2016
Copyright (c) 1982, 2014, Oracle. All rights reserved.

Connected to:

Oracle Database 12c Enterprise Edition Release 12.1.0.2.0 - 64bit
Production

With the Partitioning, OLAP, Advanced Analytics and Real Application
Testing options

SQL> ORA-00279: change 560591 generated at 05/24/2016 03:33:56 needed for
thread 1

ORA-00289: suggestion : /rman/pancake/logship/1l 54 912576125.dbf
ORA-00280: change 560591 for thread 1 is in sequence #54

Specify log: {<RET>=suggested | filename | AUTO | CANCEL}

ORA-00279: change 562219 generated at 05/24/2016 04:15:08 needed for
thread 1

ORA-00289: suggestion : /rman/pancake/logship/1 55 912576125.dbf
ORA-00280: change 562219 for thread 1 is in sequence #55

ORA-00278: log file '/rman/pancake/logship/1l 54 912576125.dbf' no longer
needed for this recovery

ORA-00279: change 562370 generated at 05/24/2016 04:19:18 needed for
thread 1

ORA-00289: suggestion : /rman/pancake/logship/1 56 912576125.dbf
ORA-00280: change 562370 for thread 1 is in sequence #56

ORA-00278: log file '/rman/pancake/logship/1 55 912576125.dbf' no longer
needed for this recovery

ORA-00279: change 563137 generated at 05/24/2016 04:36:20 needed for
thread 1

ORA-00289: suggestion : /rman/pancake/logship/1l 65 912576125.dbf
ORA-00280: change 563137 for thread 1 is in sequence #65

ORA-00278: log file '/rman/pancake/logship/1l 64 912576125.dbf' no longer
needed for this recovery

ORA-00308: cannot open archived log
'/rman/pancake/logship/1 65 912576125.dbf’

ORA-27037: unable to obtain file status

Linux-x86 64 Error: 2: No such file or directory

Additional information: 3

SQL> Disconnected from Oracle Database 12c Enterprise Edition Release
12.1.0.2.0 - 64bit Production

With the Partitioning, OLAP, Advanced Analytics and Real Application
Testing options



B

ERFHRIREIFIMGR. BFRITRARERT. FRABMXHRSZNE. A UEMHFRISHNSIERESRGHE

FE100% R . HARGEMEASEZREFMEY. ERASMEELIULER, ReBRMEHREHIEBE.

NTHRAZIEZREMEIE. DIEEMEREXHRIQHIERE,

1. B, WIBEIEREE. UBRASHITEMEN. WEEIEEEERITRIRRE. XAIFEEM/EX

IR T2 o

2 PITIP BE. RSBBIEEFELEMURSEIE— T EIER. BEXHRC
3. BHIATHETIY. UHREIMBETPIEREMRNEE, Alt. BBITUTHL:

SQL> create table cutovercheck as select * from dba users;

Table created.

SQL> alter system archive log current;

System altered.

SQL> shutdown immediate;
Database closed.

Database dismounted.
ORACLE instance shut down.

4. BERIRE—NIMEE. BBITUTHS, BEFELTETA. BRITH.

SQL> startup mount;
ORACLE instance started.

Total System Global Area 805306368
Fixed Size 2929552
Variable Size 331353200
Database Buffers 465567744
Redo Buffers 5455872

Database mounted.

S EEHAMBE. BWBITUTHL:

bytes
bytes
bytes
bytes
bytes
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RMAN> configure channel device type disk format
'/rman/pancake/logship/%h %e %a.dbf';

2> backup as copy archivelog from time 'sysdate-2';

3>

4>

using target database control file instead of recovery catalog
old RMAN configuration parameters:

CONFIGURE CHANNEL DEVICE TYPE DISK FORMAT
'/rman/pancake/logship/%h %e %a.dbf';

new RMAN configuration parameters:

CONFIGURE CHANNEL DEVICE TYPE DISK FORMAT
'/rman/pancake/logship/%h %e %a.dbf';

new RMAN configuration parameters are successfully stored
Starting backup at 24-MAY-16

allocated channel: ORA DISK 1

channel ORA DISK 1: SID=8 device type=DISK

channel ORA DISK 1: starting archived log copy

input archived log thread=1 sequence=54 RECID=123 STAMP=912659482
RMAN-03009: failure of backup command on ORA DISK 1 channel at
05/24/2016 04:58:24

ORA-19635: input and output file names are identical:
/rman/pancake/logship/1 54 912576125.dbf

continuing other Jjob steps, job failed will not be re-run

channel ORA DISK 1: starting archived log copy

input archived log thread=1 sequence=45 RECID=152 STAMP=912659514
RMAN-03009: failure of backup command on ORA DISK 1 channel at
05/24/2016 04:58:58

ORA-19635: input and output file names are identical:
/rman/pancake/logship/1 45 912576125.dbf

continuing other Jjob steps, job failed will not be re-run

channel ORA DISK 1: starting archived log copy

input archived log thread=1 sequence=47 RECID=153 STAMP=912659515
RMAN-00571: ===========================================================
RMAN-00569: =============== ERROR MESSAGE STACK FOLLOWS ===============
RMAN-00571: ===========================================================
RMAN-03009: failure of backup command on ORA DISK 1 channel at
05/24/2016 04:59:00

ORA-19635: input and output file names are identical:
/rman/pancake/logship/1 47 912576125.dbf

6. &fa. MRSV LERHERAIMAE.
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[root@jfsc2 pancakel# ./replaylogs.pl PANCAKE

ORACLE SID = [oracle] ? The Oracle base has been set to /orabin
SQL*Plus: Release 12.1.0.2.0 Production on Tue May 24 05:00:53 2016
Copyright (c) 1982, 2014, Oracle. All rights reserved.

Connected to:

Oracle Database 12c Enterprise Edition Release 12.1.0.2.0 - 64bit
Production

With the Partitioning, OLAP, Advanced Analytics and Real Application
Testing options

SQL> ORA-00279: change 563137 generated at 05/24/2016 04:36:20 needed
for thread 1

ORA-00289: suggestion : /rman/pancake/logship/1l 65 912576125.dbf
ORA-00280: change 563137 for thread 1 is in sequence #65

Specify log: {<RET>=suggested | filename | AUTO | CANCEL}

ORA-00279: change 563629 generated at 05/24/2016 04:55:20 needed for
thread 1

ORA-00289: suggestion : /rman/pancake/logship/l1 66 912576125.dbf
ORA-00280: change 563629 for thread 1 is in sequence #66

ORA-00278: log file '/rman/pancake/logship/1l 65 912576125.dbf' no longer
needed

for this recovery

ORA-00308: cannot open archived log
'/rman/pancake/logship/1 66 912576125.dbf’

ORA-27037: unable to obtain file status

Linux-x86 64 Error: 2: No such file or directory

Additional information: 3

SQL> Disconnected from Oracle Database 12c Enterprise Edition Release
12.1.0.2.0 - 64bit Production

With the Partitioning, OLAP, Advanced Analytics and Real Application
Testing options

7. M. ERIFEHIE. SIEEEESITFNERBUIEERIOVENRESIERE. ARBITH.

SQL> alter database activate standby database;
Database altered.
SQL> alter database open;

Database altered.

8. WIAREBFERER. ARRKEKT.



SQL> desc cutovercheck

Name Null? Type

USERNAME NOT NULL VARCHARZ2 (128)
USER ID NOT NULL NUMBER
PASSWORD VARCHARZ2 (4000)
ACCOUNT_ STATUS NOT NULL VARCHARZ2 (32)
LOCK DATE DATE

EXPIRY DATE DATE

DEFAULT TABLESPACE NOT NULL VARCHARZ2 (30)
TEMPORARY TABLESPACE NOT NULL VARCHARZ2 (30)
CREATED NOT NULL DATE

PROFILE NOT NULL VARCHARZ2 (128)
INITIAL RSRC CONSUMER GROUP VARCHARZ2 (128)
EXTERNAL NAME VARCHARZ2 (4000)
PASSWORD VERSIONS VARCHARZ2 (12)
EDITIONS ENABLED VARCHARZ2 (1)
AUTHENTICATION TYPE VARCHAR2 (8)
PROXY ONLY CONNECT VARCHAR2 (1)
COMMON VARCHAR2Z (3)
LAST LOGIN TIMESTAMP (9) WITH
TIME ZONE

ORACLE MAINTAINED VARCHARZ2 (1)

SQL> drop table cutovercheck;
Table dropped.

THHTEMHBE SIS

B, BRTEMBEEZIN HIBERAARER, REXMERNERERSZ. HEHAREINERESIRES

%o SnapManager for Oracle\ SnapCenter#{INetApp Snap Creator{Zfi & IEIESR %F‘nu_ﬂll’i¥ﬂﬂﬁﬁiﬁl‘ﬁ§;&

%F BrjREEE Q%Y#%W%MOW¥EMEU BIEX MM HEETE. W ELEeMITER. BAE
SHEMBAER EIX\ ARERMERIERR. FEit. ¥NEFHEMEMEE.

IRESRIFEE R, AT FHHIT.

YR EMASEKE
1. HEEMBATANKEREENNARS
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SQL> select group#]| |
GROUP#| | '' | | MEMBER

'| Imember from v$logfile;

1 /redo0/NTAP/redolla.
1 /redol/NTAP/redo0lb.
2 /redo0/NTAP/redo02a.
2 /redol/NTAP/redo02b.
3 /redo0/NTAP/redoO3a.
3 /redol/NTAP/redo03Db.

rows selected.

2. WANEMBTRIR.

SQL> select group#||"'
GROUP#||"'"'| |BYTES

log
log
log
log
log
log

'| |bytes from v$log;

1 524288000
2 524288000
3 524288000

BIEFHAE

1. WFEIEMBEE. SIB— AN GEEEERHHAE,

SQL> alter database add logfile ('/newredoO/redo0Ola.log',
' /newredol/redo0lb.log') size 500M;

Database altered.

SQL> alter database add logfile ('/newredoO/redo02a.log',
' /newredol/redo02b.log') size 500M;

Database altered.

SQL> alter database add logfile ('/newredoO/redo03a.log',
' /newredol/redo03b.log') size 500M;

Database altered.
SQL>

2. IR E,
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SQL> select group#||' '||member from v$logfile;
GROUP#| | ''| |IMEMBER

1 /redo0/NTAP/redoOla.log
1 /redol/NTAP/redo0lb.log
2 /redo0O/NTAP/redo02a.log
2 /redol/NTAP/redo02b.log
3 /redo0O/NTAP/redo03a.log
3 /redol/NTAP/redo03b.log
4 /newredoO/redo0la.log

4 /newredol/redo0Olb.log

5 /newredo0O/redo02a.log

5 /newredol/redo02b.log

6 /newredo0O/redo03a.log

6 /newredol/redo03b.log
12 rows selected.

EFIBEE

1. EFIAAE (L. 2703),

SQL> alter database drop logfile group 1;
Database altered.
SQL> alter database drop logfile group 2;
Database altered.
SQL> alter database drop logfile group 3;
Database altered.

2. NRBEHIR. SBEXENFE RS, IFRGERE T —MEEUBRRMEHBHAT2RNER, 5

3.

42

ST IRl MR T IBMI BN BEXHH2NZIRARIEL. A BEXGPNEENEE.

SQL> alter database drop logfile group 2;

alter database drop logfile group 2

*

ERROR at line 1:

ORA-01623: log 2 is current log for instance NTAP (thread 1) - cannot
drop

ORA-00312: online log 2 thread 1: '/redoO/NTAP/redo02a.log'
ORA-00312: online log 2 thread 1: '/redol/NTAP/redo02b.log'

AEFEEN L RE R RTHERAEX .



SQL> alter system archive log current;
System altered.

SQL> alter system checkpoint;

System altered.

SQL> alter database drop logfile group 2;
Database altered.

4. REMXERFFRERAE. HITIHIERREIM D,

ENNBIRE ]

S5HIERERIZ—F. EENEHITIBUE MR FEHEENETG %

mE2. BRN"RERXA"BREEE.
BAXMRRAGEZAEECRKITER. BEHEAEEZMNE. RATHEEREHFRRMG. METZIRES.
RSB A RIFREFE, TERGIZR. XHEFBUEIBIREMAZTE. RAEERIRIEFIRZA.
WK AR, REFNGEIURS XHHPHENR. Eib. FHRERIZE. 42 XHE TS
MRAFERITETUREFIZRRARE. WETENH T REENEN AZEEEESR(LVM). FEF
ZLVMIEDL. BfEOracle ASM. FREXEETERAABMMBIIIE. EHE—LAIEENRGl. EAZHIER
T AILERREEAAMFEBIER FEpEB.

XHRREIXHRGEH

FNREEREFIRENE AL, HRMEFREREFIREREN. EXER— I SENENTRE. THRAEEXIE
RS, WIEENFMEAKNT IR, N EIFERE. BAEFZEMREHE 8%, RABELZF

EEHNEXHERAERIANRE. ARENBIRSBUHREMASHBAIMA LFIEHIE. TUNERERER
S, UHERERERRMET. MASHNAFHEIRIX, BFIOXE B 2MNINFHESTE. R

25 o A

BRHREME,
UTFRAERT R RETZHI—IEDL
environment

EXHAFRIT

* HEIXH RS

ontap-nfsl:/hostl oradata 52428800 16196928 36231872 31%
/oradata
ontap-nfsl:/hostl logs 49807360 548032 49259328 2% /logs

RS
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ontap-nfsl:/hostl logs new 49807360 128 49807232 1
/new/logs

ontap-nfsl:/hostl oradata new 49807360 128 49807232 1
/new/oradata

o°

o°

757

IR IR BUEEEENHIT IR, RE|XABRIEEH SRR, BURBIEIB SN MIEE. NE &
RRENNEIEXEE. WA LRIARS ZI 28R4, ERRZAIER LR EA A HEr 1R,

BRI BIRIZAET B 51T AT RLE:

* IEfERHEERE

* FIAE XA AR RRS

* BRXA RSP RFESIEERZIBIR XA RS, NMREPIEXHRIR
* ENEGTIE RS

* ARSI XA RGERNREEMERRI XGRS

RIET R
1. RAERIERE.

[root@hostl current]# ./dbshut.pl NTAP

ORACLE SID = [oracle] ? The Oracle base has been set to /orabin
SQL*Plus: Release 12.1.0.2.0 Production on Thu Dec 3 15:58:48 2015
Copyright (c) 1982, 2014, Oracle. All rights reserved.

Connected to:

Oracle Database 12c Enterprise Edition Release 12.1.0.2.0 - 64bit
Production

With the Partitioning, OLAP, Advanced Analytics and Real Application
Testing options

SQL> Database closed.

Database dismounted.

ORACLE instance shut down.

SQL> Disconnected from Oracle Database 12c Enterprise Edition Release
12.1.0.2.0 - 64bit Production

With the Partitioning, OLAP, Advanced Analytics and Real Application
Testing options

NTAP shut down

2. BXMHRFHERARFE, sILAERMAERMTEMIIRIE. S0FR RS R R
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[root@hostl current]# ./mk.fs.readonly.pl /oradata
/oradata unmounted

/oradata mounted read-only

[root@hostl current]# ./mk.fs.readonly.pl /logs
/logs unmounted

/logs mounted read-only

3. WIAXHRAMEN R

ontap-nfsl:/hostl oradata on /oradata type nfs
(ro,bg,vers=3,rsize=65536,wsize=65536,addr=172.20.101.10)
ontap-nfsl:/hostl logs on /logs type nfs
(ro,bg,vers=3,rsize=65536,wsize=65536,addr=172.20.101.10)

4 BXHRFEANBERED rsync B!

[root@hostl current]# rsync -rlpogt --stats --progress
--exclude=.snapshot /oradata/ /new/oradata/
sending incremental file list
Y
NTAP/
NTAP/IOPS.dbf
10737426432 100% 153.50MB/s 0:01:06 (xfer#l, to-check=10/13)
NTAP/iops.dbf.zip
22823573 100% 12.09MB/s 0:00:01 (xfer#2, to-check=9/13)

NTAP/undotbs02.dbf

1073750016 100% 131.60MB/s 0:00:07 (xfer#10, to-check=1/13)
NTAP/users0l.dbf
5251072 100% 3.95MB/s 0:00:01 (xfer#ll, to-check=0/13)

Number of files: 13

Number of files transferred: 11

Total file size: 18570092218 bytes

Total transferred file size: 18570092218 bytes
Literal data: 18570092218 bytes

Matched data: 0 bytes

File list size: 277

File list generation time: 0.001 seconds

File list transfer time: 0.000 seconds

Total bytes sent: 18572359828

Total bytes received: 228

sent 18572359828 bytes received 228 bytes 162204017.96 bytes/sec
total size is 18570092218 speedup is 1.00
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[root@hostl current]# rsync -rlpogt --stats —--progress

--exclude=.snapshot /logs/ /new/logs/
sending incremental file list

./
NTAP/
NTAP/1 22 897068759.dbf

45523968 100% 95.98MB/s 0:00:00
NTAP/1 23 897068759.dbf

40601088 100% 49.45MB/s 0:00:00
NTAP/redo/redo02.1log

52429312 100% 44 .68MB/s 0:00:01
NTAP/redo/redo03.1og

52429312 100% 68.03MB/s 0:00:00

18
Number of files transferred: 13
527032832 bytes

Number of files:

Total file size:
Total transferred file size:
Literal data: 527032832 bytes
Matched data: 0 bytes

File list size: 413

File list generation time: 0.001 seconds
File list transfer time: 0.000 seconds
527098156

Total bytes received: 278

sent 527098156 bytes received 278 bytes
total size is 527032832

Total bytes sent:

speedup is 1.00

(xfer#l, to-check=15/18)

(xfer#2, to-check=14/18)

(xfer#12, to-check=1/18)

(xfer#13, to-check=0/18)

527032832 bytes

95836078.91 bytes/sec

o HHIAXHRAHENEUSFINEIE. FIUCEAMAERMTSARILIRIE. WFIR "SR &

[root@hostl current]#
/new/logs unmounted
/logs unmounted
Updated /logs mounted
[root@hostl current]#
/new/oradata unmounted
/oradata unmounted
Updated /oradata mounted

6. HWIAMTX RS ERAL
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./swap.fs.pl /logs,/new/logs

./swap.fs.pl /oradata,/new/oradata
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ontap-nfsl:/hostl logs new on /logs type nfs
(rw,bg,vers=3,rsize=65536,wsize=65536,addr=172.20.101.10)
ontap-nfsl:/hostl oradata new on /oradata type nfs
(rw,bg,vers=3,rsize=65536,wsize=65536,addr=172.20.101.10)

7. BohEiERE.

[root@hostl current]# ./dbstart.pl NTAP

ORACLE SID = [oracle] ? The Oracle base has been set to /orabin
SQL*Plus: Release 12.1.0.2.0 Production on Thu Dec 3 16:10:07 2015
Copyright (c) 1982, 2014, Oracle. All rights reserved.

Connected to an idle instance.

SQL> ORACLE instance started.

Total System Global Area 805306368 bytes

Fixed Size 2929552 bytes
Variable Size 390073456 bytes
Database Buffers 406847488 bytes
Redo Buffers 5455872 bytes

Database mounted.

Database opened.

SQL> Disconnected from Oracle Database 12c Enterprise Edition Release
12.1.0.2.0 - 64bit Production

With the Partitioning, OLAP, Advanced Analytics and Real Application
Testing options

NTAP started

Fe& Bapfeiein
HERGIMAIZR HIEESIDRSH. FRIRARDRHIIXAHRSX . NTF LEERERA. ssLrRhART:

[root@hostl current]# ./migrate.oracle.fs.pl NTAP /logs, /new/logs
/oradata, /new/oradata

WITUCRBIRIZAES ., IRFIZRESHAITUTFEY . MREERASBEFBEIHIR. WRKIE:

1. RAEIRE,
2. BERIXGRRER N RIFRE,
3. FAESHRHNENNHRASH. HEE—IXHERFZRATIE-_IXHERS,
4. HIETRIHIX GRS,
S. B /etc/fstab X, WATFFAR:
a. FRIERD /etc/fstab.bako



b. FRE A X H RS LFIRE.

C. AERIREH SR XAERRALE—THFE.
6. HEHNMH RS,
7. BEhEERE.

AT ARt 7 RIS TR 1 -

[root@hostl current]# ./migrate.oracle.fs.pl NTAP /logs, /new/logs
/oradata, /new/oradata

ORACLE SID = [oracle] ? The Oracle base has been set to /orabin
SQL*Plus: Release 12.1.0.2.0 Production on Thu Dec 3 17:05:50 2015
Copyright (c) 1982, 2014, Oracle. All rights reserved.

Connected to:

Oracle Database 12c Enterprise Edition Release 12.1.0.2.0 - 64bit
Production

With the Partitioning, OLAP, Advanced Analytics and Real Application
Testing options

SQL> Database closed.

Database dismounted.

ORACLE instance shut down.

SQL> Disconnected from Oracle Database 12c Enterprise Edition Release
12.1.0.2.0 - 64bit Production

With the Partitioning, OLAP, Advanced Analytics and Real Application
Testing options

NTAP shut down

sending incremental file list

./
NTAP/
NTAP/1 22 897068759.dbf
45523968 100% 185.40MB/s 0:00:00 (xfer#l, to-check=15/18)
NTAP/1 23 897068759.dbf
40601088 100%  81.34MB/s 0:00:00 (xfer#2, to-check=14/18)

NTAP/redo/redo02.1log

52429312 100% 70.42MB/s 0:00:00 (xfer#12, to-check=1/18)
NTAP/redo/redo03.1log
52429312 100% 47.08MB/s 0:00:01 (xfer#13, to-check=0/18)

Number of files: 18

Number of files transferred: 13

Total file size: 527032832 bytes

Total transferred file size: 527032832 bytes
Literal data: 527032832 bytes

Matched data: 0 bytes

File list size: 413

File list generation time: 0.001 seconds
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File list transfer time: 0.000 seconds

Total bytes sent: 527098156

Total bytes received: 278

sent 527098156 bytes received 278 bytes 150599552.57 bytes/sec
total size is 527032832 speedup is 1.00

Succesfully replicated filesystem /logs to /new/logs

sending incremental file list

./
NTAP/
NTAP/IOPS.dbf
10737426432 100% 176.55MB/s 0:00:58 (xfer#l, to-check=10/13)
NTAP/iops.dbf.zip
22823573 100% 9.48MB/s 0:00:02 (xfer#2, to-check=9/13)
NTAP/undotbs01.dbf
309338112 100% 70.76MB/s 0:00:04 (xfer#9, to-check=2/13)
NTAP/undotbs02.dbf
1073750016 100% 187.65MB/s 0:00:05 (xfer#10, to-check=1/13)
NTAP/users0l.dbf
5251072 100% 5.09MB/s 0:00:00 (xfer#1l, to-check=0/13)

Number of files: 13

Number of files transferred: 11

Total file size: 18570092218 bytes

Total transferred file size: 18570092218 bytes

Literal data: 18570092218 bytes

Matched data: 0 bytes

File list size: 277

File list generation time: 0.001 seconds

File list transfer time: 0.000 seconds

Total bytes sent: 18572359828

Total bytes received: 228

sent 18572359828 bytes received 228 bytes 177725933.55 bytes/sec
total size is 18570092218 speedup is 1.00

Succesfully replicated filesystem /oradata to /new/oradata

swap 0 /logs /new/logs

/new/logs unmounted

/logs unmounted

Mounted updated /logs

Swapped filesystem /logs for /new/logs

swap 1 /oradata /new/oradata

/new/oradata unmounted

/oradata unmounted

Mounted updated /oradata

Swapped filesystem /oradata for /new/oradata

ORACLE SID = [oracle] ? The Oracle base has been set to /orabin
SQL*Plus: Release 12.1.0.2.0 Production on Thu Dec 3 17:08:59 2015
Copyright (c) 1982, 2014, Oracle. All rights reserved.
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Connected to an idle instance.
SQL> ORACLE instance started.
Total System Global Area 805306368 bytes

Fixed Size 2929552 bytes
Variable Size 390073456 bytes
Database Buffers 406847488 bytes
Redo Buffers 5455872 bytes

Database mounted.

Database opened.

SQL> Disconnected from Oracle Database 12c Enterprise Edition Release
12.1.0.2.0 - 64bit Production

With the Partitioning, OLAP, Advanced Analytics and Real Application
Testing options

NTAP started

[root@hostl current]#

Oracle ASM spfileflpasswdiT#%

SERP RASMABIERB I — 1 R MERASME B fspfile M ZRBXH. BINBE R T, XEXETHIEXERIETE XM
FE—PMASMEEELE FRIEERY, WNBRATUETFHMIPRFEASMEEEZLH. MAMEFHEN AT EIEIZASMIEF
Aspfile BRI 14

AREREEMEIXEXHFNS — 1 BFIEEEBEEEEIEI 4 (WSnapManager for Oracle3SnapCenter
Oracleffifh)HAiEl, XL @mMINGEZ —2. BEEFEITEHIESXHRIASM LUNRPIRESSRIREBR R EIEE, 1T
IHREREALFASMEEARN. AEBHRITER, REBATEHIEENSIBEXXHREETBASMEEAR. 7
R I L R) L,

MR ZHEE AT E S ASM spfile/passwd X . MIEZEEE AR —T A2 XA NASMEF], thdiEeE
HAEZHE. XEKEEZEBEERNE (Uspfile/passwdX {4,

environment

1. $UEEESID = TOAST

2. FRYSRIEIES 4 +DATA

3. FMEEI BEXHIEEIXH +10Gs

4. FBIASMIEZE AR/ +NEWDATA Fll +NEWLOGS

ASM spfile/passwd X {41 &

AILULRFMEREMXLEXF. BR. ATREEL. NetAppBICKABIEEIFR. UEHERXHEENRTE
fi. HEERECEWENH. WRRSHELFESTASMER. NBHEESHITIIRETE,

T EASMLA]

RIEPIZRVBIEREASMES] oratab XHASMLFIAH+FF SR
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-bash-4.1$ cat /etc/oratab | grep '~+'!
+ASM: /orabin/grid:N # line added by Agent

tEARSS 28 LA — 18 A9 +ASMBIASMSL A,

HIRFTE IR B X H)

ME—P] TLAYSMON#HAZR % 2 LE TE fEFARYASMSEAIRISMON, dNRFEF —1SMON#EIZ, MRTREIRENTE

BT,

-bash-4.1$ ps -ef | grep smon
oracle 857 1 0 18:26 2 00:00:00 asm_ smon_ +ASM

HE—BISMONHIZRASMKAIAR S, XEWRE KB EMBUEEFTIRIT. HEAIUR SR,
LRI 1R F P BRI XU Pz

HEIS

EREASM spfilefIZBX I HFIUE spget F pwget L

bash-4.1$ asmcmd
ASMCMD> spget
+DATA/spfile.ora

ASMCMD> pwget —--asm
+DATA/orapwasm

XA T BIERER +DATA HEE4H,

EHISfF

YN

MARIE

FEARBEXHEEFIZIFBIASMEERRLE spcopy Ml pweopy ARSI RFFHEARRILSIERN. HEYaiAT. ME]

REREREHTE,

ASMCMD> mount NEWDATA

ASMCMD> spcopy +DATA/spfile.ora +NEWDATA/spfile.ora
copying +DATA/spfile.ora -> +NEWDATA/spfilea.ora
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ASMCMD> pwcopy +DATA/orapwasm +NEWDATA/orapwasm
copying +DATA/orapwasm —-> +NEWDATA/orapwasm

XHEMESMES] +DATA to +NEWDATA,

EFTASMEE(

MIE. DAEFASMEGILURIRMUEENR. o spset M pwset BB T EMBNASMIEZEEHFRFERIASMITEL
o

ASMCMD> spset +NEWDATA/spfile.ora
ASMCMD> pwset --asm +NEWDATA/orapwasm

EREMEIHEEASM

tEBS. ASMSEBI R ERRLEX HRISRIUE, DMEFMBEHRG. FEERFIMANFUEEHEERLEX
. HEBOS SIS BIBIE

-bash-4.1$ sglplus / as sysasm
SQL> shutdown immediate;

ASM diskgroups volume disabled
ASM diskgroups dismounted

ASM instance shutdown

SQL> startup
ASM instance started
Total System Global Area 1140850688 bytes

Fixed Size 2933400 bytes
Variable Size 1112751464 bytes
ASM Cache 25165824 bytes

ORA-15032: not all alterations performed
ORA-15017: diskgroup "NEWDATA" cannot be mounted
ORA-15013: diskgroup "NEWDATA" is already mounted

B IB A s pfile FIZZ L S 14
WMRERITTRITIRESE. WERIBNXHEABBE. TER R,

-bash-4.1$ asmcmd
ASMCMD> rm +DATA/spfile.ora
ASMCMD> rm +DATA/orapwasm
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Oracle ASMZIASME|Zx

Oracle ASMZA R ER—MREUASEHERBNXE RS HTFXHRAFZER. B TERRMANKITE
HiR(E. BAETRIANIBIRRRENXER. EEN—LEFi, AJURAREMEDHET. EFETEH
BRAPER,

RERELHIRIBETASMBEIERE. REEZFEZFMASMBIIIEE. EMFRIBLUNBIER. JFASMIRKE
M PEEIFLUN, ZIFMEERREN. FREAIRIFETET. ERRIRHONRER, NRBEIThEESERERL.
ME— B9 R IR T ER.

A LU R iR EE R EM A SRS o SRR IS, MMERIGSIERIEAE. BIEETUELLZ
AIEEFUEHITEEMNA. MRLMEH. RISHIEREA]EAELRERER.

IRES BRI RRMANRITF SR 2 — EXXF— N0 WP HEITRIRE. BIeIZeED. AREIAEER
HITRT . AT EAREMB/NMENEE. FEEALLEE. RAERUEREFETIGELEFHERFRSER
BITH IR R,

EHIEERE

Oracle RMANZ /3 H R FASMEE R LE _ERYIREIERE 82— K30 (528)&I4s +DATA B ERVHRUE
+NEWDATA,
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-bash-4.1$ rman target /

Recovery Manager: Release 12.1.0.2.0 - Production on Sun Dec 6 17:40:03
2015

Copyright (c) 1982, 2014, Oracle and/or its affiliates. All rights
reserved.

connected to target database: TOAST (DBID=2084313411)

RMAN> backup as copy incremental level 0 database format '+NEWDATA' tag
'ONTAP MIGRATION';

Starting backup at 06-DEC-15

using target database control file instead of recovery catalog
allocated channel: ORA DISK 1

channel ORA DISK 1: SID=302 device type=DISK

channel ORA DISK 1: starting datafile copy

input datafile file number=00001
name=+DATA/TOAST/DATAFILE/system.262.897683141

input datafile file number=00004
name=+DATA/TOAST/DATAFILE/users.264.897683151

output file name=+NEWDATA/TOAST/DATAFILE/users.258.897759623
tag=ONTAP MIGRATION RECID=5 STAMP=897759622

channel ORA DISK 1: datafile copy complete, elapsed time: 00:00:01
channel ORA DISK 1: starting incremental level 0 datafile backup set
channel ORA DISK 1: specifying datafile(s) in backup set

including current SPFILE in backup set

channel ORA DISK 1: starting piece 1 at 06-DEC-15

channel ORA DISK 1: finished piece 1 at 06-DEC-15

piece
handle=+NEWDATA/TOAST/BACKUPSET/2015 12 06/nnsnn0_ontap migration 0.262.89
7759623 tag=ONTAP MIGRATION comment=NONE

channel ORA DISK 1: backup set complete, elapsed time: 00:00:01
Finished backup at 06-DEC-15

SEMIETTYIHE B E TR

BAAERHEHITIAIEBSTIR. URRIIEATESER ST —BENFEHE. WRAERLHm<S. EMN
AERAIREN S B R KRR,

RMAN> sgl 'alter system archive log current';
sql statement: alter system archive log current

XHAIRERHE
P BESEE. RABEFEXAAHETHARENRIRER. EXHREERE. BETUTH<:
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RMAN> shutdown immediate;

using target database control file instead of recovery catalog
database closed

database dismounted

Oracle instance shut down

RMAN> startup mount;

connected to target database (not started)

Oracle instance started

database mounted

Total System Global Area 805306368 bytes

Fixed Size 2929552 bytes

Variable Size 390073456 bytes

Database Buffers 406847488 bytes

Redo Buffers 5455872 bytes
EHIX M ED

MR IEETBHRRIFIGFELE. WATEDERIS M, SHEHIXAHRNRIAHIE100%4F. BEH
SCR] AR R S U B B E R R a1 BRI I AN,

RMAN> backup as copy current controlfile format '/tmp/TOAST.ctrl';
Starting backup at 06-DEC-15

allocated channel: ORA DISK 1

channel ORA DISK 1: SID=358 device type=DISK

channel ORA DISK 1: starting datafile copy

copying current control file

output file name=/tmp/TOAST.ctrl tag=TAG20151206T174753 RECID=6
STAMP=897760073

channel ORA DISK 1: datafile copy complete, elapsed time: 00:00:01
Finished backup at 06-DEC-15

SHEMN
Haspfile® SR TEIRASMEEA T LRI ENSIH. STEHAITRIE. fmiBPENpfilehkZ<BIAI4E
YRR

RMAN> create pfile='/tmp/pfile' from spfile;
Statement processed

FEpfile

S5 | FAIHASMEEARFIE S, URMETASMEEABRTR, ARFREEHMGENfle. R do_create &
BT
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LT RGIR. 5IA7T +pAaTA BENA +NEWDATA MEBREET, BMXBSHE do_create ATFHELE
Ha B 8 E AR S .

* . compatible="'12.1.0.2.0"

*.control files='+NEWLOGS/TOAST/CONTROLFILE/current.258.897683139"
*.db block size=8192

*. db_create file dest='+NEWDATA'

*. db create online log dest 1="'+NEWLOGS'

*.db domain=""

*.db_name='TOAST'

*.diagnostic dest='/orabin'

*.dispatchers="' (PROTOCOL=TCP) (SERVICE=TOASTXDB) '
*.log_archive dest 1='LOCATION=+NEWLOGS'

*.log archive format='%t %s %r.dbf’

E#frinit.ora>
REHETASMIEIREEER init.ora X FH SORACLE HOME/dbs BR. BEMfSRASMEZEH
Hspfiles X HHMEERFIFASMEER A FHNENMIE,

-bash-4.1$ cd SORACLE HOME/dbs
-bash-4.1$ cat initTOAST.ora
SPFILE="+DATA/TOAST/spfileTOAST.ora'

AN PR E B S

SPFILE=+NEWLOGS/TOAST/spfileTOAST.ora

EMIESHXG
Wz, BJLERERIERNpfileR REUER T spfile.

RMAN> create spfile from pfile='/tmp/pfile';
Statement processed

[B BN EHE R AT IR E T BYs pfile
BohEiERE. WIRCIEERHIERSspfile. HIEBMIZRMNRASERMBEAH—TENR.
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RMAN> startup nomount;
connected to target database (not started)

Oracle instance started

Total System Global Area 805306368 bytes

Fixed Size 2929552 bytes

Variable Size 373296240 bytes

Database Buffers 423624704 bytes

Redo Buffers 5455872 bytes
RIS M

RMANIEA] LURERMAN €12 By & 16l S B R R 2 Hrspfile s EVI B

RMAN> restore controlfile from
'+DATA/TOAST/CONTROLFILE/current.258.897683139"';

Starting restore at 06-DEC-15

using target database control file instead of recovery catalog
allocated channel: ORA DISK 1

channel ORA DISK 1: SID=417 device type=DISK

channel ORA DISK 1: copied control file copy

output file name=+NEWLOGS/TOAST/CONTROLFILE/current.273.897761061

Finished restore at 06-DEC-15

EEREREH BT X AR R B 5.

RMAN> alter database mount;
using target database control file instead of recovery catalog
Statement processed

SQL> show parameter control files;
NAME TYPE VALUE

control files string
+NEWLOGS/TOAST/CONTROLFILE/cur

rent.273.897761061

AEER

SEEYRERIBUENSIEX S, EEARIESZA. SINEHITRY, PEEHIEED

MEREBIEREIAEF, XEELEFIWT:

T —EgRYEl. PR
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1. FIITE SV BATHRMANIE E&%,

RMAN> backup incremental level 1 format '+NEWLOGS' for recover of copy
with tag 'ONTAP MIGRATION' database;

Starting backup at 06-DEC-15

allocated channel: ORA DISK 1

channel ORA DISK 1: SID=62 device type=DISK

channel ORA DISK 1: starting incremental level 1 datafile backup set
channel ORA DISK 1: specifying datafile(s) in backup set

input datafile file number=00001
name=+DATA/TOAST/DATAFILE/system.262.897683141

input datafile file number=00002
name=+DATA/TOAST/DATAFILE/sysaux.260.897683143

input datafile file number=00003
name=+DATA/TOAST/DATAFILE/undotbsl.257.897683145

input datafile file number=00004
name=+DATA/TOAST/DATAFILE/users.264.897683151

channel ORA DISK 1: starting piece 1 at 06-DEC-15

channel ORA DISK 1: finished piece 1 at 06-DEC-15

piece
handle=+NEWLOGS/TOAST/BACKUPSET/2015 12 06/nnndnl ontap migration 0.268.
897762693 tag=ONTAP MIGRATION comment=NONE

channel ORA DISK 1: backup set complete, elapsed time: 00:00:01
channel ORA DISK 1: starting incremental level 1 datafile backup set
channel ORA DISK 1: specifying datafile(s) in backup set

including current control file in backup set

including current SPFILE in backup set

channel ORA DISK 1: starting piece 1 at 06-DEC-15

channel ORA DISK 1: finished piece 1 at 06-DEC-15

piece
handle=+NEWLOGS/TOAST/BACKUPSET/2015 12 06/ncsnnl ontap migration 0.267.
897762697 tag=ONTAP MIGRATION comment=NONE

channel ORA DISK 1: backup set complete, elapsed time: 00:00:01
Finished backup at 06-DEC-15

2. ERHEE,
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RMAN> recover copy of database with tag 'ONTAP MIGRATION';
Starting recover at 06-DEC-15

using channel ORA DISK 1

channel ORA DISK 1: starting incremental datafile backup set restore
channel ORA DISK 1: specifying datafile copies to recover
recovering datafile copy file number=00001
name=+NEWDATA/TOAST/DATAFILE/system.259.897759609
recovering datafile copy file number=00002
name=+NEWDATA/TOAST/DATAFILE/sysaux.263.897759615
recovering datafile copy file number=00003
name=+NEWDATA/TOAST/DATAFILE/undotbsl.264.897759619
recovering datafile copy file number=00004
name=+NEWDATA/TOAST/DATAFILE/users.258.897759623

channel ORA DISK 1: reading from backup piece

+NEWLOGS/TOAST/BACKUPSET/2015 12 06/nnndnl ontap migration 0.268.8977626

93

channel ORA DISK 1: piece
handle=+NEWLOGS/TOAST/BACKUPSET/2015 12 06/nnndnl ontap migration 0.268.
897762693 tag=ONTAP MIGRATION

channel ORA DISK 1: restored backup piece 1

channel ORA DISK 1: restore complete, elapsed time: 00:00:01

Finished recover at 06-DEC-15

A&
RS R RIS N5 | BIRIS A ERVEIEX 4. HEXEEEHRHIEXHIIRZRER.

1. BERCENEIEX . BI81T switch database to copy Bi<:

RMAN> switch database to copy;

datafile 1 switched to datafile copy
"+NEWDATA/TOAST/DATAFILE/system.259.897759609"
datafile 2 switched to datafile copy
"+NEWDATA/TOAST/DATAFILE/sysaux.263.897759615"
datafile 3 switched to datafile copy
"+NEWDATA/TOAST/DATAFILE/undotbsl.264.897759619"
datafile 4 switched to datafile copy
"+NEWDATA/TOAST/DATAFILE/users.258.897759623"

ECEIEX AR ERINVEIEX . ERZEMBTHAENEEEN.

2. BEWFAERIRHE. 151817 recover database 3% YRBHE media recovery complete &
T R REE R,
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RMAN> recover database;

Starting recover at 06-DEC-15

using channel ORA DISK 1

starting media recovery

media recovery complete, elapsed time: 00:00:01
Finished recover at 06-DEC-15

LSRN ER T EESIEXXHRIIE, IRISEXGOAERS. EFRFEEH. ENENRRBIRIX M4,
HEESRIEXRA. ELbImiYEE S g B Eoh iR,

3. BEMEMIRIEIEN M. BELHRERME,

RMAN> select file#||' '||name from vStempfile;
FILE#]|]|'']| |NAME

1 +DATA/TOAST/TEMPFILE/temp.263.897683145

4. EFARMANSF S A MIEX IS BB MRENEMLIRETEIEX 4. R Oracle Managed Files (OMF)
By, THRTERW,; ASMEEHAMEE T, TABUEER. OMFSIHEEIASMEEH LNENUE. BE
MEAMNM. FIBTTUTEHL:

run {

set newname for tempfile 1 to '+NEWDATA';
switch tempfile all;

}

RMAN> run {

2> set newname for tempfile 1 to '+NEWDATA';
3> switch tempfile all;

4> 3}

executing command: SET NEWNAME

renamed tempfile 1 to +NEWDATA in control file

EREAEE%

dp iz, BEMAENUTRIGASMEEA b, EMASTTEZERENEM. HRk. RASLIE
—AFNEMBEHEERNZEES. ARR—AHEE.

1. HEEMBATANKEREENNARS
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RMAN> select group#||' '||member from v$logfile;
GROUP#| | '' | |MEMBER

1 +DATA/TOAST/ONLINELOG/group 1.261.897683139
2 +DATA/TOAST/ONLINELOG/group 2.259.897683139
3 +DATA/TOAST/ONLINELOG/group 3.256.897683139

2. WANEMBTRIRN.

RMAN> select group#||' '||bytes from v$log;
GROUP#||'"'| IBYTES

1 52428800

2 52428800

3 52428800

3. MFENEMEE. FRALRNEEECIRE— M. MRFAFEAOMF. MKTIEETERER, WREHLER
db create online log parameters@lFiFR~. B EHIGEI+NEWLOGS, @i ItEE. &I LUER L
TaH$RFNBEYES. MABEEXHUE. BELTHIETS EASMIEEA,

RMAN> alter database add logfile size 52428800;
Statement processed
RMAN> alter database add logfile size 52428800;
Statement processed
RMAN> alter database add logfile size 52428800;
Statement processed

4. FTFERIERE

SQL> alter database open;
Database altered.

°. ZEFIAAE.

RMAN> alter database drop logfile group 1;
Statement processed

6. NRBEHIR. SHETEMFENEE. HRFITIRET— B EAFRBIE H 26 éﬁ*ﬁ’é)ﬁo "F
HER TR 'JI‘%LL%EIEI{_L%E’JE,.,\YHZQHBE’JEEWEZ?EQE EA L BEX RN E AR &
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CERENEEFE. SRR EX .

RMAN> alter database drop logfile group 3;

RMAN-00571: ===========================================================
RMAN-00569: =============== ERROR MESSAGE STACK FOLLOWS ===============
RMAN-00571: ===========================================================
RMAN-03002: failure of sgl statement command at 12/08/2015 20:23:51
ORA-01623: log 3 is current log for instance TOAST (thread 4) - cannot
drop

ORA-00312: online log 3 thread 1:
'+LOGS/TOAST/ONLINELOG/group 3.259.897563549'
RMAN> alter system switch logfile;

Statement processed

RMAN> alter system checkpoint;

Statement processed

RMAN> alter database drop logfile group 3;

Statement processed

7. EEFRUBRMEETIENSEIIEER.

SQL> select name from vS$datafile;

SQL> select member from vS$Slogfile;

SQL> select name from v$Stempfile;

SQL> show parameter spfile;

SQL> select name, value from vSparameter where value 1s not null;

8. LTSRS 7t fEi it id iz
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[root@hostl current]# ./checkdbdata.pl TOAST
TOAST datafiles:
+NEWDATA/TOAST/DATAFILE/system.259.897759609
+NEWDATA/TOAST/DATAFILE/sysaux.263.897759615
+NEWDATA/TOAST/DATAFILE/undotbsl1.264.897759619
+NEWDATA/TOAST/DATAFILE/users.258.897759623
TOAST redo logs:
+NEWLOGS/TOAST/ONLINELOG/group 4.266.897763123
+NEWLOGS/TOAST/ONLINELOG/group 5.265.897763125
+NEWLOGS/TOAST/ONLINELOG/group 6.264.897763125
TOAST temp datafiles:
+NEWDATA/TOAST/TEMPFILE/temp.260.897763165
TOAST spfile

spfile string
+NEWDATA/spfiletoast.ora

TOAST key parameters

control files +NEWLOGS/TOAST/CONTROLFILE/current.273.897761061
log archive dest 1 LOCATION=+NEWLOGS

db create file dest +NEWDATA

db create online log dest 1 +NEWLOGS

9. INRASMEEFEABTEBEET. NIMER LUIEREEXLEHEEE asmend, B2, FIFZIBERT. BT EHMEK
EEMNSHESASM spfile/passwd X4 BT RETI1E 1T

-bash-4.1$ . oraenv

ORACLE SID = [TOAST] ? +ASM

The Oracle base remains unchanged with value /orabin
-bash-4.1$ asmcmd

ASMCMD> umount DATA

ASMCMD>

Oracle ASME|X R FRIE 2

Oracle ASMEIX f+ R ARITIRIEL B SASMEIASMEIIR(ED RIFEAMU. EREERMHNMEMRG. TEX
AEFFERT X4 RFAN S EAASME R AN TEGSMEE S KBNIEE.

SHIEIEE
Oracle RMANF T/ 251l FASMEEER 4H _ERYTREIBZE RIS 50 (522)&)4S +DATA B ERIFRAIE

/oradatao
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RMAN> backup as copy incremental level 0 database format
'/oradata/TOAST/%U' tag 'ONTAP MIGRATION';

Starting backup at 13-MAY-16

using target database control file instead of recovery catalog

allocated channel: ORA DISK 1

channel ORA DISK 1: SID=377 device type=DISK

channel ORA DISK 1: starting datafile copy

input datafile file number=00001 name=+ASMO/TOAST/system0l.dbf

output file name=/oradata/TOAST/data D-TOAST I-2098173325 TS-SYSTEM FNO-
1 01r5fhjg tag=ONTAP MIGRATION RECID=1 STAMP=911722099

channel ORA DISK 1: datafile copy complete, elapsed time: 00:00:07
channel ORA DISK 1: starting datafile copy

input datafile file number=00002 name=+ASMO/TOAST/sysaux0l.dbf

output file name=/oradata/TOAST/data D-TOAST I-2098173325 TS-SYSAUX FNO-
2 02r5fhjo tag=ONTAP MIGRATION RECID=2 STAMP=911722106

channel ORA DISK 1: datafile copy complete, elapsed time: 00:00:07
channel ORA DISK 1: starting datafile copy

input datafile file number=00003 name=+ASMO/TOAST/undotbsl01.dbf

output file name=/oradata/TOAST/data D-TOAST I-2098173325 TS-UNDOTBS1 FNO-
3_O3r5fhjt tag=ONTAP MIGRATION RECID=3 STAMP=911722113

channel ORA DISK 1: datafile copy complete, elapsed time: 00:00:07
channel ORA DISK 1: starting datafile copy

copying current control file

output file name=/oradata/TOAST/cf D-TOAST id-2098173325 04r5fhk5
tag=ONTAP MIGRATION RECID=4 STAMP=911722118

channel ORA DISK 1: datafile copy complete, elapsed time: 00:00:01
channel ORA DISK 1: starting datafile copy

input datafile file number=00004 name=+ASMO/TOAST/users0l.dbf

output file name=/oradata/TOAST/data D-TOAST I-2098173325 TS-USERS FNO-
4 05r5fhk6 tag=ONTAP MIGRATION RECID=5 STAMP=911722118

channel ORA DISK 1: datafile copy complete, elapsed time: 00:00:01
channel ORA DISK 1: starting incremental level 0 datafile backup set
channel ORA DISK 1: specifying datafile(s) in backup set

including current SPFILE in backup set

channel ORA DISK 1: starting piece 1 at 13-MAY-16

channel ORA DISK 1: finished piece 1 at 13-MAY-16

piece handle=/oradata/TOAST/06r5fhk7 1 1 tag=ONTAP MIGRATION comment=NONE
channel ORA DISK 1: backup set complete, elapsed time: 00:00:01

Finished backup at 13-MAY-16

SREIHITYIME BB

EHFRASEASEESERIANTE—BFAFNMMENE. FERFRITIEASHX. MR EALH<S. EME
SHARNZETRXBHIE ERFIPITAIEEETR. HiaTUTa<:
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RMAN> sgl 'alter system archive log current';
sql statement: alter system archive log current

RHAIRERHE
P BESEE. HABEFEXAAETHNRENRRER. BEXHREIERE. BaTUTH<:

RMAN> shutdown immediate;

using target database control file instead of recovery catalog
database closed

database dismounted

Oracle instance shut down

RMAN> startup mount;

connected to target database (not started)

Oracle instance started

database mounted

Total System Global Area 805306368 bytes

Fixed Size 2929552 bytes

Variable Size 331353200 bytes

Database Buffers 465567744 bytes

Redo Buffers 5455872 bytes
EHIX &)

EOIEHISE. LSRR IEEBHERERIGFHEUE. SHERIXARIRIAHIE100%04FE. EEHSKEH
R BB EX M1 & B E R RIGA BRI 2 E MR,

RMAN> backup as copy current controlfile format '/tmp/TOAST.ctrl';
Starting backup at 08-DEC-15

using channel ORA DISK 1

channel ORA DISK 1: starting datafile copy

copying current control file

output file name=/tmp/TOAST.ctrl tag=TAG20151208T194540 RECID=30
STAMP=897939940

channel ORA DISK 1: datafile copy complete, elapsed time: 00:00:01
Finished backup at 08-DEC-15

S EH

RMAN> create pfile='/tmp/pfile' from spfile;
Statement processed
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EHpfile

NEHS|RIBASMEEARNERSE. EREFRT. NRXESEABEX. WRRKERPR. EHEiUk
X R AR EHRFENGNfle, WRFILTTEBNBEIRRERE. EEMXESH, BETUTHS:

*.audit file dest='/orabin/admin/TOAST/adump'
*.,audit trail='db'

*.compatible="'12.1.0.2.0"

*.control files='/logs/TOAST/arch/control0l.ctl','/logs/TOAST/redo/control
02.ctl’

*.db block size=8192

*.db domain="'"

*.db _name='TOAST'

*.diagnostic_dest='/orabin'

*.dispatchers="' (PROTOCOL=TCP) (SERVICE=TOASTXDB) '
*.log archive dest 1='LOCATION=/logs/TOAST/arch'
*.log archive format='%t %s %Sr.dbf’

*.open cursors=300

*.pga_aggregate target=256m

* .processes=300

*.remote login passwordfile='EXCLUSIVE'

*.sga target=768m

*.undo_tablespace='UNDOTBS1'

MR YAinit.ora>

LI FH SORACLE HOME/dbs BHRH. BEAIT— pfiled. B{EIERASMiEZE A tspfilefVigtt. Eiff
RIFMEsplile AEFER. BXMHEERR. B2, B7GHEBBR. EAMRHIPIEFE. NWEELH.

[oracle@jfscl ~]$ cd SORACLE HOME/dbs

[oracle@jfscl dbs]$ cat initTOAST.ora
SPFILE="+ASMO/TOAST/spfileTOAST.ora'

[oracle@jfscl dbs]$ mv initTOAST.ora initTOAST.ora.prev
[oracle@jfscl dbs]$

EMIESHXG

XZsplileEMEMNNRE—DT, FBERREspfle. BUREEFEIMEFERATRINHBEI(ERER). XHNRN
AFLURI TR S HEFEIspfile & |

RMAN> create spfile from pfile='/tmp/pfile';
Statement processed
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BN EHE R AT IR E B BYspfile

TS A B SR FE AR R B S ERVBIRE . FHRERFHIsplile X FBohEiEE. BahEEEE ] LUERBHT
Bspfile{i & 1E# B HEIEE Mo

RMAN> shutdown immediate;

Oracle instance shut down

RMAN> startup nomount;

connected to target database (not started)
Oracle instance started

Total System Global Area 805306368 bytes
Fixed Size 2929552 bytes
Variable Size 331353200 bytes
Database Buffers 465567744 bytes
Redo Buffers 5455872 bytes

RIS

ERIZ LRIRERT — N EMITHIXH /tmp/TOAST . ctrl ERIEF BHHRHARA, FisplileHiTHIXH I EE
XA /1ogfs/TOAST/ctrl/ctrlfilel.ctrl M /logfs/TOAST/redo/ctrlfile2.ctrl, {BE. XLX
ey S

1. I L 2RI BIER IR 2 spfile P E X IR 1o

RMAN> restore controlfile from '/tmp/TOAST.ctrl';
Starting restore at 13-MAY-16

using channel ORA DISK 1

channel ORA DISK 1: copied control file copy
output file name=/logs/TOAST/arch/controlOl.ctl
output file name=/logs/TOAST/redo/control02.ctl
Finished restore at 13-MAY-16

2. SR ERG . UWEERRIITHIX4HE S B REIE.

RMAN> alter database mount;
Statement processed
released channel: ORA DISK 1

BABGIE control files B, BITUTH<T:
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SQL> show parameter control_files;
NAME TYPE VALUE

control files string
/1logs/TOAST/arch/controlOl.ctl

/1logs/TOAST/redo/control02.c
tl

AEER

SR SR EEER IR ENBIEX . WIASRDHIEX. AGA EERRIE. MRERISEES T —K
8], FriRVEREEIEREAEAEH. XEFRREBEILUATRNO S BHITES,

1. HITE 2V ETHIRMANIE &1,

RMAN> backup incremental level 1 format '/logs/TOAST/arch/%U' for
recover of copy with tag 'ONTAP MIGRATION' database;

Starting backup at 13-MAY-16

using target database control file instead of recovery catalog
allocated channel: ORA DISK 1

channel ORA DISK 1: SID=124 device type=DISK

channel ORA DISK 1: starting incremental level 1 datafile backup set
channel ORA DISK 1: specifying datafile(s) in backup set

input datafile file number=00001 name=+ASMO/TOAST/system01l.dbf
input datafile file number=00002 name=+ASMO/TOAST/sysaux0l.dbf
input datafile file number=00003 name=+ASMO0/TOAST/undotbsl0l.dbf
input datafile file number=00004 name=+ASMO/TOAST/users0l.dbf
channel ORA DISK 1: starting piece 1 at 13-MAY-16

channel ORA DISK 1: finished piece 1 at 13-MAY-16

piece handle=/logs/TOAST/arch/09r5fj8i 1 1 tag=ONTAP MIGRATION
comment=NONE

channel ORA DISK 1: backup set complete, elapsed time: 00:00:01
Finished backup at 13-MAY-16

RMAN-06497: WARNING: control file is not current, control file
AUTOBACKUP skipped

2. EMHEE,
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RMAN> recover copy of database with tag 'ONTAP MIGRATION';

Starting recover at 13-MAY-16

using channel ORA DISK 1

channel ORA DISK 1: starting incremental datafile backup set restore
channel ORA DISK 1: specifying datafile copies to recover

recovering datafile copy file number=00001 name=/oradata/TOAST/data D-
TOAST I-2098173325 TS-SYSTEM FNO-1 0lr5fhjg

recovering datafile copy file number=00002 name=/oradata/TOAST/data D-
TOAST I-2098173325 TS-SYSAUX FNO-2 02r5fhjo

recovering datafile copy file number=00003 name=/oradata/TOAST/data D-
TOAST I-20 98173325_TS—UNDOTBSl_FNO—3_O3r5fhj t

recovering datafile copy file number=00004 name=/oradata/TOAST/data D-
TOAST_I-2098173325 TS-USERS FNO-4 05r5fhk6

channel ORA DISK 1: reading from backup piece
/logs/TOAST/arch/09r5£381i 1 1

channel ORA DISK 1: piece handle=/logs/TOAST/arch/09r5fj8i 1 1
tag=ONTAP MIGRATION

channel ORA DISK 1: restored backup piece 1

channel ORA DISK 1: restore complete, elapsed time: 00:00:01

Finished recover at 13-MAY-16

RMAN-06497: WARNING: control file is not current, control file
AUTOBACKUP skipped

A&
RS R RIS N5 | BIRIS A ERVEIEX 4. HEXEEEHRHIEXHIIRZRER.

1. BFEBUEREIEX 4. JBIE{T switch database to copy %!

RMAN> switch database to copy;

datafile 1 switched to datafile copy "/oradata/TOAST/data D-TOAST I-
2098173325 TS-SYSTEM FNO-1 0lr5fhjg"

datafile 2 switched to datafile copy "/oradata/TOAST/data D-TOAST I-
2098173325 TS-SYSAUX FNO-2 02r5fhjo"

datafile 3 switched to datafile copy "/oradata/TOAST/data D-TOAST I-
2098173325 TS-UNDOTBS1 FNO-3 03r5fhjt"

datafile 4 switched to datafile copy "/oradata/TOAST/data D-TOAST I-
2098173325 TS-USERS_FNO-4 05r5fhk6"

2. REMIEXHNee—H. BEERFHNEMAEFIERNEREN. FENTRE—P. £ recover
database B UEBRXEBNHERI TS RIGRIATEEE, BR. ZEIARHEKITH.
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RMAN> recover database;

Starting recover at 13-MAY-16

using channel ORA DISK 1

starting media recovery

archived log for thread 1 with sequence 28 is already on disk as file
+ASMO/TOAST/redo0l.log

archived log file name=+ASMO/TOAST/redo0l.log thread=1 sequence=28
media recovery complete, elapsed time: 00:00:00

Finished recover at 13-MAY-16

EE LIPS

RMAN> select file#||' '||name from vStempfile;
FILE#||"'"'| |NAME

1 +ASMO/TOAST/temp0l.dbf

2. EEMEMBIENXS. BBITUTHS. NRFETFSIRIIXMH. BEAXAHERCERMANG L. AF
ReEBIIH#EMG,

RMAN> run {

2> set newname for tempfile 1 to '/oradata/TOAST/tempOl.dbf';
3> switch tempfile all;

4> )

executing command: SET NEWNAME

renamed tempfile 1 to /oradata/TOAST/tempOl.dbf in control file

BEMAEI%

T diEeEorem. BEMBAEMAUTRIGASMEENE F, EMBTTEEEEMEN, HRk. RAZCIE
—éﬂ%ﬁﬁ'ﬂﬁﬁﬂlﬁu## /lJ\\jJD:EtUEEEEP %Fﬂﬂmﬂﬁ Elu\o

1. HEEMBATANKREREENNARS
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RMAN> select group#||' '||member from v$logfile;
GROUP#| | '' | |MEMBER

1 +ASMO/TOAST/redo0l.log
2 +ASMO/TOAST/redo02.log
3 +ASMO/TOAST/redo03.1log

2. WANEMBTRIRN.

RMAN> select group#||' '||bytes from vS$Slog;
GROUP#||"'"'| |BYTES

1 52428800

2 52428800

3 52428800

3 WFBNEMASE. FASHMEMETEERNANHERRIXGRAUESIE—MHH,

RMAN> alter database add logfile '/logs/TOAST/redo/log00.rdo' size
52428800;

Statement processed

RMAN> alter database add logfile '/logs/TOAST/redo/log0l.rdo' size
52428800;

Statement processed

RMAN> alter database add logfile '/logs/TOAST/redo/log02.rdo' size
52428800;

Statement processed

4. WFRBAL T FerifiE ERYIE B E X 4.

RMAN> alter database drop logfile group 4;
Statement processed
RMAN> alter database drop logfile group 5;
Statement processed
RMAN> alter database drop logfile group 6;
Statement processed

3. ;ZD %E?U Bﬁu:ﬂﬂlj E/%i%ﬁj_] E IS5y E’J %tEﬁ;E\ =] gi%utﬂﬁzﬁtu -F_ ILJ\ L/L*#B&%j' E#gi%UbL‘L é}Ej *_AZE,HE\\O

T_

MN_EAE e LIRS B &3

THETR

Prfle MERITFIBAUENBEXAHHESNZRBIES. RAKBEXGPNEENEE. BE)3EE
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RMAN> alter database drop logfile group 4;

RMAN-00571: ===========================================================
RMAN-00569: =============== ERROR MESSAGE STACK FOLLOWS ===============
RMAN-00571: ===========================================================
RMAN-03002: failure of sgl statement command at 12/08/2015 20:23:51
ORA-01623: log 4 is current log for instance TOAST (thread 4) - cannot
drop

ORA-00312: online log 4 thread 1:

'+NEWLOGS/TOAST/ONLINELOG/group 4.266.897763123"

RMAN> alter system switch logfile;
Statement processed

RMAN> alter system checkpoint;

Statement processed

RMAN> alter database drop logfile group 4;
Statement processed

6. EEEUBRMIEETUENSEIIE B,

SQL> select name from v$Sdatafile;

SQL> select member from vS$Slogfile;

SQL> select name from v$Stempfile;

SQL> show parameter spfile;

SQL> select name, value from vSparameter where

7. LUF A ER T inflfE e ttd i2.
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[root@jfscl current]# ./checkdbdata.pl TOAST
TOAST datafiles:
/oradata/TOAST/data D-TOAST I-2098173325 TS-SYSTEM FNO-1 01r5fhijg
/oradata/TOAST/data D-TOAST I-2098173325 TS-SYSAUX FNO-2 02r5fhjo
/oradata/TOAST/data D-TOAST I-2098173325 TS-UNDOTBS1 FNO-3 03r5fhjt
/oradata/TOAST/data D-TOAST I-2098173325 TS-USERS_FNO-4 05r5fhk6
TOAST redo logs:
/1logs/TOAST/redo/10g00.rdo
/logs/TOAST/redo/1log01.rdo
/1logs/TOAST/redo/log02.rdo
TOAST temp datafiles:
/oradata/TOAST/temp0l.dbf
TOAST spfile
spfile string
/orabin/product/12.1.0/dbhome

1/dbs/spfileTOAST.ora
TOAST key parameters
control files /logs/TOAST/arch/controlOl.ctl,
/1logs/TOAST/redo/control02.ctl
log archive dest 1 LOCATION=/logs/TOAST/arch

8. MIRASMiZEABTEET. WIERUERNEXLE#REA asnend. EFZHRT. MAFERTHM
RIS TASM spfile/passwd X 15

-bash-4.1$ . oraenv

ORACLE SID = [TOAST] ? +ASM

The Oracle base remains unchanged with value /orabin
-bash-4.1$ asmcmd

ASMCMD> umount DATA

ASMCMD>

PR BIERES R

TE IR fE = SFEEUEX A NE R IR KE LM . BFREUR T Oracle RMANBYER G TV, 7EIEA B/RAYR
Blsp. EHEBEANXHERMITH /oradata/TOAST/$Us  $U FETRRMANEL IS MR A EIZE—1 BN
W—E. EREUTXEFATREREM. SEXHHERIMMANERZNR, A UAERAFFRBEZAE A
FBRRILIRIRR "ASMERSFIE",
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[root@jfscl current]l# ./fixuniquenames.pl TOAST

#sglplus Commands

shutdown immediate;

startup mount;

host mv /oradata/TOAST/data D-TOAST I-2098173325 TS-SYSTEM FNO-1 0lr5fhjg
/oradata/TOAST/system.dbf

host mv /oradata/TOAST/data D-TOAST I-2098173325 TS-SYSAUX FNO-2 02r5fhjo
/oradata/TOAST/sysaux.dbf

host mv /oradata/TOAST/data D-TOAST I-2098173325 TS-UNDOTBS1 FNO-

3 03r5fhjt /oradata/TOAST/undotbsl.dbf

host mv /oradata/TOAST/data D-TOAST I-2098173325 TS-USERS FNO-4 05r5fhké6
/oradata/TOAST/users.dbf

alter database rename file '/oradata/TOAST/data D-TOAST I-2098173325 TS-—
SYSTEM FNO-1 0lr5fhjg' to '/oradata/TOAST/system.dbf';

alter database rename file '/oradata/TOAST/data D-TOAST I-2098173325 TS-
SYSAUX FNO-2_02r5fhjo' to '/oradata/TOAST/sysaux.dbf';

alter database rename file '/oradata/TOAST/data D-TOAST I-2098173325 TS-
UNDOTBS1 FNO-3 03r5fhjt' to '/oradata/TOAST/undotbsl.dbf';

alter database rename file '/oradata/TOAST/data D-TOAST I-2098173325 TS-—
USERS_FNO-4 05r5fhké6' to '/oradata/TOAST/users.dbf';

alter database open;

Oracle ASME#TF

RIS FA. A LU BT ENI 2R Oracle ASMES R AR BEAMT B EIFFME RS B2, EMTEIES
FemIMALUNARIMANEFNLUN, ZAEBRERZATBILUN, Oracle ASME LIGAEE B REHUHEE
ENEIEME. ARETAERERIELUN.

TR IRERSHMNIRFI/O. BEAAERRAREEAMERERE. B LIREFEENIEERRHITIES,

HE BT HHIEIE

SQL> select name||"' '||group number||' '||total mb||' '||path]|]|'

'| |lheader status from vSasm disk;

NEWDATA 0003 1 10240 /dev/mapper/3600a098038303537762b47594c315864 MEMBER
NEWDATA 0002 1 10240 /dev/mapper/3600a098038303537762b47594c315863 MEMBER
NEWDATA 0000 1 10240 /dev/mapper/3600a098038303537762b47594c315861 MEMBER
NEWDATA 0001 1 10240 /dev/mapper/3600a098038303537762b47594c315862 MEMBER
SQL> select group number||' '||name from vSasm diskgroup;

1 NEWDATA

BIEFTLUN
S AR/EREBIFILUN. HRIEEEIRER AR AR, LUNNERA CANDIDATE ML,
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SQL> select name||"' '||group number||' '||total mb||' '||path]|]|'

'| |lheader status from vS$Sasm disk;

0 0 /dev/mapper/3600a098038303537762b47594c31586b CANDIDATE

0 0 /dev/mapper/3600a098038303537762b47594c315869 CANDIDATE

0 0 /dev/mapper/3600a098038303537762b47594¢c315858 CANDIDATE

0 0 /dev/mapper/3600a098038303537762b47594c31586a CANDIDATE
NEWDATA 0003 1 10240 /dev/mapper/3600a098038303537762b47594c315864 MEMBER
NEWDATA 0002 1 10240 /dev/mapper/3600a098038303537762b47594c315863 MEMBER
NEWDATA 0000 1 10240 /dev/mapper/3600a098038303537762b47594c315861 MEMBER
NEWDATA 0001 1 10240 /dev/mapper/3600a098038303537762b47594c315862 MEMBER

ZRI0FTLUN

BRI LB HITRINFAMRZ(E. B@ IR NTERNFLUNEEESZ. Bk, BHLUNTMBEZS, It
TESFE—F AR MY FIASM LUNEFZ EFTLUN,

B TFEIhRRTEIENTEERR, HEHS. HEFRNHITEMES, TEIERASRBIRFI/ORIEFR
W17, XERERKRTRESHII R ERA SRR, BE. IRFE. AIUERFERETHITHNEISHNERTE
BEJ] alter diskgroup [name] rebalance power [level] #i<. HELFBERNENS,

SQL> alter diskgroup NEWDATA add disk

' /dev/mapper/3600a098038303537762b47594c31586b' rebalance power 5;
Diskgroup altered.

SQL> alter diskgroup NEWDATA add disk

' /dev/mapper/3600a098038303537762b47594c315869"' rebalance power 5;
Diskgroup altered.

SQL> alter diskgroup NEWDATA add disk
'/dev/mapper/3600a0980383035377620b47594c315858"' rebalance power 5;
Diskgroup altered.

SQL> alter diskgroup NEWDATA add disk
'/dev/mapper/3600a098038303537762b47594c31586a' rebalance power 5;
Diskgroup altered.

WITIRE
AILUEE ZME R EMEREERTERE. FIROIR. BAMERTUTH<L.

SQL> select group number,operation,state from vSasm operation;
GROUP_ NUMBER OPERA STAT

1 REBAL RUN
1 REBAL WAIT

I TRE. FRIREENRTFERF
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SQL> select group number,operation,state from vSasm operation;
no rows selected

EFIHLUN

EEME TR —F _Jﬁ‘éﬁaﬁ%%#ﬁ?—mbgzkliﬁm)” I, MHBERFMREEITIVIRT. #iAE. ATLGESMFRIELUN
REMEMHRBIE, HI8. XT2SHULMBTEBRLUN, BFREEREHOracle ASMAEEMEMIRK. AlF
HREEMLUN,

sgqlplus / as sysasm

SQL> alter diskgroup NEWDATA drop disk NEWDATA 0000 rebalance power 5;
Diskgroup altered.

SQL> alter diskgroup NEWDATA drop disk NEWDATA 0001 rebalance power 5;
Diskgroup altered.

SQL> alter diskgroup newdata drop disk NEWDATA 0002 rebalance power 5;
Diskgroup altered.

SQL> alter diskgroup newdata drop disk NEWDATA 0003 rebalance power 5;
Diskgroup altered.

WITIRE

AILLEE S A N ir M EE B T EHR(F. FURAIF. HIMERT AT

SQL> select group number,operation,state from vSasm operation;
GROUP_ NUMBER OPERA STAT

1 REBAL RUN
1 REBAL WAIT

EBsE. FaikEEHTERE.

SQL> select group number,operation,state from vSasm operation;
no rows selected

fHIBRIELUN

EMEERATRIFRIBLUNZ B RAFRSKRESHIT—RRENE, MASMBRLUNG. ZLUNRTBEBFIHH
AR, MIRIRESE T FORMER, XFRRFA UM ALK L 2MIFRXLELUN,
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SQL> select name] |'

'| |lheader status from vS$Sasm disk;

NAME | |''| |GROUP NUMBER||''||TOTAL MB||'"'||PATH||"''| |[HEADER STATUS

0

NEWDATA 0005 1
NEWDATA 0007 1
NEWDATA 0004 1
NEWDATA 0006 1

"Ilgroup number| |' '||total mb|[' '||pathl|]|"

0 /dev/mapper/3600a098038303537762b47594¢c315863 FORMER
0 /dev/mapper/3600a098038303537762b47594c315864 FORMER
0 /dev/mapper/3600a098038303537762b47594c315861 FORMER
0 /dev/mapper/3600a098038303537762b47594¢c315862 FORMER
/dev/mapper/3600a098038303537762b47594¢c315869 MEMBER
/dev/mapper/3600a098038303537762b47594c31586a MEMBER
/dev/mapper/3600a098038303537762b47594c31586b MEMBER
/dev/mapper/3600a098038303537762b47594¢315858 MEMBER

10240
10240
10240
10240

8 rows selected.

LVMiE#5

HEAMBHANRIEL B BR T XM ANEARITEFLVMASERZREN datavge XERFIEYELinux LVM. {E3X
teENEEERTAIX. HP-UXFIVLVM, Bi&s<$rlaeaFrAE,

1. FEHF HAIAILUN datavg EH,

[root@hostl ~]# pvdisplay -C | grep datavg

/dev/mapper/3600a098038303537762b47594c31582f datavg lvm2

10.00g

/dev/mapper/3600a098038303537762b47594c31585a datavg lvm2

10.00g

/dev/mapper/3600a098038303537762b47594¢c315859 datavg lvm2

10.00g

/dev/mapper/3600a098038303537762b47594c31586¢c datavg lvm2

10.00g

2. BIEYBEA/VERISEEKBIFLUN,. HEEE X HYIES,

10.

10.

10.

10.

00g

00g

00g

00g
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[root@hostl ~]# pvcreate /dev/mapper/3600a098038303537762b47594c315864
Physical volume "/dev/mapper/3600a098038303537762b47594c315864"

successfully created

[root@hostl ~]# pvcreate /dev/mapper/3600a098038303537762b47594¢c315863
Physical volume "/dev/mapper/3600a098038303537762b47594c315863"

successfully created

[root@hostl ~]# pvcreate /dev/mapper/3600a098038303537762b47594¢c315862
Physical volume "/dev/mapper/3600a098038303537762b47594c315862"

successfully created

[root@hostl ~]# pvcreate /dev/mapper/3600a098038303537762b47594c315861
Physical volume "/dev/mapper/3600a098038303537762b47594c315861"

successfully created

3. BHERMEEA,

4,

78

[root@hostl tmpl# vgextend datavg
/dev/mapper/3600a098038303537762b47594c315864
Volume group "datavg" successfully extended
[root@hostl tmpl# vgextend datavg
/dev/mapper/3600a098038303537762b47594c315863
Volume group "datavg" successfully extended
[root@hostl tmpl# vgextend datavg
/dev/mapper/3600a098038303537762b47594c315862
Volume group "datavg" successfully extended
[root@hostl tmpl# vgextend datavg
/dev/mapper/3600a098038303537762b47594c315861
Volume group "datavg" successfully extended

IR pvmove MR N HBILUNBBRX EFHEMEIFLUN, o« - 1 [seconds] SHETFIEITRE
HHE,



[root@hostl tmpl# pvmove —-i 10
/dev/mapper/3600a098038303537762b47594¢c31582fF
/dev/mapper/3600a098038303537762b47594¢c315864

/dev/mapper/3600a098038303537762b47594¢c31582f:
/dev/mapper/3600a098038303537762b47594c31582¢f:
/dev/mapper/3600a098038303537762b47594c31582f:
/dev/mapper/3600a098038303537762b47594¢c31582f:
/dev/mapper/3600a098038303537762b47594¢c31582¢f:
/dev/mapper/3600a098038303537762b47594c31582f:
/dev/mapper/3600a098038303537762b47594¢c31582f:
/dev/mapper/3600a098038303537762b47594¢c31582¢f:

[root@hostl tmp]l# pvmove -1 10
/dev/mapper/3600a098038303537762b47594¢31585a
/dev/mapper/3600a098038303537762b47594c315863

/dev/mapper/3600a098038303537762b47594c31585a:
/dev/mapper/3600a098038303537762b47594c31585a:
/dev/mapper/3600a098038303537762b47594c31585a:
/dev/mapper/3600a098038303537762b47594c31585a:
/dev/mapper/3600a098038303537762b47594c31585a:
/dev/mapper/3600a098038303537762b47594c31585a:
/dev/mapper/3600a098038303537762b47594c31585a:
/dev/mapper/3600a098038303537762b47594c31585a:

[root@hostl tmp]l# pvmove -1 10
/dev/mapper/3600a098038303537762b47594c315859
/dev/mapper/3600a098038303537762b47594c315862

/dev/mapper/3600a098038303537762b47594c315859:
/dev/mapper/3600a098038303537762b47594¢c315859:
/dev/mapper/3600a098038303537762b47594¢c315859:
/dev/mapper/3600a098038303537762b47594c315859:
/dev/mapper/3600a098038303537762b47594¢c315859:
/dev/mapper/3600a098038303537762b47594¢c315859:
/dev/mapper/3600a098038303537762b47594c315859:
/dev/mapper/3600a098038303537762b47594¢c315859:

[root@hostl tmp]l# pvmove -1 10
/dev/mapper/3600a098038303537762b4759%94c31586¢
/dev/mapper/3600a098038303537762b47594¢c315861

/dev/mapper/3600a098038303537762b47594c31586¢C:
/dev/mapper/3600a098038303537762b47594c31586¢:
/dev/mapper/3600a098038303537762b47594c31586¢C:
/dev/mapper/3600a098038303537762b47594c31586¢C:
/dev/mapper/3600a098038303537762b47594c31586¢:
/dev/mapper/3600a098038303537762b47594c31586¢C:
/dev/mapper/3600a098038303537762b47594c31586¢C:
/dev/mapper/3600a098038303537762b47594c31586¢:

Moved:
Moved:
Moved:
Moved:
Moved:
Moved:
Moved:
Moved:

Moved:
Moved:
Moved:
Moved:
Moved:
Moved:
Moved:
Moved:

Moved:
Moved:
Moved:
Moved:
Moved:
Moved:
Moved:
Moved:

Moved:
Moved:
Moved:
Moved:
Moved:
Moved:
Moved:
Moved:

(@)
(@)
N oe

° o° o o° o o°

14.
28.
42.
57.
72.
87.
100.0

w W = O

o\°

0.0%
14.
29.
44 .
60.
75.
90.
100.0

\e)
o° o° o0 o° oo o°

O O = o O

o°

(@]
(@]
o\°

14.
29.
45.
61.
76
91.
100.0

o°

~ o = O
o°

o o° o° o°

o\

(@)
(@)
o\

15.
30.
46.
61.
77.
92.
100.0

o°

w N B O B
o® o° o o0 o°

o\°

79



S. WHTESERE. EAMBAFMPERIELUN voreduce <. MIRMIN. MAERTUMARGHR MR
LUN,

[root@hostl tmpl# vgreduce datavg
/dev/mapper/3600a098038303537762b47594c31582fF
Removed "/dev/mapper/3600a098038303537762b47594¢c31582f" from volume
group "datavg"
[root@hostl tmpl# vgreduce datavg
/dev/mapper/3600a098038303537762b47594c31585a

Removed "/dev/mapper/3600a098038303537762b47594c31585a" from volume
group "datavg"
[root@hostl tmpl# vgreduce datavg
/dev/mapper/3600a098038303537762b47594c315859

Removed "/dev/mapper/3600a098038303537762b47594c315859" from volume
group "datavg"
[root@hostl tmpl# vgreduce datavg
/dev/mapper/3600a098038303537762b47594c31586¢

Removed "/dev/mapper/3600a098038303537762b47594c31586c" from volume
group "datavg"

SNERLUNS N

el

NetAppH T8 7 FERAFLLEFZSANZRRYIZTFE "ONTAP b6 LUN S A",
MEUEERMENNAERE. FEERTEMEGRSE, EHFCHXHMELUNIEONTAP LATASS. LVMRZAETS
MLUNAIEERLVMTTERIR, Itoh. BARESHE. TERTEHMORESSE, ERVKERT. FETELeS

ERRIFMEMNET RS | A TERIEDNVECE S . FI30. BEMILINUXRSE /etc/multipath. conf HANEHT
S| RLATEIRERNIWWNAEIREN, LU BRFLIFFMAIER,

@ BXXFHNEERNER. HSMNetAppiR A MR, MREMIMEREIEEHED. 155NetApp
KRR LIRS HE B,

IR R T LinuxBRS3 28 EFEERIASMAILVM LUNBYERS, FLIZEMRERZ LR 2. REX iR <
BEARME. BIRMEE. ONTAPIIZHEFE,

HELVM LUN

EETENE T EREBRTEHLUN, FLtAZRERGIP. mPMEFSANBIXEHRFIEFIEL /orabin
/backupse
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[root@hostl ~]# df -k

Filesystem 1K-blocks Used Available Use%
Mounted on

/dev/mapper/rhel-root 52403200 8811464 43591736 17% /
devtmpfs 65882776 0 65882776 0% /dev
fas8060-nfs-public:/install 199229440 119368128 79861312 60%
/install

/dev/mapper/sanvg-lvorabin 20961280 12348476 8612804 59%
/orabin

/dev/mapper/sanvg-lvbackups 73364480 62947536 10416944 86%
/backups

AILIMIRE RIMPIREVEAN BT, B RARN(ELABRT)-(ZEERT). EXMERT. ST

sanvdo

o pvdisplay 83 BRI FRIRRAE ZFFIEHMLUN, EXMERT. BE&10LUN sanvg B,

[rootl@hostl ~]# pvdisplay -C -o pv_name,pv size,pv fmt,vg name
PV PSize VG
/dev/mapper/3600a0980383030445424487556574266 10.00g sanvg
/dev/mapper/3600a0980383030445424487556574267 10.00g sanvg
/dev/mapper/3600a0980383030445424487556574268 10.00g sanvg
/dev/mapper/3600a0980383030445424487556574269 10.00g sanvg
/dev/mapper/3600a098038303044542448755657426a 10.00g sanvg
/dev/mapper/3600a098038303044542448755657426b 10.00g sanvg
/dev/mapper/3600a098038303044542448755657426¢c 10.00g sanvg
/dev/mapper/3600a098038303044542448755657426d 10.00g sanvg
/dev/mapper/3600a098038303044542448755657426e 10.00g sanvg
/dev/mapper/3600a098038303044542448755657426f 10.00g sanvg
/dev/sda?2 278.38g rhel

EASM LUN

ItEIh. AT FEASM LUN, E L sysasmF - 5173 MsqlplusIREXLUNFILUNES 2. BT T ar<:



SQL> select path||' '||los mb from vSasm disk;
PATH||''||0OS MB

/dev/oracleasm/disks/ASMO 10240
/dev/oracleasm/disks/ASM9 10240
/dev/oracleasm/disks/ASM8 10240
/dev/oracleasm/disks/ASM7 10240
/dev/oracleasm/disks/ASM6 10240
/dev/oracleasm/disks/ASM5 10240
/dev/oracleasm/disks/ASM4 10240
/dev/oracleasm/disks/ASM1 10240
/dev/oracleasm/disks/ASM3 10240
/dev/oracleasm/disks/ASM2 10240
10 rows selected.

SQL>

FCREEX

SHFIMEE 20N ETBHILUN, ERHHFISAN. LUEONTAPH LUAEHFILUN, HAEEEHIE. {EONTAPL
FMERILUNIZERECE(E R AN ZEEIZFNERR.

EDFIEAFIFAS RS ERI— P HBAIG BB NEEhERFIm Lo I HIMEHFCHRX. LUMEONTAPHEILLA
[SNEBEAERES_ ERILUN, REEFRERFFIECE 7 LUNR K. ATFREIMLEWWNRILUARILAELUN, TEXMIENR
T ERITEFTLUNR KR LUE T FONTAP WWNBYi7 A fRo

ST B S, ONTAPRZEENS(FERAEFINFIFEFES storage array show 3% BREINXBFERERAT
TR RS ERVIMIILUNRYRTSR. ELA TG, E5MERFESI_ERJLUN FOREIGN 1 fEONTAPHER. H{EMAH
2% FOR-1,

HESMNERIES

Cluster0l::> storage array show -fields name,prefix
name prefix

FOREIGN_l FOR-1
Cluster0l::>

HESMBLUN

BiIfZiE. AJAFIHXLELUN array-name & storage disk show mi%: EXBIRESERE. RARZ
AR5 | R BV #EE.
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Cluster0Ol::> storage disk show -array-name FOREIGN 1 -fields disk, serial

disk serial-number
FOR-1.1 800DTSHUVWBX
FOR-1.2 800DTSHUVWBZ
FOR-1.3 8O00DTSHUVWBW
FOR-1.4 800DTSHUVWBY
FOR-1.5 8O00ODTSHuUVWB/
FOR-1.6 800DTSHuVWBa
FOR-1.7 800DTSHUVWBA
FOR-1.8 800DTSHUVWBDb
FOR-1.9 B800DTSHuUVWBC

FOR-1.10 800DTSHuUVWBe
FOR-1.11 800DTSHuUVWBE
FOR-1.12 800DTSHuUVWBg
FOR-1.13 800DTSHuUVWBi
FOR-1.14 800DT$SHuUVWBh
FOR-1.15 800DTSHuUVWB]J
FOR-1.16 800DTSHuUVWBk
FOR-1.17 800DTSHuUVWBMmM
FOR-1.18 800DTS$SHuUVWB1
FOR-1.19 800DTSHuUVWBO
FOR-1.20 800DTSHuUVWBN
20 entries were displayed.
Cluster0l::>

oM ERPEFILUNGE AR 0 R3S N P55

SNEBLUNERAVAEAEAMSFERILUNSER, ESASBIEZEI. HITUELUNARIE AIMEBLUN. MEERAS NS
FERYRIELUN, b BrBIT IS S1EEEISR5ER, storage disk modify <. LA RGIFRTR. 1BF
2. IEEREXSELUNIRIZIONTAPHEISMIBLUN, R=EIMEBLUNZS & 5 NE{rI#E.

Cluster0l::*> storage disk modify {-serial-number 800DTSHuUVWBW} -is
-foreign true
Cluster0l::*> storage disk modify {-serial-number 800DTSHuUVWBX} -is
-foreign true

Cluster0l::*> storage disk modify {-serial-number 800DTSHuUVWBn} -is
-foreign true
Cluster(0l::*> storage disk modify {-serial-number 800DTS$HuUVWBoO} -is
-foreign true
Cluster0l::*>
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SIS LT EESHILUN

REIBHNLUNEE—1E. RUIMNSEREIATH FAONTAPIIRENE AT, ZLbRfFIH. ASM LUNKETE
— &R, MLVM LUNBEES— M &S, XF. SR LUFLUNMEAIRIZFAH#ITER. UKINE. 12
RER K EQoSIEERIFHM,

KE snapshot-policy "to “noneo T EREP g T MNARENHERY. Hlt. NMRATFEREBEPHEH
RAFENHIEMEIMIRRR, W= B EFERI SRR AIRIE M,

Cluster0l::> volume create -volume new asm -aggregate data 02 -size 120G
-snapshot-policy none

[Job 1152] Job succeeded: Successful

Cluster0l::> volume create -volume new lvm -aggregate data 02 -size 120G
-snapshot-policy none

[Job 1153] Job succeeded: Successful

Cluster0l::>

£J7ZONTAP LUN

@UL%E\ ,Z\;fﬁ@'JL%?B’JLUNo BE. SIBELUNEEZRAFPEELUNANEER. BEXMBERT. SMIEESHK
=T @E <, FEib. ONTAPSMIEERFFISEHRHRILUNEEHE. ©ESERALUNILEEHM S XEEE
FIFELUNTTHZ LR EMRE,

EMT B, B RIMNBFEFIRZX I AFYIS. UHBRERRISMLUNS IERAVFHTLUNILAC,

ClusterOl::*> lun create -vserver vserverl -path /vol/new_asm/LUNO -ostype
linux -foreign-disk 800DT$HuUVWBW

Created a LUN of size 10g (10737418240)

Cluster0Ol::*> lun create -vserver vserverl -path /vol/new_asm/LUN1 -ostype
linux -foreign-disk 800DTSHuUVWBX

Created a LUN of size 10g (10737418240)

Created a LUN of size 10g (10737418240)

Cluster0Ol::*> lun create -vserver vserverl -path /vol/new lvm/LUN8 -ostype
linux -foreign-disk 800DTSHuUVWBN

Created a LUN of size 10g (10737418240)

Cluster0Ol::*> lun create -vserver vserverl -path /vol/new lvm/LUN9 -ostype
linux -foreign-disk 800DTSHuUVWBO

Created a LUN of size 10g (10737418240)

BIESAXR

LUNILEERIE. EFREENEHBiR. ERITHPEZA. DITELUNETHRIVRS. X—8NTRER
RIPEIERZ A EIRARIE, SIRONTAPARIFXEALUNRITERS. MEFEE— XK. BIEHIEmAEIR

FTE‘E%E%&EM&%O a2 P BT ELUNBRALX — 8N B E B FIIER SR EMRYBRLUNAEEE B
To
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ClusterOl::*> lun offline -vserver vserverl -path /vol/new asm/LUNO

Warning: This command will take LUN "/vol/new asm/LUNO" in Vserver
"vserverl" offline.

Do you want to continue? {yln}: vy

ClusterOl::*> lun offline -vserver vserverl -path /vol/new asm/LUN1

Warning: This command will take LUN "/vol/new asm/LUN1" in Vserver
"vserverl" offline.

Do you want to continue? {yln}: vy

Warning: This command will take LUN "/vol/new lvm/LUN8" in Vserver
"vserverl" offline.

Do you want to continue? {y|n}: vy

ClusterOl::*> lun offline -vserver vserverl -path /vol/new lvm/LUN9

Warning: This command will take LUN "/vol/new lvm/LUN9" in Vserver

"vserverl" offline.

Do you want to continue? {yl|n}:

Yy

LUNBiNLE. &R LUBEIGIMILUNE SIS EEEIRZILFAKXR 1lun import create <!

ClusterOl::*> lun import create -vserver vserverl -path /vol/new asm/LUNO
-foreign-disk 800DTSHuUVWBW
ClusterOl::*> lun import create -vserver vserverl -path /vol/new asm/LUN1
-foreign-disk 800DTSHuUVWBX
ClusterOl::*> lun import create -vserver vserverl -path /vol/new lvm/LUN8
-foreign-disk 800DTSHuUVWRBN
ClusterOl::*> lun import create -vserver vserverl -path /vol/new lvm/LUN9
-foreign-disk 800DTSHuUVWBO

ClusterQ0l::*>

BIUFMBESAXRG. AILRLUNERE TEAUIAT,
ClusterOl::*> lun online -vserver vserverl -path /vol/new asm/LUNO
Cluster0Ol::*> lun online -vserver vserverl -path /vol/new_asm/LUN1
ClusterOl::*> lun online -vserver vserverl -path /vol/new lvm/LUN8
ClusterOl::*> lun online -vserver vserverl -path /vol/new lvm/LUN9

Cluster0l::*>

ellfed =t EdE2 |

BB 2R 4A(igroGroup)i2ONTAP LUNEFIERIIBI—ER 7. BRIRCIR T ENIRRIRIR. SNFETHHEIE
BILUN. ALk, FIgIE—"igrop. EHAFIHNERFIHRRAIFC WWNEISCSIEEIZF 2. HRE RS0,
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2BFC LUNXFsFLL, BRE. TZEEMNISCSIZ—IEEMES. WFFR "G,
EUERBIR. 8T —Digrop. EREEHIWWN. D3I FENHBA LM N E] Ak o

Cluster0l::*> igroup create linuxhost -protocol fcp -ostype linux
—-initiator 21:00:00:0e:1e:16:63:50 21:00:00:0e:1e:16:63:51

REFTLUNBRST B A

Bl#Zigroup/a. LUNFFBRETEIE X Bigroup. XLELUN{XAIELttigropF B & BIWWNEER, EE%EZHX—M
E&. NetApp=BREENHRSXEIONTAP, X—RIFEEE. EAMNRIE NI 5 XEISMRFES RN
E’\JONTAP%?E NA]ge2TES MY LA MABHERFETISHLUN, XMIERATES SR LKA ERIIER
o

Cluster0Ol::*> lun map -vserver vserverl -path /vol/new asm/LUNO -igroup
linuxhost
ClusterOl::*> lun map -vserver vserverl -path /vol/new asm/LUN1 -igroup
linuxhost

ClusterOl::*> lun map -vserver vserverl -path /vol/new lvm/LUN8 -igroup
linuxhost

Cluster0Ol::*> lun map -vserver vserverl -path /vol/new 1lvm/LUN9 -igroup
linuxhost

ClusterQ0l::*>

B

HATFEEFENFCWEARE. MELUNSNERE AR ERLLrt, B2,
FrE Bl A AL E R B o R EIME H B RTFC o X LA EAFCiERE MIMEBLUNLJ R
Z|ONTAPFTERIBT (8],

ipUEELIL R I

—_

. ¥EIMEBLUN_EBFR B LUNSERHE T AR RIS,

2. BENFCEZETERIIFMIIONTAPRAL,

3. RS NI,

4. BHRILUN,

5. EFEEEIEE.

BEFEFFIBIETRH. LELUNBESF IR/, ZLUNERJZEONTAP LfEMA. HeJEHEE B 244508
EHRHEIE. FIEIREEEEEIINBLUN. FREE NIRRT E NI MEY, SEHREREERIR. BE

EFCREMNFHEIEE N\ Bt EERERIRIMEN Z BT, F AR, MRERE. EALGERE
MBIFE. BEIEBIRTMARFESARRZE,
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KRR
TGP, BEFRRENE—DEXAKIEE.

[oracle@hostl bin]$
ORACLE_SID

= [oracle]

oraenv
? FLIDB

The Oracle base remains unchanged with value /orabin

[oracle@hostl bin]$ sqglplus / as sysdba

SQL*Plus:

Copyright

Release 12.1.0.2.0
(c) 1982, 2014, Oracle.

Connected to:

Oracle Database 12c Enterprise Edition Release 12.1.0.2.0 - 64bit
Production

With the Partitioning,
Analytics

Automatic Storage Management,

and Real Application Testing options

SQL> shutdown immediate;

Database closed.

Database dismounted.
ORACLE instance shut down.

SQL>

KA ARSS

BFBMETFSANIX 4 RFZ —E BiEOracle ASMARSS . EERBLUNZENH XGRS, XRid>
FLEIEX RS BB BT AXHRIE#HZ.

[oracle@hostl bin]$

CRS-2791:

resources

CRS-2673:
CRS-2673:
CRE=2673 ¢
CRS-2677:
CRS-2673:
CRISSACHNE:
CRS-2677:
CRS-2677:
CRS-2673:
CRS-2677:
CRS-2793:

on 'hostl'

CRS-4133:

All rights reserved.

./crsctl stop has -f

OLAP, Advanced

LRk E

Starting shutdown of Oracle High Availability Services-managed
on 'hostl'

Attempting to stop
Attempting to stop
Attempting to stop

Stop of

Attempting to stop

Stop of
Stop of
Stop of

Attempting to stop

Stop of

'ora.evmd' on 'hostl'
'ora.DATA.dg' on 'hostl'
'ora.LISTENER.1snr' on 'hostl'
'ora.DATA.dg' on 'hostl' succeeded

'ora.asm'

'ora.LISTENER.1lsnr'

'ora.evmd'

'ora.asm'

'ora.cssd'

on 'hostl'

on 'hostl' succeeded

on 'hostl' succeeded

on 'hostl'

succeeded

'ora.cssd' on 'hostl'

on 'hostl' succeeded

Shutdown of Oracle High Availability Services-managed resources

has completed

Oracle High Availability Services has been stopped.

[oracle@hostl bin]$
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XA RS

NRFAEHIEIE XA, MENFRIEERII. MRNBRBIES. WXHRL LOAFE—TEEHENHIZ. -

fuser AT IRFIXLEHIZ,

[root@hostl ~]# umount /orabin
[root@hostl ~]# umount /backups

FRE4
HHLATESHAPRREX GRS, FIUERZES,

[root@hostl ~]# vgchange --activate n sanvg
0 logical volume(s) in volume group "sanvg" now active
[root@hostl ~]#

FCM4EER
ME. FJUEHFCHRX. LURIBRENISINERFETIRIFRE AR HEIIL X ONTAPHIIAEIFER,

BEhFNIE

EZEELUNENEE. 151817 lun import start W<

Cluster0l::1lun import*> lun import start -vserver vserverl -path
/vol/new asm/LUNO
Cluster0l::lun import*> lun import start -vserver vserverl -path
/vol/new asm/LUN1

Cluster0l::lun import*> lun import start -vserver vserverl -path
/vol/new lvm/LUNS8

Cluster0l::1lun import*> lun import start -vserver vserverl -path
/vol/new_ lvm/LUN9

ClusterOl::1lun import*>

BIESNHE

BILMEA TS NIZIE lun import show 8% WITFEFR. FIB20PLUNBISNIETE#ITH. X

A LUBIZONTAPIH I #dE. BIESIEERIIRENTEHTT.
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ClusterO1l:

:lun import*> lun import show -fields path,percent-complete

vserver foreign-disk path percent-complete
vserverl B800DTSHuVWB/ /vol/new asm/LUN4 5
vserverl B8O00DTSHuUVWBW /vol/new asm/LUNO 5
vserverl 800DTSHuUVWBX /vol/new asm/LUN1 6
vserverl B800DTSHuUVWBY /vol/new asm/LUN2 6
vserverl B800DTSHuVWBZ /vol/new asm/LUN3 5
vserverl 800DT$HuVWBa /vol/new asm/LUNS5 4
vserverl B800DT$SHuUVWBb /vol/new asm/LUN6 4
vserverl B800DT$HuVWBc /vol/new asm/LUN7 4
vserverl 800DT$HuVWBdA /vol/new asm/LUN8 4
vserverl B800DT$HuVWBe /vol/new_asm/LUN9 4
vserverl 800DTSHuVWBf /vol/new lvm/LUNO 5
vserverl 800DT$HuUVWBg /vol/new lvm/LUN1 4
vserverl B800DT$HuVWBh /vol/new lvm/LUN2 4
vserverl 800DTS$HuVWBi /vol/new lvm/LUN3 3
vserverl 800DT$HuVWBj /vol/new lvm/LUN4 3
vserverl B800DT$SHuVWBk /vol/new lvm/LUN5 3
vserverl 800DT$HuVWBl /vol/new lvm/LUNG6 4
vserverl 800DT$SHuVWBm /vol/new lvm/LUN7 3
vserverl 800DT$HuUVWBn /vol/new lvm/LUN8 2
vserverl 800DT$HuVWBo /vol/new lvm/LUN9 2

20 entries were displayed.

NRFBERANHERE, FIEEEM LMK ERBRS

e S5 R E T BEMINEM A LE 1un import

showo AT, ERILURHFMIA nﬁE&%%ﬁ*”"?I‘E‘BLUNv)\—nﬁk"o

MRFBBANES. IBRSENE B RPERAILUNAH SRS

FtESCShg&EEX

TERZHIERT. ENAMHLUNNRER G EZERBRHNEN.
BRLUNH MR XERYIRE. FINSREFIRE. BONROIERT —

Xz BEMPRIBRFRIRIRE . ERAILFER
MreEpRE. BTFETRERN.

AR BEMBRmENZA. FRERTHFMEXEHERA /etc/ fstab IkEZTBHNSANTRER TR, U
RAHITUERE. HBLUNBRIEIEE. WHRERFRIGETEBE . XMERASHRITHRE. B2, BHEK
BREANEMERAABIEAIREIFEERSE / etc/fstab L,UE_JL,LF’nb#sﬁf’lf%éﬁu}'—“ﬁﬁ&ﬁﬂ#ﬁ?o

Al LMEAEFAE L RAIPEABNLInuxiRZAS_EFILUN rescan-scsi-bus.sh 855 RGN, MLt &

N E2TREMLUNERR, HithrTREME LU, (BWNR S XMigropEcBEIEH. NN ETRITFZLUNE S NETAPP HV
EEZGT==N
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oracle-migration-fli-completion.html
oracle-migration-fli-completion.html
oracle-migration-fli-completion.html
oracle-migration-fli-completion.html
oracle-migration-fli-completion.html
oracle-migration-fli-completion.html

[root@hostl /]# rescan-scsi-bus.sh
Scanning SCSI subsystem for new devices
Scanning host 0 for SCSI target IDs O 1 2 3 4 5 6 7, all LUNs
Scanning for device 0 2 0 0
OLD: Host: scsiO Channel: 02 Id: 00 Lun: 00
Vendor: LSI Model: RAID SAS 6G 0/1 Rev: 2.13
Type: Direct-Access ANSI SCSI revision: 05
Scanning host 1 for SCSI target IDs 0 1 2 345 6 7, all LUNs
Scanning for device 1 0 0 O
OLD: Host: scsil Channel: 00 Id: 00 Lun: 00
Vendor: Optiarc Model: DVD RW AD-7760H Rev: 1.41
Type: CD-ROM ANSI SCSI revision: 05

Scanning host 2 for SCSI target IDs 0 1 2 3 4 5 6 7, all LUNs
Scanning host 3 for SCSI target IDs 0 1 2 3 45 6 7, all LUNs
Scanning host 4 for SCSI target IDs 0 1 2 3 4 5 6 7, all LUNs
Scanning host 5 for SCSI target IDs 0 1 2 3 4 5 6 7, all LUNs
Scanning host 6 for SCSI target IDs 0 1 2 3 45 6 7, all LUNs
Scanning host 7 for all SCSI target IDs, all LUNs
Scanning for device 7 0 0 10
OLD: Host: scsi7 Channel: 00 Id: 00 Lun: 10
Vendor: NETAPP Model: LUN C-Mode Rev: 8300
Type: Direct-Access ANSI SCSI revision: 05
Scanning for device 7 0 0 11
OLD: Host: scsi7 Channel: 00 Id: 00 Lun: 11
Vendor: NETAPP Model: LUN C-Mode Rev: 8300
Type: Direct-Access ANSI SCSI revision: 05
Scanning for device 7 0 0 12
OLD: Host: scsi9 Channel: 00 Id: 01 Lun: 18
Vendor: NETAPP Model: LUN C-Mode Rev: 8300
Type: Direct-Access ANSI SCSI revision: 05
Scanning for device 9 0 1 19
OLD: Host: scsi9 Channel: 00 Id: 01 Lun: 19
Vendor: NETAPP Model: LUN C-Mode Rev: 8300
Type: Direct-Access ANSI SCSI revision: 05

0 new or changed device(s) found.
0 remapped or resized device(s) found.

0 device (s) removed.

LUNZRIIEIER S A ZRFIENERCE. EERNLnuxZRERDEFBREBILEE, AYEH
multipath - 11 RO#THRE. DEIEBGHESMFE. Fli0. U MaHERT 5XEKMNZRFILE NETAPP
HNBEFTH, 8MEHEETRE. ERFRPMRENMAERN50. MPBIZHIMNER 10, REFRRE
BLinuxpyitia b eI s B FRARE. (Bl EER ST —.
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@ 152Z BT RIEMLinuxkk2sAIHost UtilitiesX#Y /etc/multipath.conf & & 1IF o

[root@hostl /]# multipath -11
3600a098038303558735d493762504b36 dm-5 NETAPP ,LUN C-Mode
size=10G features='4 queue if no path pg init retries 50
retain attached hw handle' hwhandler='l alua' wp=rw
| -+- policy='service-time 0' prio=50 status=active
| |- 7:0:1:4 sdat 66:208 active ready running
| "= 9:0:1:4 sdbn 68:16 active ready running
‘—+- policy='service-time 0' prio=10 status=enabled

|- 7:0:0:4 sdf 8:80 active ready running

"= 9:0:0:4 sdz 65:144 active ready running
3600a098038303558735d493762504b2d dm-10 NETAPP ,LUN C-Mode
size=10G features='4 queue if no path pg init retries 50
retain attached hw handle' hwhandler='l alua' wp=rw
| -+- policy='service-time 0' prio=50 status=active
| |- 7:0:1:8 sdax 67:16 active ready running
| = 9:0:1:8 sdbr 68:80 active ready running
‘—+- policy='service-time 0' prio=10 status=enabled

|- 7:0:0:8 sdj 8:144 active ready running

"= 9:0:0:8 sdad 65:208 active ready running

3600a098038303558735d493762504b37 dm-8 NETAPP ,LUN C-Mode
size=10G features='4 queue if no path pg init retries 50
retain attached hw handle' hwhandler='l alua' wp=rw
| -+- policy='service-time 0' prio=50 status=active
| |- 7:0:1:5 sdau 66:224 active ready running
| "= 9:0:1:5 sdbo 68:32 active ready running
"—+- policy='service-time 0' prio=10 status=enabled

|- 7:0:0:5 sdg 8:96 active ready running

"= 9:0:0:5 sdaa 65:160 active ready running
3600a098038303558735d493762504b4b dm-22 NETAPP ,LUN C-Mode
size=10G features='4 queue if no path pg init retries 50
retain attached hw handle' hwhandler='l alua' wp=rw
| -+- policy='service-time 0' prio=50 status=active
| |- 7:0:1:19 sdbi 67:192 active ready running
| "= 9:0:1:19 sdcc 69:0 active ready running
‘—+- policy='service-time 0' prio=10 status=enabled

|- 7:0:0:19 sdu 65:64 active ready running

"= 9:0:0:19 sdao 66:128 active ready running

BHAUELVMEA

MNMEEERAIMLYM LUN. N vgchange --activate y 83N, X@—NMRFNZEEEIESENET
fl, BERLUNBPWWNEZERSISHAEE. AABHTHIESEALUNE S,
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IRERGHIETLUN. KIS ALUN R DEIE. BEAMRNETIESE sanvg volumegroup. FAIGH
BFrEvENIgE. REENMEESAHRE,

[root@hostl /]# vgchange --activate y sanvg

Found duplicate PV fpCzdLTuKfy2xDZjailN1iJh3TJjLUBiT: using
/dev/mapper/3600a098038303558735d493762504b46 not /dev/sdp

Using duplicate PV /dev/mapper/3600a098038303558735d493762504b46 from
subsystem DM, ignoring /dev/sdp

2 logical volume (s) in volume group "sanvg" now active

EREHXH RS

EAUasAR. JUEESXA ARG RGE RIBHRIETIF L. WMRIXXFrd. BMERES SE/RimA+N
RFEDIRES. XERFHEETEIERIET.

[root@hostl /]# mount /orabin
[root@hostl /]# mount /backups
[root@hostl /1# df -k

Filesystem 1K-blocks Used Available Use%
Mounted on
/dev/mapper/rhel-root 52403200 8837100 43566100 17% /
devtmpfs 65882776 0 65882776 % /dev
tmpfs 6291456 84 6291372 %
/dev/shm
tmpfs 65898668 9884 65888784 1% /run
tmpfs 65898668 0 65898668 0%
/sys/fs/cgroup
/dev/sdal 505580 224828 280752 45% /boot
fas8060-nfs-public:/install 199229440 119368256 79861184 60%
/install
fas8040-nfs-routable:/snapomatic 9961472 30528 9930944 1%
/snapomatic
tmpfs 13179736 l6 13179720 1%
/run/user/42
tmpfs 13179736 0 13179736 0%
/run/user/0
/dev/mapper/sanvg-lvorabin 20961280 12357456 8603824 59%
/orabin
/dev/mapper/sanvg-lvbackups 73364480 62947536 10416944 86%
/backups

EMPBASMIEE

BHAESCSig®E. NEEMAIASMIbIZE. F]LUEE EF/EsIASMIbH I REXA I IEE A M.

92



@ & B 5 AASMIbBIASMEC E 1H%,

AR INRAKREERAASMIb. N /dev/mapper IRENE BEIEHEIE, BRE. NRAIERER. NRK
BASMIib. MATEREIRE LNASMIRERHNR, 8@ E—FEFHRET B RTTAtiEE
/etc/multipath.conf 8 udev MM, BNEPIRERIBI T XM MANER, FAIEFEEFMXLEX M. LRI
MERRWWNEFFISZEK. NTHRASMIZ & AE ERHBIIR,

FIRAIR. EFRBEIASMIibHHEHE S BR5RIGHIRMEBRI10TASM LUN.

[root@hostl /]# oracleasm exit

Unmounting ASMlib driver filesystem: /dev/oracleasm
Unloading module "oracleasm": oracleasm
[root@hostl /]# oracleasm init

Loading module "oracleasm": oracleasm

Configuring "oracleasm" to use device physical block size
Mounting ASM1lib driver filesystem: /dev/oracleasm
[root@hostl /]# oracleasm scandisks

Reloading disk partitions: done

Cleaning any stale ASM disks...

Scanning system for ASM disks...

Instantiating disk "ASMO"

Instantiating disk "ASM1"

Instantiating disk "ASM2"

Instantiating disk "ASM3"

Instantiating disk "ASM4"

Instantiating disk "ASM5"

Instantiating disk "ASM6"

Instantiating disk "ASM7"

Instantiating disk "ASM8"

Instantiating disk "ASM9"

BB IRSS
MELVMAASMIRE BN ERTA. AIUEMBIMEARSS.

[root@hostl /]# cd /orabin/product/12.1.0/grid/bin
[root@hostl bin]# ./crsctl start has

EfRhEIERE

BHBRMNERSE. IUBREER. ERREoHEIEEZA. RFEFF/LOH. UEASMIRS T2
Fo
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[root@hostl binl]# su - oracle
[oraclelRhostl ~]$ . oraenv

ORACLE SID = [oracle] ? FLIDB

The Oracle base has been set to /orabin
[oracle@hostl ~]$ sglplus / as sysdba
SQL*Plus: Release 12.1.0.2.0

Copyright (c) 1982, 2014, Oracle. All rights reserved.
Connected to an idle instance.

SQL> startup

ORACLE instance started.

Total System Global Area 3221225472 bytes

Fixed Size 4502416 bytes
Variable Size 1207962736 bytes
Database Buffers 1996488704 bytes
Redo Buffers 12271616 bytes

Database mounted.
Database opened.
SQL>

SERK
MENAERE. TEExM. BIHIMIMBESIRMAIO. BEIRERSAXRALL.
MR X R 2 8. BABIAPTELUNBGER R B 5ehT,
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Cluster0l::*> lun import show -vserver vserverl -fields foreign-

disk,path,operational-state

vserver

foreign-disk path

operational-state

vserverl
vserverl
vserverl
vserverl
vserverl
vserverl
vserverl
vserverl
vserverl
vserverl
vserverl
vserverl
vserverl
vserverl
vserverl
vserverl
vserverl
vserverl
vserverl

vserverl

800DTSHUVWB/
800DTSHUVWBW
800DTSHUVWBX
800DTSHUVWBY
800DTSHUVWBZ
800DTSHUVWBa
800DTSHUVWBDb
800DTSHUVWBC
800DTSHUVWBA
800DTSHUVWBe
800DTSHUVWB L
800DTSHUVWBg
800DTS$SHUVWBh
800DTSHUVWB1
800DTSHUVWB]
800DTS$HUVWBk
800DTSHUVWB1
800DTSHUVWBM
800DTSHUVWBN
800DTSHuUVWBO

/vol/new asm/LUN4
/vol/new asm/LUNO
/vol/new asm/LUN1
/vol/new asm/LUN2
/vol/new asm/LUN3
/vol/new asm/LUN5
/vol/new asm/LUNG
/vol/new_asm/LUN7
/vol/new asm/LUNS8
/vol/new asm/LUNY
/vol/new_ 1lvm/LUNO
/vol/new lvm/LUN1
/vol/new lvm/LUN2
/vol/new_lvm/LUN3
/vol/new lvm/LUN4
/vol/new lvm/LUN5
/vol/new_lvm/LUNG6
/vol/new lvm/LUN7
/vol/new lvm/LUNS8
/vol/new_lvm/LUN9

20 entries were displayed.

BIBRSFAX R

completed
completed
completed
completed
completed
completed
completed
completed
completed
completed
completed
completed
completed
completed
completed
completed
completed
completed
completed
completed

%I ETTRE. BRI X R TTRILLRIEE. 1OFET JMONTAP_ERYIREN2S R o

Cluster0Ol::*> lun
Cluster0Ol::*> lun

ClusterOl::*> lun
Cluster0Ol::*> lun

BCHEMSMEELUN

o BEEELIMER is-foreign &FR.

import delete -vserver
import delete -vserver
import delete -vserver
import delete -vserver

vserverl

vserverl

vserverl

vserverl

-path /vol/new asm/LUNO
-path /vol/new asm/LUN1

-path /vol/new lvm/LUNS
-path /vol/new lvm/LUN9
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Cluster0l::*> storage disk modify {-serial-number 800DTSHuUVWBW} -is
-foreign false
Cluster0l::*> storage disk modify {-serial-number 800DTSHuUVWBX} -is
-foreign false

Cluster0l::*> storage disk modify {-serial-number 800DTS$SHuUVWBn} -is
-foreign false
Cluster0l::*> storage disk modify {-serial-number 800DTSHuVWBo} -is
-foreign false
ClusterQ0l::*>

RNE=2:
BEATIHELUNR MY Z — TR W E K,

TERELERT. BHEIB I 2B HEA—ED. TCPIPERNN. MFCEAISCSIAILAERfthE %
FFMRIFR, FHMERT. iISCSIAJaEEFIABIP SANFEERIRARIEREE, B, B REERARRN
X ER GBS FERE. BIa0. SNRIMEBFETIFETFONTAPHILUNABERIBI I FR—HBA L. MIBTLAERISCSI
LUNESSKBVBSEIRM IBREFIE FIEE. MARSHMIERIALUNG. ERTLUSHEALR[EIFC,

U TRESBETR T MFCEIISCSIRvELHR. BEARNER T MiSCSIZIFCRIR m4%ik,

RREISCSIB e

BIANBER T, RZHIRERAHBEENRMHISCSIBohEF. BUIRAKEE. MeIBENRE,

[root@hostl /]# yum install -y iscsi-initiator-utils
Loaded plugins: langpacks, product-id, search-disabled-repos,
subscription-

manager
Resolving Dependencies
--> Running transaction check
-—-> Package iscsi-initiator-utils.x86 64 0:6.2.0.873-32.el7 will be
updated
—--> Processing Dependency: iscsi-initiator-utils = 6.2.0.873-32.el7 for
package: iscsi-initiator-utils-iscsiuio-6.2.0.873-32.e17.x86 64
-—-> Package iscsi-initiator-utils.x86 64 0:6.2.0.873-32.0.2.el7 will be
an update
--> Running transaction check
-—-> Package iscsi-initiator-utils-iscsiuio.x86 64 0:6.2.0.873-32.el7 will
be updated
-—-> Package iscsi-initiator-utils-iscsiuio.x86 64 0:6.2.0.873-32.0.2.el7
will be an update
--> Finished Dependency Resolution
Dependencies Resolved
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Package Arch Version Repository

Updating:

iscsi-initiator-utils x86 64 6.2.0.873-32.0.2.el7 ol7 latest 416
k
Updating for dependencies:

iscsi-initiator-utils-iscsiuio x86 64 6.2.0.873-32.0.2.el7 ol7 latest 84
k

Transaction Summary

Upgrade 1 Package (+1 Dependent package)

Total download size: 501 k

Downloading packages:

No Presto metadata available for ol7 latest

(1/2) : iscsi-initiator-utils-6.2.0.873-32.0.2.e17.x86 6 | 416 kB 00:00
(2/2): iscsi-initiator-utils-iscsiuio-6.2.0.873-32.0.2. | 84 kB 00:00

Total 2.8 MB/s | 501 kB
00:00Cluster01

Running transaction check

Running transaction test

Transaction test succeeded

Running transaction

Updating : iscsi-initiator-utils-iscsiuio-6.2.0.873-32.0.2.el17.x86
1/4

Updating : iscsi-initiator-utils-6.2.0.873-32.0.2.e17.x86 64
2/4

Cleanup : ilscsi-initiator-utils-iscsiuio-6.2.0.873-32.el7.x86 64
3/4

Cleanup : iscsi-initiator-utils-6.2.0.873-32.e17.x86 64
4/4
rhel-7-server-eus-rpms/7Server/x86 64/productid | 1.7 kB 00:00
rhel-7-server-rpms/7Server/x86 64/productid | 1.7 kB 00:00

Verifying : iscsi-initiator-utils-6.2.0.873-32.0.2.el17.x86 64
1/4

Verifying : iscsi-initiator-utils-iscsiuio-6.2.0.873-32.0.2.el17.x86
2/4

Verifying : iscsi-initiator-utils-iscsiuio-6.2.0.873-32.el7.x86 64
3/4

Verifying : iscsi-initiator-utils-6.2.0.873-32.el7.x86 64
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4/4
Updated:

iscsi-initiator-utils.x86 64 0:6.2.0.873-32.0.2.el7
Dependency Updated:

iscsi-initiator-utils-iscsiuio.x86 64 0:6.2.0.873-32.0.2.el7
Complete!
[root@hostl /1#

EISCSIEIiZERF AT
ELREIEFSER— " H—RiISCSIBIfEF &, fELinuxt. B FH
/etc/iscsi/initiatorname.iscsi XL RZFRBATFARRIP SANLERYEN

[root@hostl /]# cat /etc/iscsi/initiatorname.iscsi
InitiatorName=iqgn.1992-05.com.redhat:497bd66cal

ellFE i) =i 2|

JBEhFER4H (igroGroup)2ONTAP LUNREIRZRMM—BR 0. FRAERR T ENEMNIR. ST EHRFEE
HILUN. FemilttZ BRI TG EReIE—Digrop. HPFIH T FEIFRIAIFC WWNELISCSIB iR &K,

EUERBIFR, 8T —Pigrop. HREELinuxEHBISCSIBNiZR.

Cluster0l::*> igroup create -igroup linuxiscsi -protocol iscsi -ostype
linux -initiator i1ign.1994-05.com.redhat:497bd66cal

KRR

EEILUNIIN Z AT, BIELUNT 2B TRS. BHERMALUNZ — EREMBIEEFEERGIKT . XHRFW
FUEE. BHBIUEH. WREHAASM. FHREHFHASMEEHAH KFFFE MRS

EUGELUNS FCRISE A Bk 5+
ELUNEL2EES. MRIEFC igrop fliBRERET,

ClusterOl::*> lun unmap -vserver vserverl -path /vol/new asm/LUNO -igroup
linuxhost
ClusterOl::*> lun unmap -vserver vserverl -path /vol/new asm/LUNl -igroup
linuxhost

ClusterOl::*> lun unmap -vserver vserverl -path /vol/new lvm/LUN8 -igroup
linuxhost
Cluster0Ol::*> lun unmap -vserver vserverl -path /vol/new 1lvm/LUN9 -igroup
linuxhost
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JELUNEHIRET R IPZE
B ENLUNBYA A RIZ TR FiSCSI B ahizF4H,

ClusterOl::*> lun map -vserver vserverl -path /vol/new asm/LUNO -igroup

linuxiscsi

ClusterOl::*> lun map -vserver vserverl -path /vol/new asm/LUN1 -igroup

linuxiscsi

Cluster0Ol::*> lun map -vserver vserverl -path /vol/new 1lvm/LUN8 -igroup

linuxiscsi

ClusterOl::*> lun map -vserver vserverl -path /vol/new 1lvm/LUN9 -igroup

linuxiscsi
ClusterQ0l::*>

A IiSCSIEHR

iISCSIRMANRIMINEL. B—HAERRMER. XE5ERILUNRE, o iscsiadm FHEHERRIEGSATRN
HIEEMNIIFA -p argument MAFEFMERIEISCSIARSSHIFAA IPHAAIE MR, EXMERT. AL
MPHINETEERIN IR 13260 1R 4EiSCSIARSS -

®

MRFTEIAPHERIBARIPHIsE, Wit as <A RERE L7297 BETe o

[root@hostl ~]# iscsiadm -m discovery -t st -p fas8060-iscsi-publicl
10.63.147.197:3260,1033 ign.1992-

08.com.

netapp:sn.807615e%ef6llle5abae90e2babb9464:vs.3

10.63.147.198:3260,1034 ign.1992-

08.com.
172.20.
08.com.
172.20.
08.com.

netapp:sn.807615e9%ef6llle5a5ae90e2babb9464:vs.3
108.203:3260,1030 ign.1992-
netapp:sn.807615e%ef6llle5a5ae90e2babb9464:vs.3
108.202:3260,1029 ign.1992-
netapp:sn.807615e%f6llle5abae90e2babb9464:vs.3

%&IiSCSI LUN

KRINSCSIEITG. EHBENISCSIPRE LA I A AMISCSI LUNHEXELSE. L KREFEHASMIbISEE,

[root@hostl ~]# service 1iscsi restart

Redirecting to /bin/systemctl restart iscsi.service

BHBEIME

WBIENAEEAE. ENERXAHRS. EMEMRACIRSELNENBEIFE, (FATIINER. NetAppEil
RIS ENMBIRSESE. URRFIEEEXHHERTIR. HEMEKIAIREIER .

99



AR BMBSENZAE. FRERTHFMEXEEHERA /etc/fstab IEBEIBHISANZRER EFEE,
RARPTUZE. ABLUNGRIEIEE,. NAIREZSERERAT AR, REERRSZRITFSE. B2,
BN EIMERA R MR HHITEIERIBEIEEARTT(E /etc/ fstab LUERTLUSTHRER L. LUEFIREIEH
PRIE,
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MEZRRARIFEY NetApp FHELKERI AR U TP MR R AERRRILIR

AR NetApp 12 RIF 1R, FEEMPAREIETER, SFERNRTERSE UL ERZBIERMEN
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