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mcclA::> metrocluster operation show
Operation: switchover
Start time: 10/4/2012 19:04:13
State: in-progress
End time: -

Errors:

mcclA::> metrocluster operation show
Operation: switchover
Start time: 10/4/2012 19:04:13
State: successful
End time: 10/4/2012 19:04:22
Errors: -
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FFF T = MetroCluster Bt E, & AR SN IR E5E Z MEHI2HEIR5 |,
RS B R REIETF LU TRIL:

* UhR A BRI
* node_A_ 1 HIIHFE, EETEEL,
* node_A 2 HIIFE, EETEFELR,

TR _A_2 {AFE T = MetroCluster BEEEH,

* Ih B RIEEBEBETHMS,
* node_B_1 B TIRR BT
* node_B_2 iZ{ TR BT

node_B_2 {NFEF T = MetroCluster EEE A,

EHISIRREB U TRIBARS D :

MetroCluster BC& HHYTI 221 TR [R$a &% 1D
g node A 1 4068741258
node A 2 4068741260 node B 1
4068741254 node_B_2 4068741256
A node A 1 4068741258
p

1. FEIETIEEMIE S, TR MetroCluster BRERTTEERZ ID

MetroCluster Bo& YT 3k ERLLHS ...
mag )\ MetroCluster node show -fields node-

systemID , ha-partner-systemID , dr-
partner-systemID , dr-auxiliary-
systemID

m MetroCluster node show -fields node-
systemID , dr-partner-systemID

FUEREIR, FOT S MetroCluster BRE, BHEZRLUTIHRZ ID :

° node A 1: 4068741258
° node_A 2 : 4068741260
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IRz HIZRARIRIAA R R TXELE RS ID FiB.

metrocluster node show -fields node-systemid, ha-partner-systemid,dr-
partner-systemid,dr-auxiliary-systemid

dr-group-id cluster node node-systemid ha-partner-systemid
dr-partner-systemid dr-auxiliary-systemid

1 Cluster A Node A 1 4068741258 4068741260

4068741254 4068741256

1 Cluster A Node A 2 4068741260 4068741258

4068741256 4068741254

1 Cluster B Node B 1 - = =
1 Cluster B Node B 2 - = =

4 entries were displayed.

FHRAIR, MFINT = MetroCluster BR&E, BHOZELUUTIHRS D :
° node_ A _1: 4068741258

|z HIZRRIRIBA BRI RS ID FRE,

metrocluster node show -fields node-systemid,dr-partner-systemid

dr-group-id cluster node node-systemid dr-partner-systemid
1 Cluster A Node A 1 4068741258 4068741254
1 Cluster B Node B 1 - -

2 entries were displayed.

2. 3 F{EF ONTAP JE#RS2H MetroCluster IP B2 E, FKEX ONTAP JAAZSLHY IP hil:

3.

14

storage iscsi-initiator show -node * -label mediator

WMRRFARIS ] AFF A220 , AFFA400, FAS2750 , FAS8300 3% FAS8700 , fE VLANID :

MetroCluster interconnect show
VLAN ID &kt pEEc2s 5P ERmEEces 2 11,

7EUEREIR, VLANID 79 120 #1130 :



metrocluster interconnect show

Node Partner Name

Partner
Type

Mirror
Admin
Status

Mirror
Oper
Status

Node A 1 Node A 2

Node B 1

Node B 2

Node A 2 Node A 1

Node B 2

Node B 1

12 entries were displayed.

DR

AUX

HA

DR

AUX

enabled

enabled

enabled

enabled

enabled

enabled

online

online

offline

online

online

offline

FEAREEE5ETTIEEMIL R FEE (MetroCluster IPEEE)

e0a-120
e0b-130

e0a-120
e0b-130

e0a-120
e0b-130

e0a-120
e0b-130

e0a-120
e0b-130

e0a-120
e0b-130

iWARP
1WARP

iWARP
1WARP

iWARP
1WARP

iWARP
1WARP

iWARP
1WARP

Up
Up

Up
Up

Up
Up

Up
Up

Up
Up

B MIZTTIEE BT S B MetroCluster iSCS| B ahig R iE kiR = E &R ah28,

KTFUAES

3% MetroCluster IP FEEA EEIIREPE,

p

1. EE-EBETHTRERTAL, ERASHRNRES:

set -privilege advan

HAGRTEAEHNBRENH BTSRRIV

ced

2. #rFF DR AW MNMEITIEER T = LR iSCSI Bohigrs:

storage iscsi-initiator disconnect -node

LB LA HFR, X

HMESNES

BITHTR

UTRBIETRT ATHAILER B EEthiZFRes<

ﬁthl_;ko

SEF TR

(*>) B, GFREER y#

-label *

TR,
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site B::*> storage iscsi-initiator disconnect -node node B 1 -label *
site B::*> storage iscsi-initiator disconnect -node node B 2 -label *

3. REIZIEIENRES!

set -privilege admin

AFFERIERRIR EVECE
£ MetroCluster ECE R ERMIEHISIRIRZ AT, HIEHFRINEEE,

P
1. NBME, BETEUETR LOADER IR

halt
2. TERRAT LORDER. RIMRLEIRBENRIAME:
set-defaults
3. REIFIR:
saveenv
4. TEHRRTIAL LOADER. [BENBENTEIER:
boot ontap HE
. ERERBERTRIA, BIREE:
wipeconfig
MHIANRTREE ves o
TRREMBD, FBRERBIESE,
6. FEBCIFEF, TFED * 5* BRABHELIF R

AR REE ves o

8IS AR S BT 8RR IR
SNRFFITHIZFIEIREY ONTAP RS [EH T TRIIEHIZFEIR ERVRRARE], WA U8 LS B ahiTizh s8R IR,

FaZ Al
* BRAERGRIE HTTP ARS5288.

. }i%\ﬁﬁﬁ I71E] NetApp S2HFibmR, 7 RE N HUER TERIT a8 REFTIZITH ONTAP BIRAHNHBE RGN
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"NetApp ZHF"

p
1. 3518 "NetApp SZH5ih =" FHATFHRITRENSZB I,

2. M NetApp z3Fub s B9 4E THER D T AR ONTAP 2iF, 3HI% ontap-version_image.tgz XHF1FHETER]
@i Web iHRIBIB R4,

3. BEE@T Web ARMNE R, HRIEFAFEXHEETA.

FEES B4 ...

FAS/AFF8000 &5 &% 3% ontap-version_image.tgzfile IR FIRENEIB15H
5. tar -zxvf ontap-version_image.tgz 7. MNRE
7£ Windows EiREXAE, 1B 7-Zip 3¢ WinRAR
R B R, BHERIIRNEBE—MEERN
X5 netboot/kernel B netboot {43

FREHMALS THERIRNEE—EE WV?(#FE’J netboot XX
3 : ontap-version_image.tgz &L EREY ontap-
version_image.tgz X4,

4. 7 LOADER 1214k, AEIE LIF il ENSE Bk
° YN IP Hukity DHCP , EECE BohiEE:

ifconfig eOM -auto

° YNR P #uUb BN, BECEFEhER:

ifconfig eOM -addr=ip addr -mask=netmask gw=gateway’

3. TR B,
° YNRIF AT 80xx RINAS, BFERAUTHS

netboot http://web server ip/path to web-accessible directory/netboot/kernel

c MRFEZEMEMRY, BEAUTHS

netboot http://web server ip/path to web-accessible directory/ontap-
version image.tgz

6. MBEhZEEAR, EFIEM * (7) Install new software first* , FFMREFMGE THHLESBILE.

Disregard the following message: "This procedure is not supported for
Non-Disruptive Upgrade on an HA pair". It applies to nondisruptive
upgrades of software, not to upgrades of controllers.

. MRARFGIRTERETITIRES R, TR v
» ARERFHIRTERMNRG SR, WNRESXHRY URL -
\http://web server ip/path to web-accessible directory/ontap-
version image.tgz’
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https://mysupport.netapp.com/site/
https://mysupport.netapp.com/site/
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https://mysupport.netapp.com/site/
https://mysupport.netapp.com/site/

Enter username/password if applicable, or press Enter to continue.
7. N n HERRERMU TR, BRI EHME

Do you want to restore the backup configuration now? {y|n} n
8. HEBIXMATHNENRTE, WA v UEHB:

The node must be rebooted to start using the newly installed software.
Do you want to reboot now? {yln} y

() aRERSATEERTRENRE,

9. NIBThaErH, HEHF * kW 5* LU NP ET
10. INREFEAHIZET = MetroCluster BLE, 15X 5 — MRiEHISSERES HIRIES B,
HaE E A RYIT RIS RIRBI R LD
EHROGEIE R ERFEEME, EORERRENFEERISSIRRNAS D

XFUAES
AT E R A RYIT RIS ARIR A TP IR TR AT IR D BB

ANRE TN RMOTREENTG. MNTFRTREE, ErUZRMNE MR EE M TRIEIH. XTI\
TREE, BuEEE_ DR A EMNEMT R, XERFIRIKUTRA:

U A BARMEIL S,
* node A 1 BE#,
* node A_2 BEif,

RIFETF T 5= MetroCluster BBEH,

* U B RIEREBETHIM R
* node_B_1 E{TIREF
* node_B_2 iz{TIRIT R T

{IZ1EF T 52 MetroCluster E2& A,
IR EL BHIRGERREB LT RS ID B9ITHIZS:

MetroCluster BB&H = [RIEERSE ID MRS ID 1ER DR Eox P =
FORER 555 S Eext
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g4 node A_1 4068741258 1574774970 node B_1
node_A 2 4068741260 1574774991 node_B 2 node_B_1
4068741254 kEX node A_1 node B 2 4068741256
FEN node A 2 mh node A 1 4068741258
1574774970 node_B_1 node_B_1 4068741254 FEN

7EMT &5 MetroCluster EBEH, RFEIDE site AR ID RIEMT S5 site BHERZK ID &
() (B8 SERIE DR BRAERMTRS D SXETH, AUFESREHSERE, DRI
B 5 £ B

£ LR R

*node A 1 (1574774970) ¥5 node B 1 (4068741254 ) Bt
*node_A 2 (1574774991 ) ¥5 node B 2 (4068741256 ) BCxt

p
1 ENRAFHFEINERLT, ERSMTRNTWRAMAL ID . disk show

EUTRAIG, HEEZAS ID 7 1574774970

*> disk show
Local System ID: 1574774970

2 HEEATEL, BE L%,
() WA MetroCluster REFBERITUSE,

ELLTRGIA, FEVAZALS ID /9 1574774991 ©

*> disk show
Local System ID: 1574774991

IIELAHHY ha-config HRZS

7£ MetroCluster ECEH, IV IEHISSIEIRFNFELA B ha-config IKSIRE N "mec” T "mee-2n" , LUEEA]
AILUEE B,

19



FaZ Al
RGN T HEPIE T

RFUAES
WA G T RIS AR IR A TTHAESS

p
1. EEPET, ERiEHIS RN HA RS

ha-config show

IEfARY HA RESBEURTFEBY MetroCluster BRE,

MetroCluster B & VI T 28 =
J\T =30 5 MetroCluster FC BZ&

NI &= MetroCluster FC B2 &

MetroCluster IP B2 &

FRB A HARZSRZA ...

MCC

MCC-2n

mccip

2. yﬂ%mﬂ'ﬂ’]?x%”%%.?ﬁvlvlku;rIEﬁﬁ, 1ﬁ12§1: %ug%*;i;%ﬂlj HA '{k/p\

MetroCluster B & F YT |2t =
J\ T =8P &= MetroCluster FC B2 &

NI &= MetroCluster FC B2&

MetroCluster IP B0 &

LA
AR

ha-config

ha-config

ha-config

3 yﬂ%wﬂ'ﬂ’]*ﬂ?%av{k/uz—Eﬁ, 1%1&%*”:??] HA ’ij(ll_;\

MetroCluster Bt & FRVITHIZE 2=
J\T5 58P0 & MetroCluster FC &

NI = MetroCluster FC B2&

MetroCluster IP B0 &

4 ER—IMERTALEE FASE,

HERRRSG LEREER T REIRINE
ENWIERISR SRS E 7 mEIImNE,

20
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<

ha-config

ha-config

ha-config

modify

modify

modify

modify

modify

modify

controller mcc

controller mcc-2n

controller mccip

chassis mcc

chassis mcc-2n

chassis mccip



p
1. MIETTIEEERNIERIEITTUTHS:

metrocluster node show -fields is-encryption-enabled

MRBATME. NasERU T

cluster A node A 1 true
cluster A node A 2 true
cluster B node B 1 true
cluster B node B 2 true

= T =

entries were displayed.
() w0 mEssmnE SRTFEENRSL.

YEZ7E MetroCluster IP B2 & ij][o]

Y TE MetroCluster IP EZE F4][D]
B Y[R EETE MetroCluster IP BiE, ST RL(ES,

KXFUES
nbsp ;
Set envircnmental 3 Verify remots Ay Aszsign poal 0 disks — Delete failed plexes
variablas storage connectivity at disaster site

I I I .

Heal aggregates

Pewvar on disk
shelves and switches
at disaster site

v v . :

Assign pool 1 disks Mirrer root
at disaster site 3ggregates +

Configure the P | | Boot replacement | | | Assign poal 1 disks
switches modes ta ONTAP at surviving site Heal root aggregates
Replacement nodes in Maintenance mode Replacemnent nodes booted 1o ONTAP

7E MetroCluster IP ECEFISEFfENIFIET =

7£ MetroCluster IP B2E& 1, AR LA E MetroCluster 32O/ IP sk, SAG
FRENIEBITHISER _ EAEO,

KXTFUIES
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* JB7E MetroCluster IP Bt &R A BEHITILES,

* WESHRIESLAIMIETT

[EE RIS RS BHR R AT M R UL 2T =By LOADER R HITo

* L AEA VLAN fEA MetroCluster IP #0, ZMABERT, XN imOAFNENEOEERRERN

VLAN :

10120,

NRZFF. EEAILUERSMEE—S

UTFE*R*XHF vian-id B

° FAS8200 #1 AFF A300

> AFF A320

° FAS9000F1AFF A700
° AFF C800. ASA C800. AFF AS800F1ASA A800

FRrEEMT 51328 vian-id o

* XLERFIFBT RB MetroCluster IP EZEB LT IP #iflk:

b o ol

TR
node_A_1

e5b

eba

XLETRBIERF AFF A700 35 FAS9000 4%, ZOET &R SR

172.17.27.11

172.17.26.13

node_B_2

i H

172.17.27.10

172.17.26.11

node B 1

e5b

eba

TRELETTHEE581MTEM MetroCluster IP itk 7 [BIIX &,

TR
node A 1

* eba:

* ebb :

172.17.26.10
172.17.27.10

HA BExd 5 =
node A 2

DR EgxtTim

node B 1

|P ik
172.17.26.10

node A 2

ebb

eba

172.17.27.13

172.17.26.12

F100 (N F1017140952 &) Efth(IEERIA) VLAN vian-id o

DR 4B ECH T =

node B 2

* eba:

* ebb :

172.17.26.11
172.17.27.11

* eba:

* ebb:

172.17.26.13
172.17.27.13

° eba:

* ebb :

172.17.26.12
172.17.27.12



node A 2 node_A_1 node B 2 node B _1

*eda. 172.17.26.11 *eda. 172.17.26.10 *eba. 172.17.26.12 *eba:. 172.17.26.13
*ebb: 172.17.27.11 °ebb: 172.17.27.10 °ebb: 172.17.27.12 °ebb: 172.17.27.13

node B 1 node B 2 node A 1 node A 2

*eba: 172.17.26.13 *eba:. 172.17.26.12 *eba:. 172.17.26.10 *eba. 172.17.26.11
*edb: 172.17.27.13 *edb: 17217.27.12 *ebb: 172.17.27.10 °ebb: 172.17.27.11

node B 2 node_B_1 node_A_2 node_A 1

*eba: 172.17.26.12 *eba:. 172.17.26.13 °eba: 172.17.26.11 *eba:. 172.17.26.10
*ebb: 172.17.27.12 *ebb: 172.17.27.13 *ebb: 17217.27.11 *ebb: 172.17.27.10

* I EMMetroClusterBEEFEEURA T AR FER N HEEE/HAK IR HEMetroClusterggyHAlR
. FERUTEEHERSN RO,
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HEERHARKO
TRPFIHNRSGERHEZER/HARKO:

AFFFIASAZR 4 FAS R4
« AFF A20 « FAS50
« AFF A30 « FAS70
« AFF C30 « FAS90
« AFF A50
« AFF C60
« AFF C80
« AFF A70
« AFF A90
« AFF A1K

HEMMetroClustersiHA [
TERAPF|HENRFEREZHMetroCluster HA/HAIR

AFFFIASAZR 4 FAS &4

* AFF A150. ASAA150 « FAS2750
- AFF A220 - FAS500f
* AFF C250. ASA C250 + FAS8200
* AFF A250. ASAA250 * FAS8300
« AFF A300 « FAS8700
« AFF A320 * FAS9000

- FAS9500

* AFF C400. ASA C400

* AFF A400. ASAA400
* AFF A700

* AFF C800. ASA C800
* AFF A800. ASAA800
* AFF A900. ASAA900

SHIE
1. MNIEEIZTTRIIE m U EE R XELE = MetroCluster 2 [AY IP ik :

MetroCluster configuration-settings connection show

PREBMNEY * BARRIZHIAE * 510 E/RAY DR BCX 13 =ittt
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REE

1R
15N

T e SERANEEZER/HAKOREEE=MetroClusterig . st SBFAARE,
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@ E ﬁlHAiﬁ'ﬁDEI]%éﬂ;

cluster B::*> metrocluster configuration-settings connection show

DR Source Destination
DR Source Destination
Group Cluster Node Network Address Network Address Partner Type

Config State

1 cluster B
node B 1
Home Port: eba
172.17.26.13 172.17.26.10 DR Partner
completed
Home Port: eba
172.17.26.13 172.17.26.11 DR Auxiliary
completed
Home Port: ebb
172.17.27.13 172.17.27.10 DR Partner
completed
Home Port: ebb
172.17.27.13 172.17.27.11 DR Auxiliary
completed
node B 2
Home Port: eba
172.17.26.12 172.17.26.11 DR Partner
completed
Home Port: eba
172.17.26.12 172.17.26.10 DR Auxiliary
completed
Home Port: ebb
172.17.27.12 172.17.27.11 DR Partner
completed
Home Port: ebb
172.17.27.12 172.17.27.10 DR Auxiliary
completed

12 entries were displayed.

{FEEHEZIMetroClustersiHAIRE I R 4%

UTFwmHERT AFF A700 #1 FAS9000 RAECERY IP ik, XLEERFR MetroCluster IP #2011 Fin
[ eba #l e5b £, #FEORERTFEEEME

cluster B::*> metrocluster configuration-settings connection show

DR Source Destination



DR

Group Cluster Node

Config State

Source

Destination

Network Address Network Address Partner Type

1 cluster B
node B 1
Home
completed
Home
completed
Home
completed
Home
completed
Home
completed
Home
completed
node B 2
Home
completed
Home
completed
Home
completed
Home
completed
Home
completed
Home
completed

Port: eba

172.17.26.

Port: eba

172.17.26.

Port: eba

172.17.26.

Port: e5b

172.17.27.

Port: e5b

172.17.27.

Port: e5b

172.17.27.

Port: eba

172.17.26.

Port: eba

172.17.26.

Port: eba

172.17.26.

Port: e5b

172.17.27.

Port: e5b

172.17.27.

Port: e5b

172.17.27.

12 entries were displayed.

13

13

13

13

13

13

12

12

12

12

12

12

172.

172.

172.

172.

172.

172.

172.

172.

172.

172.

172.

172.

17.

17.

17.

17.

17

17.

17.

17.

17.

17.

17.

17.

26.

26.

26.

27.

.27.

27.

26.

26.

26.

27.

27.

27.

12

10

11

12

10

11

13

11

10

13

11

10

HA

DR

DR

HA

DR

DR

HA

DR

DR

HA

DR

DR

Partner

Partner

Auxiliary

Partner

Partner

Auxiliary

Partner

Partner

Auxiliary

Partner

Partner

Auxiliary
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2.

3.

28

NRFBEMEREOM VLAN ID SRR, iEMIEBIBITRIIERHAE VLAN ID :
MetroCluster configuration-settings interface show

c NRFH/ESEHIFVLAN ID (1BEN), HERFEAZIAVLAN ID, MBEHEVLAN 7FEID,
° WNREA, WHEEMKMIE "5 3 M,

VLAN ID B2 &7EkHAY * WEgthit * 79, * BX * FI2RMX IP ik,

7T RFIR, #0059 VLAN ID 9 120 #9 e0a 1 VLAN ID J9 130 B9 eOb :

Cluster-A::*> metrocluster configuration-settings interface show
DR

Config

Group Cluster Node Network Address Netmask Gateway
State

cluster A
node A 1
Home Port: e0a-120
172.17.26.10 255.255.255.0 -
completed
Home Port: e0b-130
172.17.27.10 255.255.255.0 -
completed

EENRMEL ST AR RATL LoADER. RIBENTFAE S EFERAEZER/HAROIEZEEMetroCluster
HAROIS B BEhiERFE:

° NRIFOMFAMIINAVLAN, HEBFAESREHRVLAN ID ((BEN 7)), WARE

@ E vla-id

° MNRECERMER "5 3 EIEMW", gateway-ip-address BIfER *0* (F) o
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EAHZEHHARONRSR
IRB LU RIER:

setenv bootarg.mcc.port a ip config local-IP-address/local-IP-

mask, 0,0, DR-partner-IP-address, DR-aux-partnerIP-address,vlan-id

setenv bootarg.mcc.port b ip config local-IP-address/local-IP-

mask, 0,0, DR-partner-IP-address, DR-aux-partnerIP-address,vlan-id

LU fEA VLAN 120 AE—PMKRIEE node A_1 BIE, FHEA VLAN 130 AE - PRRIEE

VLAN 130 :

setenv bootarg.mcc.port a ip config

172.17.26.10/23,0,0,172.17.26.13,172.

setenv bootarg.mcc.port b ip config

172.17.27.10/23,0,0,172.17.27.13,172.

UTFRAIERT A VLAN ID 89 node_A_1 B8

setenv bootarg.mcc.port a ip config

172.17.26.10/23,0,0,172.17.26.13,172.

setenv bootarg.mcc.port b ip config
172.17.27.10/23,0,0,172.17.27.13,172

{ERHEZMIMetroClustersiHAIR M R4
KB LU T RER:

17.

17.

17.

.17

26.

27.

26.

.27

12,120

12,130

12

.12

setenv bootarg.mcc.port a ip config local-IP-address/local-IP-

mask, 0, HA-partner-IP-address, DR-partner-IP-address, DR-aux-partnerIP-

address,vlan-id

setenv bootarg.mcc.port b ip config local-IP-address/local-IP-

mask, 0, HA-partner-IP-address, DR-partner-IP-address, DR-aux-partnerIP-

address,vlan-id

LUTFE<$fEA VLAN 120 AE—PRKRIEE node A1 BIE, FHEA VLAN 130 AEZPRKRIEE

VLAN 130 :

29



4.

30

setenv bootarg.mcc.port a ip config

172.17.26.10/23,0,172.17.26.11,172.17.

setenv bootarg.mcc.port b ip config

172.17.27.10/23,0,172.17.27.11,172.17.

LUFRBIZ2RT A VLAN ID BY node_A_1 BYER<:

setenv bootarg.mcc.port a ip config

172.17.26.10/23,0,172.17.26.11,172.17.

setenv bootarg.mcc.port b ip config

172.17.27.10/23,0,172.17.27.11,172.17.

MIEEEITRYE R U R LE =B UUID :

MetroCluster node show -fields node-cluster-uuid ,

26.

27.

26.

27.

13,172.

13,172.

13,172.

13,172.

17 .

17.

17.

17.

26.

27.

26.

27.

12,120

12,130

12

12

node-uuid



cluster B::> metrocluster node show -fields node-cluster-uuid, node-uuid

(metrocluster node show)

dr-group-id cluster node
node-cluster-uuid
1 cluster A node A 1

ee7db9d5-9a82-11e7-b68b-00a098
908039

1 cluster A node A 2
ee7db9d5-9a82-11e7-b68b-00a098
908039

1 cluster B node B 1
07958819-9%ac6-11e7-9042-00a098
c9e55d

1 cluster B node B 2
07958819-9%9ac6-11e7-9042-00a098
c9e55d

4 entries were displayed.
cluster A::*>

TR

£8B

node B 1

node_B_2

cluster_A

node A 1

node A 2

5. IEEARY S8 LOADER 1BR&4, 188 UUID :

node-uuid

f03cb63c-9a7e-11e7-b68b-00a098908039

aa%a7a7a-9a81-11e7-a4e9-00a098908c35

£f370240b-9%9acl-11e7-9042-00a098c9%e55d

bf8e3f8f-9%9ac4-11e7-bd4e-00a098cal379f

uuiD
07958819-9ac6-11e7-9b42-00a098c9e55d

f37b240b-9ac1-11e7-9b42-00a098c9e55d

bf8e3f8f-9ac4-11e7-bd4e-00a098ca379f

ee7db9d5-9a82-11e7-b68b-00a098908039

f03cb63c-9a7e-11e7-b68b-00a098908039

aa%9a7a7a-9a81-11e7-a4e9-00a098908c35
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setenv bootarg.

setenv bootarg.

setenv bootarg.

setenv bootarg.

setenv bootarg.

mgwd.partner cluster uuid partner-cluster-UUID
mgwd.cluster uuid local-cluster-UUID

mcc.pri partner uuid DR-partner-node-UUID
mcc.aux partner uuid DR-aux-partner-node-UUID

mcc_iscsi.node uuid local-node-UUID®

a. %8 node_ A_1 EAJ UUID,

UTFRBAIERTETIEE node A 1 ERY UUID &<

setenv bootarg.mgwd.cluster uuid ee7db9d5-9a82-11e7-b68b-00a098908039

setenv bootarg.mgwd.partner cluster uuid 07958819-9ac6-11e7-9b42-

00a098c9e55d

setenv bootarg.mcc.pri partner uuid £37b240b-9acl-1le7-9b42-

00a098c9e55d

setenv bootarg.mcc.aux partner uuid bf8e3f8f-9acd4-1lle7-bdde-

00a098ca379f

setenv bootarg.mcc iscsi.node uuid £f03cb63c-9a7e-11le7-b68b-

00a098908039

b. 1% node A 2 FAJ UUID :

T RAIETRTEFIEE node A 2 FAY UUID M54

setenv bootarg.

setenv bootarg.
00a098c9%e55d

setenv bootarg.

setenv bootarg.

setenv bootarg.

mgwd.cluster uuid ee7db9d5-9a82-11e7-b68b-00a098908039

mgwd.partner cluster uuid 07958819-9%ac6-11le7-9b42-

mcc.pri partner uuid bf8e3f8f-9ac4-11le7-bd4e-00a098ca379f
mcc.aux partner uuid £37b240b-9acl-11e7-9042-00a098c9e55d

mcc_iscsi.node uuid aa%a7a7a-9a81l-11e7-a4e9-00a098908c35

6. MNREIGRAEE T ADP , BESMEAT =AY LOADER #2154 E A ADP :
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setenv bootarg.mcc.ADP B true

7. NRIZTTHIZE ONTAP 9.5, 9.6 5 9.7 , IFEESMENT R LOADER R REAUTEE:

setenv bootarg.mcc.lun part true
a. i§E node A 1 EWMTE,

U TFREIERTEIE1T ONTAP 9.6 BYAFILE node A 1 ERERIERZ:
setenv bootarg.mcc.lun part true

b. i%& node A 2 FHZTE,

UTFRBIESR T EZE1T ONTAP 9.6 BYAFi%E node_A_2 ERERIERS:

setenv bootarg.mcc.lun part true

8. MRFICAFELBRIIHNE. FESTEATSNMERFRTFLIEE LT RER:
setenv bootarg.mccip.encryption enabled 1

9. NRFWAFKEET ADP , IBEESMNERT AW LOADER RAFTMISERBARSL ID (¥ K * BizHI23
RIRMALS ID) MW= DR EEXNTRAIRS D -

setenv bootarg.mcc.local config id original-sysID
setenv bootarg.mcc.dr partner dr partner-sysID
"HATE IRfEHIZR IR IR R EID"
a. ¥H node A_1 LT &,

UTRBIZRTAFIZE node_A_1 LRIRSE ID B!

* node_A_1 BIIHZRS ID /3 4068741258
* node_B_1 BYA%: ID 79 4068741254 ,

setenv bootarg.mcc.local config id 4068741258
setenv bootarg.mcc.dr partner 4068741254

b. i§E node A 2 FMT S,
UTFTAIERTATIEE node A 2 EMZRSE ID &GS

* node_A_1 BIIHARSZ ID /3 4068741260 o
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* node_B_1BIZR% ID /9 4068741256 ,

setenv bootarg.mcc.local config id 4068741260
setenv bootarg.mcc.dr partner 4068741256

Boh kXMt m ErYigE ( MetroCluster IP B2 &)

TR IFT FF R M . _E YR ER 220 MetroCluster IP 3R AR RV EBIR, RMELE s AT
SRR L LOADER 1R RT4k,

KXFIAES
LR ES BRBRAIRIZIT

* IhR A BR ML R

* Ihm B RIEERIEITHIER,

P$IE
1. TF R = EAIRERZS, HRFRFIEHEEEIETT.
2. MR EFKRITFF MetroCluster IP Z##1, FFEEITH.

BCE IP 35#24]l ( MetroCluster IP B2 &)
1A TECE B BHRAYER] IP 333

XFIAES
SN IRERZS MetroCluster IP ERE o

RFUER AT LTI, EREF—AXINE, BETERNSS LEEANRE TR,
(D) RERETHSS OEEHTREEN, WSS ERE = .

p

1. i F& 0 "MetroCluster IP Z&EFAIE: : ONTAP MetroCluster it & 7 BN ER" B X BRI A LN
Bo & R A0 T 12,

TR AR U ST RREE:

° N IP ATHEMFRLk
o FEE IP A
2. NREFEFETHGS EZAT ISL, iEBRAXLE ISL HIEIEXL ISL F .

a EF—aXI LEA ISLEO:
TEXH]
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LTRSS TiERETF Broadcom IP 331418 Cisco IP RHENBIE S,

SRR 7S

Broadcom

Cisco

b. FEACX AT LB ISL #0:
TEXH]

A
A<

(IP Switch A 1)> enable
(IP_switch A 1)# configure

(IP switch A 1) (Config)#
interface 0/13-0/16
(IP_switch A 1) (Interface 0/13-
0/16 )# no shutdown
(IP_switch A 1) (Interface 0/13-
0/16 )# exit

(IP switch A 1) (Config)# exit

IP switch A 1# conf t

IP switch A 1(config)# int
ethl/15-ethl/20

IP switch A 1(config)# no
shutdown

IP switch A 1(config)# copy
running startup

IP switch A 1(config)# show
interface brief

UTRHIERTIERTF Broadcom IP 33#E#EY Cisco IP MBI S,

SRR 7S

Broadcom

B
(IP Switch A 2)> enable
(IP switch A 2)# configure
(IP_switch A 2) (Config)#
interface 0/13-0/16
(IP_switch A 2) (Interface 0/13-
0/16 )# no shutdown
(IP switch A 2) (Interface 0/13-
0/16 )# exit
(IP_switch A 2) (Config)# exit
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Cisco

¢ WiHzORSBERA:

sYIfeIfEAZEOE T

TFRBIESRT Cisco RZiRAAYA L,

IP switch A 2(config)# show interface brief

IP switch A 2# conf t

IP switch A 2 (config)#

int

ethl/15-ethl/20
IP switch A 2 (config)# no
shutdown

IP switch A 2 (config)#

copy

running startup

IP switch A 2 (config)#

show

interface brief

VLAN Type Mode

Status Reason

Ethernet
Interface

#

Ethl/15 10
Ethl/16 10
Ethl/17 10
Ethl/18 10
Ethl1/19 10
Ethl/20 10

IP switch A 24#

eth
eth
eth
eth
eth
eth

access
access
access
access
access

access

up
up
down
down
down

down

none
none
none
none
none

none

40G (
406G (
auto
auto
auto

~ ~ ~ ~ O g

g U g g — —«

auto



WIF5ini2ih = pVTEEEE ( MetroCluster IP it &)
AN E BT 2 BEERIEITIE B AL = _ERVREERZR,

XFUIES
HESRKAEREERNERT R EHRIT

LS ELEFENTIT.

p
1. B RFBARS D FrifBE R,

disk show -s old-system-ID

IEFEHAER T H Om i8%iR%, Om R E@EE MetroCluster iISCS| EIEH1TIERE, XEMEBTHEHAE
MEIRES BHREHRDHE

*> disk show -s 4068741256
Local System ID: 1574774970

DISK OWNER POOL SERIAL NUMBER HOME
DR HOME

Om.i0.0L11 node A 2 (4068741256) Pooll S396NAOHA02128 node A 2
(4068741256) node A 2 (4068741256)
Om.10.1L38 node A 2 (4068741256) Pooll S396NA0J148778 node A 2
(4068741256) node A 2 (4068741256)
Om.i0.0L52 node A 2 (4068741256) Pooll S396NA0J148777 node A 2
(4068741256) node A 2 (4068741256)

NOTE: Currently 49 disks are unowned. Use 'disk show -n' for additional
information.
*>

2. WHMBATRESLSE

NRMETE S _FRIA 1 BB E D EHEFTEMN ( MetroCluster IP i &)

NRARMEL R LB T — P Em MERIZRRIREL NVRAM &, MRS ID BEDR, &
AR B T RESHHEEN 2 ECS BMAREHIZEEIR,

XFIAES

AT P RATIHRI, EIELRESPNIERD SRR pooll RBEGHVHE, LE, EII=2M—
MYAIBERS ID FRE R,
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HESHERE L RBNERT R EHIT.
IS ELEFENTHIT.
XERAIRIZA T4

* BhE A BARMEILE,

* node A_1 BEEi#L,

* node_A 2 BEE#,

* I B RIERIBEITHIES,
* node_B_1 E{THREF
* node_B_2 iz{TIRIT R T

BRI RGEIDEFHIT TR "B B o2

LR E S BPRBIERER LT R4t ID By

TR [RI8 &4 ID RS D
node_A_1 4068741258 1574774970
node A 2 4068741260 1574774991
node_B_1 4068741254 kEH

node B 2 4068741256 KEK

g

1. EEATRATEPRANBERT, RIBENRAZHECET ADP M ONTAP hRZ<, EREHRNSSEN
DERBSHE,

HIEREY, R4 E RS,

WMRRSIEIEER ADP ...
Z (ONTAP9.38)

fERLta L EM D ECHAE ..

dreassign -s old-system-ID -d new-

system-ID -r dr-partner-system-ID

Z (ONTAP 9.7.x EERZN) dreassign -s old-system-ID -d new-

system-ID -p old-partner-system-ID

17

dreassign -s old-system-ID -d new-

system-1D

UTREIETRTEIE ADP R4t EEfHDECIRENERIIER
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*> disk reassign -s 4068741256 -d 1574774970

Partner node must not be in Takeover mode during disk reassignment from
maintenance mode.

Serious problems could result!!

Do not proceed with reassignment if the partner is in takeover mode.

Abort reassignment (y/n)? n

After the node becomes operational, you must perform a takeover and
giveback of the HA partner node to ensure disk reassignment is
successful.

Do you want to continue (y/n)? y

Disk ownership will be updated on all disks previously belonging to
Filer with sysid 537037643.

Do you want to continue (y/n)? y

disk reassign parameters: new home owner id 537070473 ,

new home owner name

Disk Om.i0.3L14 will be reassigned.

Disk Om.i0.1L6 will be reassigned.

Disk Om.i0.1L8 will be reassigned.

Number of disks to be reassigned: 3

2. SHSRHRFEHARAINE
mHRFEFHERZN I
IR, R A EHITIHERIR(E,

LU RBIERT mailbox destroy local a5 R4 :

*> mailbox destroy local

Destroying mailboxes forces a node to create new empty mailboxes,
which clears any takeover state, removes all knowledge

of out-of-date plexes of mirrored volumes, and will prevent
management services from going online in 2-node cluster

HA configurations.

Are you sure you want to destroy the local mailboxes? y

............... Mailboxes destroyed.

S MNREMTHER, NWEHIMMFERAMM, KIEEMIFR.

a. ERBRERE:

KD

Ay
SRS

>
2

£

39



40

EUTRAIF, M node A 1 _aggrO/plex0 HILEPE,

*> aggr status
Aug 18 15:00:07 [node B l:raid.
node A 1 aggr0O is

vol.mirror.degraded:ALERT]: Aggregate

mirrored and one plex has failed. It is no longer protected by

mirroring.
Aug 18 15:00:07 [node B l:raid.
node A 1 aggr0O has plex0
clean(-1), online (0)
Aug 18 15:00:07 [node B l:raid.
node A 1 aggr0 has plex2
clean(0), online (1)
Aug 18 15:00:07 [node B l:raid.
WARNING: Only one plex
in aggregate node A 1 aggr0
stale data.
Aug 18 15:00:07 [node B l:raid.
volobj mark sb recovery aggrs:

debug:info]: Mirrored aggregate

debug:info]: Mirrored aggregate

mirror.vote.noRecordlPlex:error]:

is available. Aggregate might contain

debug:info]:
tree:

node A 1 aggr0O vol state:1 mcc dr opstate: unknown

Aug 18 15:00:07 [node B l:raid.
/node A 1 aggr0O (VOL) :

fsm.commitStateTransit:debug]:

raid state change UNINITD -> NORMAL

Aug 18 15:00:07 [node B l:raid.
/node A 1 aggrO (MIRROR) :

fsm.commitStateTransit:debug]:

raid state change UNINITD -> DEGRADED

Aug 18 15:00:07 [node B l:raid.
/node A 1 aggr0/plexO

fsm.commitStateTransit:debug]:

(PLEX) : raid state change UNINITD -> FAILED

Aug 18 15:00:07 [node B l:raid.
/node A 1 aggr0/plex2

fsm.commitStateTransit:debug]:

(PLEX) : raid state change UNINITD -> NORMAL

Aug 18 15:00:07 [node B l:raid.
/node A 1 aggr0/plex2/rg0

fsm.commitStateTransit:debug]:

(GROUP) : raid state change UNINITD -> NORMAL

Aug 18 15:00:07 [node B l:raid.
aggregate node A 1 aggr0

to plex plex2
x>

b. HIFFEFEM :

aggr destroy plex-id

debug:info]: Topology updated for



*> aggr destroy node A 1 aggr0/plex0

4. HETRALER LOADER 2R FF:
halt
S. HRMEUEANF— IR LEES FRPE,
£ MetroCluster IP L& RV IEHISERR L B5hZ] ONTAP
BT R ML R VBT R B5hE] ONTAP #2IER S

KFIAES
IEAESS M F PRIV AT = E BT R FF 4R,

1 E—MEATRL, BHE LOADER R halt
2. BNBEIFEE: boot ontap menu

3. MBThREH R, R 6 * MENEEEMAE * o

REBHRR. ROHRTESERY, BNEE yes . HERBDE, HHRYS ID ALEH, ENEN v

MRKEFREABRITHISHERM NVRAM AR, NAJEESBEIUTEEREE: panic
(D) wvran ABEH . MRREER, HERLENEHE ONTAP JRTH
(boot ontap menu) . AfE. EFEE EEboot_recoveryFllrdb_Corrupt bootargs

° HRIAMREEIRT

Selection (1-9)? ©
This will replace all flash-based configuration with the last backup

to

disks. Are you sure you want to continue?: yes

° R4 1D RILECHRT

WARNING: System ID mismatch. This usually occurs when replacing a
boot device or NVRAM cards!
Override system ID? {y|n} vy

4 FEBETHNERFR, RIIREERERNENRS ID ATTR!

MetroCluster node show -fields node-systemID , ha-partner-systemID , dr-
partner-systemID , dr-auxiliary-systemID
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LR AIR, bR 2R T HBIRSE D !

° node A _1: 1574774970
° node A 2 1574774991

"ha-partner-systemID" FI|f 2/ RFHIRSE ID -

metrocluster node show -fields node-systemid, ha-partner-systemid,dr-
partner-systemid,dr-auxiliary-systemid

dr-group-id cluster node node-systemid ha-partner-systemid dr-
partner-systemid dr-auxiliary-systemid

1 Cluster A Node A 1 1574774970 1574774991

4068741254 4068741256

1 Cluster A Node A 2 1574774991 1574774970

4068741256 4068741254

1 Cluster B Node B 1 - - -
1 Cluster B Node B 2 - = -

4 entries were displayed.

S, MNRKRIEMSERIN RS 1D, WAMFgEIERNE:

6.

42

a. HEHETRT R _ER LOADER 1277,
b. I&3F partner-sysID bootarg I Ei{E :

printenv
C. BIERENEBWNENRL D :

setenv partner-sysid partner-sysID
d Bophm:

boot ontap

e MAKE, AR —TNRILEEXEFIE,
HAR S = _ERVERT R B YIElES

MetroCluster node show

BT RNATEFFIERERI. MRE(ATERRN, WILEREHERTR. BoifE, TREL
FHFFIERIMERT.

UTFRAIEREAT REMIFIEES:



cluster B::> metrocluster node show

DR
Group Cluster Node

Configuration
State

DR

Mirroring Mode

1 cluster B

node B 1 configured enabled switchover
completed

node B 2 configured enabled switchover
completed

cluster A

node A 1 configured enabled waiting for
switchback recovery

node A 2 configured enabled waiting for

switchback recovery
4 entries were displayed.

cluster B::>

7. 83 MetroCluster EZEBISE :

MetroCluster configuration-settings connection show

LB RSB T ETTR.

cluster B::*> metrocluster configuration-settings connection show
DR Source Destination
Group Cluster Node Network Address Network Address Partner Type

Config State

1 cluster B
node B 2
Home Port: eba
172.17.26.13 172.17.26.12 HA Partner
completed
Home Port: eba
172.17.26.13 172.17.26.10 DR Partner
completed
Home Port: eba
172.17.26.13 172.17.26.11 DR Auxiliary
completed
Home Port: ebb
172.17.27.13 172.17.27.12 HA Partner
completed
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Home Port: eb5b

172.17.27.13 172.17.27.10 DR Partner
completed
Home Port: ebb
172.17.27.13 172.17.27.11 DR Auxiliary
completed
node B 1
Home Port: eba
172.17.26.12 172.17.26.13 HA Partner
completed
Home Port: eba
172.17.26.12 172.17.26.11 DR Partner
completed
Home Port: eba
172.17.26.12 172.17.26.10 DR Auxiliary
completed
Home Port: ebb
172.17.27.12 172.17.27.13 HA Partner
completed
Home Port: ebb
172.17.27.12 172.17.27.11 DR Partner
completed
Home Port: ebb
172.17.27.12 172.17.27.10 DR Auxiliary
completed
cluster A
node A 2
Home Port: eba
172.17.26.11 172.17.26.10 HA Partner
completed
Home Port: eba
172.17.26.11 172.17.26.12 DR Partner
completed
Home Port: eba
172.17.26.11 172.17.26.13 DR Auxiliary
completed
Home Port: ebb
172.17.27.11 172.17.27.10 HA Partner
completed
Home Port: ebb
172.17.27.11 172.17.27.12 DR Partner
completed
Home Port: ebb
172.17.27.11 172.17.27.13 DR Auxiliary
completed

node A 1



Home Port: eba

172.17.26.10 172.17.26.11 HA Partner
completed
Home Port: eba
172.17.26.10 172.17.26.13 DR Partner
completed
Home Port: eba
172.17.26.10 172.17.26.12 DR Auxiliary
completed
Home Port: ebb
172.17.27.10 172.17.27.11 HA Partner
completed
Home Port: ebb
172.17.27.10 172.17.27.13 DR Partner
completed
Home Port: ebb
172.17.27.10 172.17.27.12 DR Auxiliary
completed

24 entries were displayed.

cluster B::*>

8. ERMIRNF— MR ELEE FRPE,

[(EEREEIME] E&boot_recovery#irdb_Corrupt bootargs
WNEREFE, EAILIEEboot_recoveryHrdb Corrupt_bootargs
3

1. BT S E{ZELOADERIZERAT:

siteA::*> halt -node <node-name>

2. KEREBIZE L Tbootarg:

LOADER> printenv bootarg.init.boot recovery
LOADER> printenv bootarg.rdb corrupt

3. MNERBERFE—bootargiRBENE. BECHIREHBEIONTAP :
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LOADER> unsetenv bootarg.init.boot recovery
LOADER> unsetenv bootarg.rdb corrupt
LOADER> saveenv

LOADER> bye

BEEMNEEBEITHT SRR REIE S ( MetroCluster IP iR &)
BATIMIBITIE BT 18R MetroCluster iSCSI BoiEFiEE,

FEFUES
358 MetroCluster IP BB EA FEEUIRET I,

g

1. FE—ERBETHTRIIETRRAL, ENEHRNRES:
set -privilege advanced
SRS ESAEHANSRIERAHERSRENRTT (*>) B, BREEA v #TMN,

2. 12 DR B METTIEE T = L% iSCS| BohigR:

storage iscsi-initiator connect -node nFEF Tm -label *

UTFRAIETRTBATFERIER B EREFR&SH<

site B::*> storage iscsi-initiator connect -node node B 1 -label *
site B::*> storage iscsi-initiator connect -node node B 2 -label *

3. R[EFIEIENPREA

set -privilege admin

WiEBmh o ECsFah o Boitt 0 IXEhER

ERCE T ADP WAL L, TSt B e 8ol icAl 0 IXhes. ERACE ADP BIRS:

£, EmFshnEcis 0 Knhes.

IO AHMETE = ( MetroCluster IP &24%) £ ADP &4t Lith 0 IRGH2SH9IKENZS 42 B
MRERMI S FFRTIRoh2s, HFERAIRCE T ADP , NATHINTIZIREN2EX T RBEBIEHDED.

SIE
1. BIER B Ea9 B 0 IXEhEs:

dET
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ELUFRBIA, N8R AFF AB00 RUTUKEINBREREZE, NBEEMSZ— (8 MNEEhgs) 7tk
node A 1, H¥EMNHZ—BEhHEL node A 2 ., HERIRENZEIEZ node_B_1 # node B 2 BUiniE (
pool1) IXEhER.

cluster A::*> disk show

Usable Disk Container Container
Disk Size Shelf Bay Type Type Name
Owner
node A 1:0n.12 1.75TB 0 12 SSD-NVM shared aggr0
node A 1
node A 1:0n.13 1.75TB 0 13 SSD-NVM shared aggr0
node A 1
node A 1:0n.14 1.75TB 0 14 SSD-NVM shared aggr0
node A 1
node A 1:0n.15 1.75TB 0 15 SSD-NVM shared aggr0
node A 1
node A 1:0n.16 1.75TB 0 16 SSD-NVM shared aggzr0
node A 1
node A 1:0n.17 1.75TB 0 17 SSD-NVM shared aggr0
node A 1
node A 1:0n.18 1.75TB 0 18 SSD-NVM shared aggr0
node A 1
node A 1:0n.19 1.75TB 0 19 SSD-NVM shared =
node A 1
node A 2:0n.0 1.75TB 0 0 SSD-NVM shared
aggr0 node A 2 0 node A 2
node A 2:0n.1 1.75TB 0 1 SSD-NVM shared
aggr0 node A 2 0 node A 2
node A 2:0n.2 1.75TB 0 2 SSD-NVM shared
aggr0 node A 2 0 node A 2
node A 2:0n.3 1.75TB 0 3 SSD-NVM shared
aggr0 node A 2 0 node A 2
node A 2:0n.4 1.75TB 0 4 SSD-NVM shared
aggr0 node A 2 0 node A 2
node A 2:0n.5 1.75TB 0 5 SSD-NVM shared
aggr0 node A 2 0 node A 2
node A 2:0n.6 1.75TB 0 6 SSD-NVM shared
aggr0 node A 2 0 node A 2
node A 2:0n.7 1.75TB 0 7 SSD-NVM shared -
node A 2

24 SSD-NVM unassigned - =
25 SSD-NVM unassigned - =
26 SSD-NVM unassigned - =
27 SSD-NVM unassigned - =

node A 2:0n.24
node A 2:0n.25
node A 2:0n.26
node A 2:0n.27

[
O O O O



node A 2:0n.28 -
node A 2:0n.29 =
node A 2:0n.30 =
node A 2:0n.31 -
node A 2:0n.36 =
node A 2:0n.37 -
node A 2:0n.38 -
node A 2:0n.39 =
node A 2:0n.40 =
node A 2:0n.41 -
node A 2:0n.42 =
node A 2:0n.43 =
32 entries were displayed.

28 SSD-NVM unassigned - =
29 SSD-NVM unassigned - =
30 SSD-NVM unassigned - =
31 SSD-NVM unassigned - =
36 SSD-NVM unassigned - =
37 SSD-NVM unassigned - =
38 SSD-NVM unassigned - =
39 SSD-NVM unassigned - =
40 SSD-NVM unassigned - =
41 SSD-NVM unassigned - =
42 SSD-NVM unassigned - =
43 SSD-NVM unassigned - =

O O O O O O O O O o o o

ERMELLE = AYIE ADP 245 L ECH 0 IXEh2s ( MetroCluster IP fRE)
NREBEREIL R FERIRGNEE, HFERAKRAE ADP , NEEFohiGHkshas i E 0,

XFIES
3F ADP &4, IRnhas=BmIoAC.

p
1. RSN — M ERT R L, EMSERT R 0 IKENE:

sTEfE#E assign -n number-of-replacement disks -p 0

e S D ECAEIE R EFARINRY (TFRAEMXRY) REhes. DECRIIEENRRMEN A/ NS R EREZ I TR
FROECHYIREhER I BN A/VER (HEK) - storage disk assign FMIEESHEXHNITERARIELRN
ZDEIFAER.

2. RIS FNB— M ERTREENTE,
EEITIERNL SR E2 A 1 IRG28 ( MetroCluster IP i2E)

NRAERMuLR EEIR TIKENEE, HFERYORECE ADP , NIEESETHNERLE, &F
FEp AL F R = ERITIZIR TSR D ECLA IE R IB1TH T =AY 1 o ISR E B D ECHY
IXThaE 2 o

KXTFUES
XF ADP R%t, Wnhs=HBEzNI A

p

1. HFEEBETHLS L, 2BE—ITat 1 (Tf2) IE5h28: storage disk assign -n number-
of-replacement disks -p 1 Om*

It an AFTE R MU = L 73 BTN BYIXEh 28 M R 7 BCBY IR Bh 2R
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UTan< A 22 P IERhEE:

cluster B::> storage disk assign -n 22 -p 1 Om*

HBRIETTIE E BV IR E AVEFEM ( MetroCluster IP B2 E)

/n\ b {E 1_L

RATD

SiEAH D ECHERE, BOTMFRHRIREITEN, XEMBTFIEITESNGERT
?Ay&‘l‘ﬁln\to
KXTUIES
XESERETITERRNSER FRIT.
p
1. BMEARMBE: storage aggregate show -is-home true
cluster B::> storage aggregate show —-is-home true
cluster B Aggregates:
Aggregate Size Available Used% State #Vols Nodes
Status
node B 1 aggr0O 1.49TB 74.12GB 95% online 1 node B 1
raid4,
mirror
degraded
node B 2 aggr0O 1.49TB 74.12GB 95% online 1 node B 2
raid4,
mirror
degraded
node B 1 aggrl 2.99TB 2.88TB 3% online 15 node B 1
raid dp,
mirror
degraded
node B 1 aggr2 2.99TB 2.91TB 3% online 14 node B 1

raid tec,

mirror
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degraded

node B 2 aggrl 2.95TB 2.80TB % online 37 node B 2
raid dp,

mirror

degraded

node B 2 aggr2 2.99TB 2.87TB % online 35 node B 2

raid tec,
mirror

degraded
6 entries were displayed.

cluster B::>

2. WEREHIZRITIZM
storage aggregate plex show

UTRAERLTFZZRE (AR plex0) EARZEH "Failed" HIM:
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cluster B::> storage aggregate plex show -fields aggregate,status,is-
online,Plex,pool

aggregate plex status is-online pool

node B 1 aggr0 plex0 normal,active true 0

node B 1 aggr0 plex4 failed,inactive false - <<<<---Plex at remote site
node B 2 aggr0 plex0 normal,active true 0

node B 2 aggr0 plex4 failed,inactive false - <<<<---Plex at remote site
node B 1 aggrl plex0 normal,active true 0

node B 1 aggrl plex4 failed,inactive false - <<<<---Plex at remote site
node B 1 aggr2 plex0 normal,active true 0

node B 1 aggr2 plexl failed,inactive false - <<<<---Plex at remote site
node B 2 aggrl plex0 normal,active true 0

node B 2 aggrl plex4 failed,inactive false - <<<<---Plex at remote site
node B 2 aggr2 plex0 normal,active true 0

node B 2 aggr2 plexl failed,inactive false - <<<<---Plex at remote site

node A 1 aggrl plex0 failed,inactive false -
node A 1 aggrl plex4 normal,active true 1
node A 1 aggr2 plex0 failed,inactive false -
node A 1 aggr2 plexl normal,active true 1
node A 2 aggrl plex0 failed,inactive false -
node A 2 aggrl plex4 normal,active true 1
node A 2 aggr2 plex0 failed,inactive false -
node A 2 aggr2 plexl normal,active true 1
20 entries were displayed.

cluster B::>

3. EEMHFEMBAL, ARRKERER:
a. e EMAAN

storage aggregate plex offline -aggregate aggregate-name -plex plex-id

UTFREIERT EERTBES "node_B_2 aggri/plex1" :

cluster B::> storage aggregate plex offline -aggregate node B 1 aggr0
-plex plex4

Plex offline successful on plex: node B 1 aggrO/plex4

b. HIBREEM :

storage aggregate plex delete -aggregate aggregate-name -plex plex-id



HIMRTRES, ERILISHERM,

UTRGIERT ERBREIM node_B_2_aggri/plex1 o

cluster B::> storage aggregate plex delete -aggregate node B 1 aggr0
-plex plex4

Warning: Aggregate "node B 1 aggrO" is being used for the local
management root

volume or HA partner management root volume, or has been
marked as

the aggregate to be used for the management root volume
after a

reboot operation. Deleting plex "plex4" for this aggregate
could lead

to unavailability of the root volume after a disaster
recovery

procedure. Use the "storage aggregate show -fields

has-mroot, has-partner-mroot, root" command to view such

aggregates.

Warning: Deleting plex "plex4" of mirrored aggregate "node B 1 aggrO"
on node
"node B 1" in a MetroCluster configuration will disable its
synchronous disaster recovery protection. Are you sure you
want to
destroy this plex? {y|n}: vy
[Job 633] Job succeeded: DONE

cluster B::>

BT NEENEEXES R,
- FIAEMIBRM

storage aggregate plex show -fields aggregate , status , is-online , plex ,
pool



cluster B::> storage aggregate plex show -fields aggregate,status,is-

online,Plex,pool

aggregate

node B 1 aggr0
node B 2 aggr0
node B 1 aggrl
node B 1 aggr2
node B 2 aggrl
node B 2 aggr2
node A 1 aggrl
node A 1 aggrl
node A 1 aggr2
node A 1 aggr2
node A 2 aggrl
node A 2 aggrl
node A 2 aggr2
node A 2 aggr2

plex

plex0
plex0
plex0
plex0
plex0
plex0
plex0
plex4
plex0
plexl
plex0
plex4
plex0
plexl

status

normal,active
normal,active
normal,active
normal,active
normal,active

normal,active

failed, inactive false

normal, active

failed, inactive false

normal,active

failed, inactive false

normal,active

failed, inactive false

normal, active

14 entries were displayed.

cluster B::>

o MEBUIHMMES:

storage aggregate show -is-home false

SRR LIfER storage aggregate plex show -fields aggregate ,
pool BRLFKATIRM 0 EIMRES. ENRVRSERN "KW, &SN "

H

plex ,

UTa<ERTENETMNES:

o node_A_ 1 _aggri
> node_A_1_aggr2
o node_A_2 aggri
o node_A_2_aggr2.

true
true
true
true
true

true

true

true

true

true

is-online pool

status

b

is-online
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6.

54

cluster B::> storage aggregate show -is-home false

cluster A Switched Over Aggregates:

Aggregate
Status

node A 1 aggrl 2.12TB 1.

raid dp,

mirror

degraded

N

node A 1 aggr2
raid tec,

mirror

degraded

node A 2 aggrl 2.12TB 1.

raid dp,
mirror

degraded

node A 2 aggr2 2.89TB 2.

raid tec,
mirror

degraded

4 entries were displayed.

cluster B::>

IRAIETHRAIM

storage aggregate plex show
pool

.89TB 2.

64TB

86TB

64TB

-fields aggregate ,

BHEBRERSN "KW, FEER " BIM,

UTa<LERTHENETMNES:

Size Available Used%

12

o°

o°

State

online

online

online

online

#Vols

Nodes

91 node B 1

90 node B 1

91 node B 2

90 node B 2

status ,

is-online ,

RAID

Plex )



cluster B::> storage aggregate plex show -fields aggregate,status,is-
online,Plex,pool

aggregate plex status is-online pool

node B 1 aggr0 plex0 normal,active true
node B 2 aggr0 plex0 normal,active true
node B 1 aggrl plex0 normal,active true
node B 1 aggr2 plex0 normal,active true
node B 2 aggrl plex0 normal,active true
node B 2 aggr2 plex0 normal,active true
node A 1 aggrl plex0 failed,inactive false - <<<<-- Switched over
aggr/Plex0

node A 1 aggrl plex4 normal,active true 1

node A 1 aggr2 plex0 failed,inactive false - <<<<-- Switched over
aggr/Plex0

node A 1 aggr2 plexl normal,active true 1

node A 2 aggrl plex0 failed,inactive false - <<<<-- Switched over
aggr/Plex0

node A 2 aggrl plex4 normal,active true 1

node A 2 aggr2 plex0 failed,inactive false - <<<<-- Switched over
aggr/Plex0

node A 2 aggr2 plexl normal,active true 1

14 entries were displayed.

cluster B::>

7. IBREFEM :
storage aggregate plex delete -aggregate node A 1 aggrl -plex plex0
HIRREY, EeILIHEEM,

UTRGERT EMBREIM node_A_1_aggri/plex0 :



8.

56

cluster B::> storage aggregate plex delete -aggregate node A 1 aggrl
-plex plexO0

Warning: Aggregate "node A 1 aggrl" hosts MetroCluster metadata volume

"MDV_CRS e845765908a711e78b3b00a03988fe74b A". Deleting plex
"plexO"

for this aggregate can lead to the failure of configuration

replication across the two DR sites. Use the "volume show
-vserver

<admin-vserver> -volume MDV CRS*" command to verify the
location of

such volumes.

Warning: Deleting plex "plexO" of mirrored aggregate "node A 1 aggrl" on
node
"node A 1" in a MetroCluster configuration will disable its
synchronous disaster recovery protection. Are you sure you want
to
destroy this plex? {yln}: y
[Job 639] Job succeeded: DONE

cluster B::>

BRI NRERETEEXETE,

WIEIETTIEHMiE R LR R AR R B IMBFERIM,

Ut 2 RAPAEMINIESE, EEIFEAL.



cluster B::> storage aggregate plex show —-fields aggregate,status,is-
online,Plex,pool

aggregate plex status is-online pool

node B 1 aggr0 plex0 normal,active true
node B 2 aggr0 plex0 normal,active true
node B 1 aggrl plex0 normal,active true
node B 2 aggr2 plex0 normal,active true
node B 1 aggrl plex0 normal,active true
node B 2 aggr2 plex0 normal,active true
node A 1 aggrl plex4 normal,active true
node A 1 aggr2 plexl normal,active true
node A 2 aggrl plex4 normal,active true

P P P PO O O OO O O

node A 2 aggr2 plexl normal,active true
10 entries were displayed.

cluster B::>

HITREEENTRHEE ( MetroCluster IP it &)

EIREUH OB ES, TI151T ONTAP 9.5 SNERIRAM AL R, EaLIT
MetroCluster 188 121E, PAl5, TEFREIRZASHY ONTAP A, AN TRINREEH G, HE
VENEMHEES.

EFUES
M ONTAP 9.6 Fia, ML T RS BaHTIEEIRE. FEEFEREESHRS,

XESBEREBITIERNER LRIT

TR
1. MNRIEEEARIZE ONTAP 9.6 HEShRA, MHHRILIEBNEE BT EMINTERK:

a. ik heal-aggr-auto #1 heal-root-aggr-auto 2{EE 5T :
MetroCluster IREIFIERETR

LUFiiH 7 cluster A ERVIRIEEBTHTER

57



cluster B::*> metrocluster operation history show

Operation

Time

heal-root-aggr-auto

2/25/2019 06:46:02
heal-aggr-auto

2/25/2019 06:45:52

b. HIARME L = E MRS

MetroCluster node show

State

successful

successful

T ER cluster A ERYIREE BTh5ERR

cluster B::*> metrocluster node show

DR
Group Cluster Node

1 cluster A
node A 1
completed
node A 2
completed
cluster B
node B 1
switchback recovery
node B 2

switchback recovery

4 entries were displayed.

2. NREEHARZ ONTAP 9.5 KERARA,

58

a. BT RATIRES

MetroCluster node show

Configuration
State

configured

configured

configured

configured

MAFHRITREEE:

Ui Bt BT, R LITEE,

Start Time

End

2/25/2019 06:45:58

2/25/2019 06:45:48

DR

Mirroring Mode

enabled

enabled

enabled

enabled

heal roots

heal roots

waiting for

waiting for



cluster B::> metrocluster node show

DR Configuration DR
Group Cluster Node State Mirroring Mode
1 cluster B

node B 1 configured enabled switchover
completed

node B 2 configured enabled switchover
completed

cluster A
node A 1 configured enabled waiting for
switchback recovery
node A 2 configured enabled waiting for
switchback recovery
4 entries were displayed.

cluster B::>

b. ITRABEME:
MetroCluster heal -phase aggregates

U TFaHERT — M HEENRSEEIR5E,

cluster B::*> metrocluster heal -phase aggregates
[Job 647] Job succeeded: Heal Aggregates is successful.

cluster B::*> metrocluster operation show
Operation: heal-aggregates
State: successful
Start Time: 10/26/2017 12:01:15
End Time: 10/26/2017 12:01:17
Errors: -

cluster B::*>

C MINRGEEETM, HEIEIEREMIFTILIES:

MetroCluster node show

LUTH#HHER cluster A ER " BERE " MERE R



cluster B::> metrocluster node show

DR Configuration
Group Cluster Node State
1 cluster A

node A 1 configured

aggregates completed

node A 2 configured
aggregates completed

cluster B

node B 1 configured
switchback recovery

node B 2 configured
switchback recovery
4 entries were displayed.

cluster B::>

3. MNREEMMER, NAIREAMBSHNIENERS:

60

_ Ay
a. ErEa!:

sEFERGET

cluster B::> storage aggregate show
cluster B Aggregates:

DR

Mirroring Mode

enabled heal

enabled heal

enabled waiting for

enabled waiting for

Aggregate Size Available Used% State #Vols Nodes

RAID Status

node B 1 aggr0 1.49TB 74.12GB 95% online

raid4,

normal

node B 2 aggr0 1.49TB 74.12GB 95% online
raid4,

normal

node B 1 aggrl 3.14TB 3.04TB 3% online
raid dp,

normal

node B 1 aggr2 3.14TB 3.06TB 3% online

raid tec,

1 node B 2

15 node B 1

14 node B 1



normal
node B 1 aggrl 3.14TB 2.99TB 5
raid dp,

o°

online

normal
node B 1 aggr2 3.14TB 3.02TB 4
raid tec,

o°

online

normal

cluster A Switched Over Aggregates:

37

35

Aggregate Size Available Used$% State #Vols

RAID Status

node A 1 aggrl 2.36TB 2.12TB 10% online
raid dp,

normal
node A 1 aggr2 3.14TB 2.90TB 8
raid tec,

o°

online

normal
node A 2 aggrl 2.36TB 2.10TB 11% online
raid dp,

normal
node A 2 aggr2 3.14TB 2.89TB 8
raid tec,

o°

online

normal

12 entries were displayed.

cluster B::>

b. RHERS:
storage aggregate mirror -aggregate aggregate-name

Rt 2R T ERAYIR AR,

90

91

90

node B 2

node B 2

Nodes

node B 1

node B 2

node B 2
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62

cluster B::> storage aggregate mirror -aggregate node B 1 aggrl

Info: Disks would be added to aggregate "node B 1 aggrl" on node

"node B 1" in

the following manner:

Second Plex

RAID Group rg0,

Posi

tion Disk

6 disks

(block checksum, raid dp)

Type

894.0GB

894.0GB

894 .0GB

894 .0GB

dpar

pari

data

data

data

data

ity 5.20.6

ty 5.20.14

SSD

SSD

SSD

SSD

SSD

SSD

Aggregate capacity available for volume use would be 2.99TB.

Do you want to continue? {yl|n}:

C. WIEFEBTHERANEITNREEE LRI E,
d FHFRAENRY;

IR

150

AILUER storage aggregate show

UMb ERTFEREEEERRY,

cluster B::> storage aggregate show

cluster B Aggregates:

Aggregate

RAID Status

Size Available Used%

State

HORBERS

AV IAYe)

#Vols Nodes

node B 1 aggr0 1.49TB 74.12GB

raid4,

95%

online

1 node B 1



mirrored,

normal
node B 2 aggr0O 1.49TB 74.12GB 95% online 1 node B 2
raid4,

mirrored,
normal

node B 1 aggrl 2.86TB 2.76TB 4
raid dp,

o°

online 15 node B 1

resyncing
node B 1 aggr2 2.89TB 2.81TB 3
raid tec,

o°

online 14 node B 1

resyncing
node B 2 aggrl 2.73TB 2.58TB 6
raid dp,

o°

online 37 node B 2

resyncing
node B-2 aggr2 2.83TB 2.71TB 4
raid tec,

o°

online 35 node B 2

resyncing

cluster A Switched Over Aggregates:
Aggregate Size Available Used$% State #Vols Nodes
RAID Status

node A 1 aggrl 1.86TB 1.62TB 13% online 91 node B 1
raid dp,

resyncing
node A 1 aggr2 2.58TB 2.33TB 10
raid tec,

o°

online 90 node B 1

resyncing
node A 2 aggrl 1.79TB 1.53TB 14% online 91 node B 2
raid dp,

resyncing
node A 2 aggr2 2.64TB 2.39TB 9
raid tec,

o°

online 90 node B 2



resyncing
12 entries were displayed.

e. WANFMERESYEBNAEEMEY .

storage aggregate plex show

UMt ERFrAREHEERRY .

cluster A::> storage aggregate plex show

()

Is Is Resyncing

Aggregate Plex Online Resyncing Percent Status

node B 1 aggr0O plex0 true false - normal,active
node B 1 aggr0 plex8 true false - normal,active
node B 2 aggr0 plex0 true false - normal,active
node B 2 aggr0O plex8 true false - normal,active
node B 1 aggrl plex0 true false - normal,active
node B 1 aggrl plex9 true false - normal,active
node B 1 aggr2 plex0 true false - normal,active
node B 1 aggr2 plex5 true false - normal,active
node B 2 aggrl plex0 true false - normal,active
node B 2 aggrl plex9 true false - normal,active
node B 2 aggr2 plex0 true false - normal,active
node B 2 aggr2 plex5 true false - normal,active
node A 1 aggrl plex4 true false - normal,active
node A 1 aggrl plex8 true false - normal,active
node A 1 aggr2 plexl true false - normal,active
node A 1 aggr2 plex5 true false - normal,active
node A 2 aggrl plex4 true false - normal,active
node A 2 aggrl plex8 true false - normal,active
node A 2 aggr2 plexl true false - normal,active
node A 2 aggr2 plex5 true false - normal,active

20 entries were displayed.

4. 751517 ONTAP 9.5 RERRRANESL L, HITRESREREMER:

MetroCluster heal -phase root-aggregates
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cluster B::> metrocluster heal -phase root-aggregates

[Job 651] Job is queued: MetroCluster Heal Root Aggregates Job.Oct 26
13:05:00

[Job 651] Job succeeded: Heal Root Aggregates is successful.

o WA " BER " MERETM, HEIMILREMIFIEES:

LU ETR cluster A ERY " BEIR " EEE 5T

cluster B::> metrocluster node show

DR Configuration DR
Group Cluster Node State Mirroring Mode
1 cluster A

node A 1 configured enabled heal roots
completed

node A 2 configured enabled heal roots
completed

cluster B
node B 1 configured enabled waiting for
switchback recovery
node B 2 configured enabled waiting for
switchback recovery
4 entries were displayed.

cluster B::>

RIS BT = EBYIFATIE,

"IOIEE T R EBYIFEDE"

Y1 MetroCluster FC B2 & H1j][T]

IIFwOECE ({XFR MetroCluster FC EC &)
ENTHES S LRBF TS, REBEEA, LUER MetroCluster REHITEE.

XFUIAES
B AER SRR T PRI TR ET B

REEREFRATEA FC 3 CNARANRS L, FREBRTUEROEENT R,
p

65



1. E4PR T, FR FC imARE:
ucadmin modify -m fc -t initiatoradapter name
MREREESHIEFEEPERHEOMNZ—, BRNEHIIEREET.
2. {RIBEHECE, HITUTRIEZ—!

FC imOficE B4 ...
X AR Aoteni I REAEE Tty ", EAESRmEAX

B—iwmO B ERS— MmN,
A a. RAGRRA IS " ",
b. R FC ixAACE

‘ucadmin modify -m fc -t initiators

3. IR

mEERR LG, EEST, EIRSHFBE LOADER #RFTAL,
4. BRUSEMBEELFER, UEREEREN:

boot ontap maint
S. WIFTEMIE:

ucadmin show
6. IR #IFRIH £~ LOADER 2R

halt

BCE FC-SAS M1 (1XFE MetroCluster FC ECE)

MNEEEHET FC-SAS M, MIMAMTEILRIR MetroCluster BLER M EHTECE, BIELE
5 FC-SAS MFEI#IIaEC E B[R,

T
1. $TFF FC-SAS MIFTHYEIR,
2. {ffH set IPAddress port ipaddress Sp<I&E KMIRO LR IP ik,
o ﬁll-'lj'-lﬁl:l ﬂ'LXIEE llMP1|| ﬁ uMP2|| o
° ipaddress AILARE XxX.Xxx.Xxx.xxx F&TLHY IP ik,
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FEUTRAIA, KRR 1 _£A9 IP #ihk)g 10.10.10.55 :

Ready.
set IPAddress MP1 10.10.10.55

Ready. *

3. ffM set IPSubnetMask port mask B3I EUAMWIRO LR IP FMiEH,
° imEA B AR "MP1" 8 "MP2"
° mAsk BJLLE XXX XXX XXX XXX T F T,

FEUTRAIF, BUKMIEE 1 B/ IP FREEEA 255.255.255.0 ©

Ready.
set IPSubnetMask MP1 255.255.255.0

Ready. *

4. fEF set EthernetSpeed port speed I E AXMIGEO _ERIRE

° ImA AILLE "MP1" 5 "MP2" .
° "s¥TEF PILAZE"100"5,"1000",

FEUTREIH, UMD 1 ERLKRMIEEIRE 7 1000 o

Ready.
set EthernetSpeed MP1 1000

Ready. *

5. f£M saveConfiguration MYRIFEE, HERFIRREEFH BN,

B ERE UAMGOAGREFERE, SR LUER Telnet HEECEWT, HAILUER FTP BRI UHAITE
EHo

UTFRBIERT saveConfiguration a8 ANEHRBIIMNTEIET.
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Ready.
SaveConfiguration
Restart is necessary....

Do you wish to restart (y/n) ?

Confirm with 'y'. The bridge will save and restart with the new

settings.

6. 7£ FC-SAS MiEHRDE, EMER.

7. f£FH set fcdatarate port speed BFSIRE FC iwAMERE,

© RO AR 1" B2
© sx% AILUR "2 GB", "4GB", "8GB' 5 "6 GB', AKIUATEMMALS,

FEUTRAEIH, wO FC1 EEIREN "8 GB"

Ready.
set fcdatarate 1 8Gb

Ready. *

8. fffH set FCConnMode port mode f8<I&E FC im_EAYHRFM,

° ﬁ#JﬁD ﬂLXIEE ||1ll Ez ||2|| o
° mode AJLAE "PTp", "loop", "PTP-loop" 8% "autode" o

ELUTRAIS, B0 FC1 iEHIMEE R "PPT"

Ready.
set FCConnMode 1 ptp

Ready. *

9. {# saveConfiguration SR RFECE, HERSKIERIEHBNMTT.

68

UTRBIERT saveConfiguration i UANEFH BEIMIFAIE T

Ready.
SaveConfiguration
Restart is necessary....
Do you wish to restart (y/n) ?

Confirm with 'y'. The bridge will save and restart with the
settings.

new



10. 7£ FC-SAS WIFEFEGE, EMRER.
1. 308 FC-SAS MHHz{THIZEH 1.60 EShRZS, EEA SNMP,

Ready.
set snmp enabled

Ready. *

saveconfiguration

Restart is necessary....
Do you wish to restart (y/n) ?

Verify with 'y' to restart the FibreBridge.

12. %7 FC-SAS WY EER.

BoE FC 3##l ({XPE MetroCluster FC ECE)

INRIEEM T AL R PRY FC 32#4/l, N EREHNEEANIENEHTEEE, &
féﬁ@ﬂ%—’l\ﬁ?ﬁm, WIEEITIERME R ERNEFELRAR RN, ARERES -1
Tlo

XIS

"FC RN MmO 2 B

ik S RMESEE Brocade FC 32l

S E A Brocade TRAREL BEREEZ NIV HAHZA ISL iImH,

KXFIAES
IR ES BHIRGIET U TRIZ:
* Uhs A BARMELE
* BE# FC_switch A 1,
* B FC_switch A 2,
* b= B RIEREBEITRI S,
* FC_switch_ B_1 {7 B
* FC_switch_B_2 iz{TIR R R
£/ FC MR LRY, SN B EEFERIEENIRONE:
* "FC KINIMIR O 5 "

XETREIETRT M FC-SAS Wi, MIRBEZMT, NHMFERHMEREREBE MR,
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TR

1. BEhH I ER AR

a.

b.

BB AR IL E B B,
BN BB R LIRS EAth FC SRABYRRASILAC -

&4

RIBIUT EARFRRR BRI, BOSEREN LB S XN R,
"FEEFIEIER MetroCluster ZEMACE"

"JEMREY MetroCluster REEHALE"

- FA BRI

sswitchcfgpersistentdisable

E%F‘Eb'ﬂ% REDE, KBV ERIFERRS. RIS AIA, WNMER sswitch- disable

UI'-' 70

U TFREIERT X BrocadeSwitchA H{THIF S

BrocadeSwitchA:admin> switchcfgpersistentdisable

LU TRFIERT % BrocadeSwitchB $11THIF <

BrocadeSwitchA:admin> switchcfgpersistentdisable

2. SERGHTATIRHRIACE |

a. FIETEBNLS FEA ISL :

portcfgpersistentenable port-number

FC switch B l:admin> portcfgpersistentenable 10
FC switch B 1l:admin> portcfgpersistentenable 11

b. EEHAIMHN LB ISL :

70

portcfgpersistentenable port-number

FC switch A 1:admin> portcfgpersistentenable 10
FC switch A 1l:admin> portcfgpersistentenable 11
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C. BTN, (TELLRAIER FC_switch A_1) £, I8IF ISL @ FE:

sswitchshow

FC switch A l:admin> switchshow
switchName: FC switch A 1
switchType: 71.2
switchState:Online

switchMode: Native

switchRole: Principal

switchDomain: 4

switchId: fffc03

switchWwn: 10:00:00:05:33:8c:2e:9a
zoning: OFF
switchBeacon: OFF

Index Port Address Media Speed State

10 10

030A00 id 16G
"FC switch A 1"
11 11 030B0O0 id 16G
"FC switch A 1" (downstream)

3. FRA B RS :

sswitchcfgpersistentenable
4. B O 2 BB

sswitchshow

IR RMESECE Cisco FC Xi%Hl

Proto

FC E-Port 10:00:00:05:33:86:89:cb

FC E-Port 10:00:00:05:33:86:89:cb

e Cisco T ARVIREP BECEBERIMNHABA ISL imH.

XFUIES
LR ES PR AIE T AT RIE:
* UhE A BRMEIL R,
* BE# FC_switch A 1,
- B FC_switch A 2,
* IR B BIERIBITAVIER,

* FC_switch_B_1 BT B 4Fo
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* FC_switch_B_2 iz{TIR R R
SIE
1. ECE A :
a. JFBM "NLFEER MetroCluster REMECE"
b. $RERFRYY BEIE A "ECE Cisco FC 324/l 575 " 7£ Cisco FC XM LRRE DX " 2B

_except
DEFELIRES BHAHEEHITECE.
2. {EIE{TIERBORIN (TELREIH FC_switch B_1) £, B ISL 0.
UTFRAIERTBTERAROG:
FC switch B 1# conf t
FC switch B 1(config)# int fcl/14-15
FC switch B 1(config)# no shut
FC switch B 1(config)# end

FC switch B 1# copy running-config startup-config
FC switch B 1#

3. {#F3 show interface brief S8 $IIIE ISL A2 2B 5.
4. MNRRLEH PRSP XES.

UTREIETRTRTOAIXEERN®S:
FC switch B 1(config-zone)# zoneset distribute full vsan 10

FC switch B 1(config-zone)# zoneset distribute full vsan 20
FC switch B 1(config-zone)# end

FC_switch_B_1 3443 %& %] "vsan 10" # "vsan 20" W4RLEMFRFRE 3, PXEEBEM
FC_switch A_1 F#Z,
S. HIETIWAREFHRIEN £, MIFREEMEERZENEREERSXER:

s X
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FC switch B

zone name FC

interface
interface
interface

interface

interface
interface
interface
interface
interface
interface
interface
interface

interface

interface
interface
interface
interface
interface
interface
interface
interface

interface

1# show zone

-VI Zone 1 10 vsan 10

fcl/1 swwn 20:00:54:7f:ee:e3:86:50
fcl/2 swwn 20:00:54:7f:ee:e3:86:50
fcl/1l swwn 20:00:54:7f:ee:b8:24:c0
fcl/2 swwn 20:00:54:7f:ee:b8:24:c0

zone name STOR Zone 1 20 25A vsan 20

fcl/5 swwn 20:00:54:7f:ee:e3:86:50
fcl/8 swwn 20:00:54:7f:ee:e3:86:50
fcl/9 swwn 20:00:54:7f:ee:e3:86:50
fcl/10 swwn 20:00:54:7f:ee:e3:86:50
fcl/11l swwn 20:00:54:7f:ee:e3:86:50
fcl/8 swwn 20:00:54:7f:ee:b8:24:c0
fcl/9 swwn 20:00:54:7f:ee:b8:24:c0
fcl/10 swwn 20:00:54:7f:ee:b8:24:c0
fcl/11 swwn 20:00:54:7f:ee:b8:24:c0

zone name STOR Zone 1 20 25B wvsan 20

fcl/8 swwn 20:00:54:7f:ee:e3:86:50
fcl/9 swwn 20:00:54:7f:ee:e3:86:50
fcl/10 swwn 20:00:54:7f:ee:e3:86:50
fcl/11l swwn 20:00:54:7f:ee:e3:86:50
fcl/5 swwn 20:00:54:7f:ee:b8:24:c0
fcl/8 swwn 20:00:54:7f:ee:b8:24:c0
fcl/9 swwn 20:00:54:7f:ee:b8:24:c0
fcl/10 swwn 20:00:54:7f:ee:b8:24:c0
fcl/11 swwn 20:00:54:7f:ee:b8:24:c0

FC switch B 1#

6. HTE MBI PRI LIERZTR (WWN) o
FEURAIR, AR WWN S0 TFFR:

° FC_switch_A_1: 20: 00: 54: 7f: ee: B8: 24: c0
° FC_switch_B_1: 20: 00: 54: 7f: ee: c6: 80: 78

FC switch B 1# show wwn switch
Switch WWN is 20:00:54:7f:ee:c6:80:78
FC switch B 1#

FC switch A 1# show wwn switch
Switch WWN is 20:00:54:7f:ee:b8:24:c0
FC switch A 1#



7.

74

HANDXWEEERN, AEHEFEREF XM IRV WWN B2 XAk 5 :
TR FEO interface-ide swwn WWN
ELRBIF, UTHRRASMEEPE—IZIEVIEY WWN XKEX, AU EMIBR:

° X ZFR FC-VI_Zone_1_10 vsan 10
* O fc1/1swwn20: 00: 54:
= fc1/2swwn20: 00: 54:

®

> X ZHR STOR Zone 1 20 25 avsan 20

7f .
7f :

e3: 86:

86 :

50
50

ee .

ee . e3:

AFF A700 #1 FAS9000 R4z #01 FC-VI . ERATM FC-VI XIsiHRIFRFR B IH 1 i

Ho

*#EOfc1/5swwn20: 00: 54: 7f: ee: e3: 86: 50
" & fc1/8swwn20: 00: 54: 7f: ee: e3: 86: 50
*#EOfc1/9swwn20: 00: 54: 7f: ee: e3: 86: 50
" %O fc1/10swwn20: 00: 54: 7f: ee: e3: 86: 50
*$EZOfc1/1Mswwn20: 00: 54: 7f: ee: e3:. 86: 50
° X ZH STOR_Zone_1_20_25B vSAN 20
* O fc1/8swwn20: 00: 54: 7f: ee: e3: 86: 50
" #EOfc1/9swwn20: 00: 54: 7f. ee: e3:. 86: 50
* O fc1/10swwn20: 00: 54: 7f. ee:. e3: 86: 50
*#EOfc1/11swwn20: 00: 54: 7f: ee: e3: 86: 50

UTFRAIERT AR Lz



8.

FC switch B 1# conf t
FC switch B 1(config)# zone
FC switch B 1(config-zone)#
20:00:54:7f:ee:e3:86:50
FC switch B 1(config-zone)#
20:00:54:7f:ee:e3:86:50
FC switch B 1(config-zone)#
FC switch B 1(config-zone)#
20:00:54:7f:ee:e3:86:50
FC switch B 1 (config-zone)#
20:00:54:7f:ee:e3:86:50
FC switch B 1(config-zone)#
20:00:54:7f:ee:e3:86:50
FC switch B 1(config-zone)#
20:00:54:7f:ee:e3:86:50
FC switch B 1(config-zone)#
20:00:54:7f:ee:e3:86:50
FC switch B 1(config-zone)#
FC switch B 1(config-zone)#
20:00:54:7f:ee:e3:86:50
FC switch B 1(config-zone)#
20:00:54:7f:ee:e3:86:50
FC switch B 1(config-zone)#
20:00:54:7f:ee:e3:86:50
FC switch B 1(config-zone)#
20:00:54:7f:ee:e3:86:50
FC switch B 1(config-zone)#
FC switch B 1(config-zone)#
FC switch B 1(config-zone)#
FC switch B 1(config-zone)#

name FC-VI Zone 1 10 vsan 10

no member

no member

zoOne name

no member

no member

no member

no member

no member

zoOne name

no member

no member

no member

no member

interface fcl/1l swwn
interface fcl/2 swwn

STOR Zone 1 20 25A vsan 20
interface fcl/5 swwn

interface fcl/8 swwn

interface fcl/9 swwn

interface fcl/10 swwn

interface fcl/1ll swwn

STOR Zone 1 20 25B vsan 20
interface fcl/8 swwn

interface fcl/9 swwn

interface fcl/10 swwn

interface fcl/1l1l swwn

save running-config startup-config
zoneset distribute full 10
zoneset distribute full 20

end

FC switch B 1# copy running-config startup-config

(56 8 ] KAz Em AMNE 2 X,

I RARIS BN LR A S B LR 28R

75



FC switch B 1# conf t

FC switch B 1(config)# zone
FC switch B 1(config-zone)#
20:00:54:7f:ee:c6:80:78

FC switch B 1(config-zone)#
20:00:54:7f:ee:c6:80:78

FC switch B 1(config-zone)#
FC switch B 1(config-zone)#
20:00:54:7f:ee:c6:80:78

FC switch B 1 (config-zone)#
20:00:54:7f:ee:c6:80:78

FC switch B 1(config-zone)#
20:00:54:7f:ee:c6:80:78

FC switch B 1(config-zone)#
20:00:54:7f:ee:c6:80:78

FC switch B 1(config-zone)#
20:00:54:7f:ee:c6:80:78

FC switch B 1(config-zone)#
FC switch B 1(config-zone)#
20:00:54:7f:ee:c6:80:78

FC switch B 1(config-zone)#
20:00:54:7f:ee:c6:80:78

FC switch B 1(config-zone)#
20:00:54:7f:ee:c6:80:78

FC switch B 1(config-zone)#
20:00:54:7f:ee:c6:80:78

FC switch B 1(config-zone)#
FC switch B 1(config-zone)#
FC switch B 1(config-zone)#
FC switch B 1(config-zone)#

name FC-VI Zone 1 10 vsan 10

member interface fcl/1l swwn
member interface fcl/2 swwn

zone name STOR Zone 1 20 25A vsan 20

member interface fcl/5 swwn

member interface fcl/8 swwn

member interface fcl/9 swwn

member interface fcl/10 swwn

member interface fcl/1ll swwn

zone name STOR Zone 1 20 25B wvsan 20

member interface fcl/8 swwn

member interface fcl/9 swwn

member interface fcl/10 swwn
member interface fcl/11l swwn

save running-config startup-config
zoneset distribute full 10

zoneset distribute full 20
end

FC switch B 1# copy running-config startup-config

9. WIFTREEBIEMECESDX: show zone
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FC switch B 1# show zone
zone name FC-VI Zone 1 10 vsan 10

interface
interface
interface

interface

fcl/1l swwn 20:00:54:7f:ee:c6:80:78
fcl/2 swwn 20:00:54:7f:ee:c6:80:78
fcl/1 swwn 20:00:54:7f:ee:b8:24:c0
fcl/2 swwn 20:00:54:7f:ee:b8:24:c0

zone name STOR Zone 1 20 25A vsan 20

interface
interface
interface
interface
interface
interface
interface
interface

interface

fcl/5 swwn 20:00:54:7f:ee:c6:80:78
fcl/8 swwn 20:00:54:7f:ee:c6:80:78
fcl/9 swwn 20:00:54:7f:ee:c6:80:78
fcl/10 swwn 20:00:54:7f:ee:c6:80:78
fcl/11 swwn 20:00:54:7f:ee:c6:80:78
fcl/8 swwn 20:00:54:7f:ee:b8:24:c0
fcl/9 swwn 20:00:54:7f:ee:b8:24:c0
fcl/10 swwn 20:00:54:7f:ee:b8:24:c0
fcl/11 swwn 20:00:54:7f:ee:b8:24:c0

zone name STOR Zone 1 20 25B vsan 20

FC switch B 1#

WEFfEECE

interface
interface
interface
interface
interface
interface
interface
interface

interface

fcl/8 swwn 20:00:54:7f:ee:c6:80:78
fcl/9 swwn 20:00:54:7f:ee:c6:80:78
fcl/10 swwn 20:00:54:7f:ee:c6:80:78
fcl/11 swwn 20:00:54:7f:ee:c6:80:78
fcl/5 swwn 20:00:54:7f:ee:b8:24:c0
fcl/8 swwn 20:00:54:7f:ee:b8:24:c0
fcl/9 swwn 20:00:54:7f:ee:b8:24:c0
fcl/10 swwn 20:00:54:7f:ee:b8:24:c0
fcl/11 swwn 20:00:54:7f:ee:b8:24:c0

BRI B FEYAIMER BTN RPES.

TR

1. AR L = R E FEAGEEEEITHM R LA SREMEREER,

[EBBTRS R MR R N BB R E RS, MERNEE, TMES0CrEEN

MetroCluster BeEH, ihmNEBMEELER FC-SAS M.

2. MINRMEIE = B BRI PR ERI AT A

Jél_zki{ﬂﬁﬁ show-n

HAE N BN NAR T B
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3. MNRABHUEMMEE, FHINFIBHEIIFE:

dER

BEhR ML = _ERYISE

EEYILIN, SNRITFRMELL S _FAY MetroCluster 4BERYERIR, ItbSh, ERSTIEEIE
MetroCluster BECE R E#T1E EZ SAS FiEiERE, H1EELFERE MetroCluster BBEF/ZBIF
A8 PERR U o

Faz Al
LB E R MetroCluster A H T2 RRIBAGA NN ER L,

"WLFIERER MetroCluster REFBIE"
"ZE{REY MetroCluster REFACE"

XFIAES
IRES BRI RAIRIZIOT:

* AR A BRI,
° B FC_switch A 1,
° BE#f FC_switch_A_2,
* IR B BIERIEITAIE A,
° FC_switch_B_1 iz{TI R R
° FC_switch_B_2 izfTIR R BiF.
FC RARHNFIE T I 4T ERER MetroCluster BLE .

p

1. TE{EH SAS FRL&LMVEEMHE! MetroCluster BERE  (RER FC 3N MLZLEMITE FC-SAS W) H, BB uh
RIEEFEEE, SEnEEE,

KX R _ERYITRISS A IRET RIIAT, & E LOADER &R T MREF KFIRTS,
2. TIETEENES L, BRRBEBIHE:

STEEMEREIN modify -autosign off *

cluster B::> storage disk option modify -autoassign off *
2 entries were modified.

S FEBEBITNUMR L, WIAMEBNEEXA:
sTRIEMAEIED show
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cluster B::> storage disk option show

Node BKg. FW. Upd. Auto Copy Auto Assign Auto Assign Policy
node B 1 on on off default
node B 2 on on off default

2 entries were displayed.
cluster B::>
4. FTFRMELE = EREERLR, HHRRPIEHMEEEEIT.
S. TEMMETELTEEM MetroCluster BEREH, FTHRMILR _ERIFRE FC-SAS Wi,

6. NRFBH T E LR, BFRIFEHIZEXFHAT LOADER 1R,
7. TENEFEED MetroCluster EEE, B FC N _EAYFE ISL iwHE,

SRR 7S R, BRUTHSEERRD ...



80

Brocade a. ¥ABHEEE FC-SAS WiFamOa

portpersistentenable port-number

FLUTRGIF, wmO6 M7 ERA:

FC switch A 1:admin>
portpersistentenable 6
FC switch A 1:admin>
portpersistentenable 7

FC switch A 1l:admin>

b. ¥ B AIEEE HBA 1 FC-VI iEE228RYiH O ;

portpersistentenable port-number

FEUTRAIFR, wO6 M7 ERMA:

FC switch A 1:admin>
portpersistentenable 1
FC switch A 1:admin>
portpersistentenable 2
FC switch A 1l:admin>
portpersistentenable 4
FC switch A 1:admin>
portpersistentenable 5
FC switch A 1:admin>

Xt AFF A700 #1 FAS9000 %4t
@ , WTEF

switchcfgpersistentenable 5 <+5

ABRBFENEA FC-VI ixA,

C. IHBEITIEEMILS EME - FC KN EEF
T afMb,



Cisco a. FAEOMEERI, PAEMER noshut a8 R
RixH.

EUTRAIFR, ERATIHKO fc1/36 :

FC switch A 1# conf t

FC switch A 1(config)#
interface fcl/36

FC switch A 1(config)# no shut
FC switch A 1 (config-if)# end
FC switch A 1# copy running-
config startup-config

b. MK ZEERM: sHow

interface brief

C. X%#EE| FC-SAS W, HBA R FC-VI i&fc2s
MWEMKEOESEFFI B afMb,

d. WEITIEFENLS EME - FC TN EEF
$Ba, bfco

FNEMBVIXENEE I ECFR A

INRAERME UL RO RIEFI IR T IRThas, BTG REHZEZHMIBRFIE, Wi
AR BRYIKEDEE 2 ECPR A

FaaZal
RYEUL =RV R] R Eh B S E N E D 5 KRR ERIHEE

IXEh2E 2R NIRRT 7 B A T B I ESK "FREERY MetroCluster IP AHEEFIS ZL9E" E84) "MetroCluster IP 223
MECE"S

KFILES
XL BRI R UL R AVEREE LT,

IRES R ER T AR N ER D EC UK R R M MRIER. FARIZITIER L RAVIZIZ A
RYUEUE R RIZS I M

ANRE TN RO T REENTE. N TFUTREE, EUZRMNE MR EE M TRIEIA. XF/\
TREE, BUEEE - DR A ENEMT R, XERFIRIKUTRA:

IR A BRI,
° node_A 1 BE#,
° node A_2 BEi,

RIFETFET 5= MetroCluster BREH,
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* ihe B RIEREBITHE R,
° node_B_1 BE{TIWREF
° node_B_2 B TIRR BT

{NTFEF T 5= MetroCluster EEEH,

IEHEEREB U TIRIBRE D -

MetroCluster FC & HHYTI =21 TR [RIGHRL ID
A node A 1 4068741258
node A_2 4068741260 node B_1
4068741254 node B 2 4068741256
A node A 1 4068741258

EEIKENEREY, NMIBEUTILR:
* WFRERERMEFERNENTR, old-count-of-disks M E /D BEHFEHRERHEE

RIEENHFEHENERLD, NEERFRIgRSAETZERNEMIE AT

* ZRIRNMMARE T ERETHNILS (node_B_x pool1) HIRIZMFEFRMEILSAIAMM (node_B_x

pool0 ) o
* PR RIS RN BIERR A,

SOFK n NMEEDECLAIBITIERRIIEREY poolt , MNR n-3 MHEE DL IR, FRIKIRREGER=

A
*© PREREMEE D Bt SR — AP FE Atk 2 B2 B AR R R,
* BTFERETNMAEERDES N 1, BFARMRREERD AL 0,

g
1. RIEE AT SiIXEWT & MetroCluster BRE, D ECHHITEIRGHEE:

° MFIET R MetroCluster iR &, ISTEENT R EEAUT—RIIa <’ T EME ) oo i B A

A
L R BT RN B B E DA S BRIHE:
dassign -s sysid -n old-count-of-disks -p pool

FEIBTERRNERT, ERAIUAS T REEER— disk assign 65<:
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cluster B::> disk assign -s node B l-sysid -n old-count-of-disks
-p 1 **\ (remote pool of surviving site\)**

cluster B::> disk assign -s node B 2-sysid -n old-count-of-disks
-p 1 **\ (remote pool of surviving site\) **

cluster B::> disk assign -s node A l1-old-sysid -n old-count-of-
disks -p 0 **\ (local pool of disaster site\)**

cluster B::> disk assign -s node A 2-old-sysid -n old-count-of-
disks -p 0 **\ (local pool of disaster site\)**

UTRAIERTABERS ID BIaG<:

cluster B::> disk assign -s 4068741254 -n 21 -p 1
cluster B::> disk assign -s 4068741256 -n 21 -p 1
cluster B::> disk assign -s 4068741258 -n 21 -p O
cluster B::> disk assign -s 4068741260 -n 21 -p O
. IR RIPRE AL

storage disk show -fields owner , pool



storage disk show -fields owner, pool
cluster A::> storage disk show -fields owner, pool

disk owner pool
0c.00.1 node A 1 PoolO0
0c.00.2 node A 1 PoolO0
0c.00.8 node A 1 Pooll
0c.00.9 node A 1 Pooll
0c.00.15 node A 2 PoolO
0c.00.16 node A 2 Pool0
0c.00.22 node A 2 Pooll
0c.00.23 node A 2 Pooll

° WFXWTI s MetroCluster &, BESRT R LFERAUT—RIGSBHMOTEME S ELAENAVEE
A

I BRAHEEERZR ID
1Z1T local storage show shelf
i FETRREBFHN T RN EEIREE SRR 1 :

IBITAMEEE EC -shelf shelf-id -n old-count-of-disks -p 1 -s node B 1-
sysid -f

iil. FERTRNEEREE SO

——

BITERMIEER DB -shelf shelf-id -n old-count-of-disks -p 0 -s node A 1-
sysid -f

2. EEITEENMR L, BXERBEMHEENE:

storage disk option modify -autosassign on *
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cluster B::> storage disk option modify -autoassign on *
2 entries were modified.

S EEBEBITNMRL, WIABMENEERA:
sTRIEMAEED show

cluster B::> storage disk option show

Node BKg. FW. Upd. Auto Copy Auto Assign Auto Assign Policy
node B 1 on on on default
node B 2 on on on default

2 entries were displayed.

cluster B::>

BXES

"HEMBESEE"
"MetroCluster ECE #NAIEA SyncMirror IR IHEIETR"
PITREBEMNTERRG ( MetroCluster FC FE)

SEIRIEGH OIS, BRI LIAIT MetroCluster 188181k, G, B BIAREER
g, HELENERBDRR.

p
1. R R ERITRMEEMER (REEEMREE) !

cluster B::> metrocluster heal -phase aggregates

cluster B::> metrocluster heal -phase root-aggregates

2. BIFEEERE, ARIIRGESATENRSHHRGERES:

storage aggregate show -node local

MRBEETRUIRE ... B4 ...
EEERED TFERITERE LRERRENRRD.
REEREE BEENTT MR —P RS TMRITFHN, WEBHRIT

HthPBREEHR R
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Bk, ER

AR, R

cluster B::> storage aggregate show

Aggregate Size Available Used$%
Status

node B 1 aggrl
227.1GB 11.00GB 95%

NodeA 1 aggr2
430.3GB 28.02GB 93%

node B 1 aggr3
812.8GB 85.37GB 89

o°

3 entries were displayed.

cluster B::>

FEUTTRAFR, =P REFEATRERRE:

TR

node_B_1_aggr1

node B 1 aggr2

node_B_1_aggr3.

TERITIERRIE

SNREIR T RMEUE = LRI FREHE,

RS,

-node local

State #Vols

online 1

online 2

online 5

K&

[EEEHRED

REERER

B, ER

node B 1

node B 1

node B 1

MRBEHFET

RAID

raid dp,
resyncing

raid dp,
mirror

degraded

raid dp,
mirrored,

normal

3. [$8 3% _fc_aggr_healing] MMR— P HEMMRFHIRE, WREHITHMSBEREZRR,

FLERAF, BIAEE node B_1_aggr2 B
a. BEEREHFMAEELUHEEABINHIENM:

storage aggregate show -r -aggregate node B 1 aggr2

ELUFRBIF, M /node B_1_aggr2/plex0 b FHBEIRT
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cluster B::> storage aggregate show -r -aggregate node B 1 aggr2

Owner Node: node B 1
Aggregate: node B 1 aggr2 (online, raid dp, mirror degraded) (block
checksums)
Plex: /node B 1 aggr2/plex0 (offline, failed, inactive, pool0)
RAID Group /node B 1 aggr2/plex0/rg0 (partial)
Usable
Physical
Position Disk Pool Type RPM Size
Size Status

Plex: /node_B_l_aggr2/pleXl (online, normal, active, pooll)
RAID Group /node B 1 aggr2/plexl/rg0 (normal, block checksums)

Usable

Physical

Position Disk Pool Type RPM Size
Size Status

dparity 1.44.8 1 SAS 15000 265.6GB
273.5GB (normal)

parity 1.41.11 1 SAS 15000 265.6GB
273.5GB (normal)

data 1.42.8 1 SAS 15000 265.6GB
273.5GB (normal)

data 1.43.11 1 SAS 15000 265.6GB
273.5GB (normal)

data 1.44.9 1 SAS 15000 265.6GB
273.5GB (normal)

data 1.43.18 1 SAS 15000 265.6GB

273.5GB (normal)
6 entries were displayed.

cluster B::>

a. MIFREFEM :

storage aggregate plex delete -aggregate aggregate-name -plex plex

b. BFEIRR:

storage aggregate mirror -aggregate aggregate-name
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¢ BmEMIEFRRTMRGRS, HEIEREHEEMEZIAMEREGYERERE, EBRKES!

sFERGET

P

KRB S HMEFIEINER 72 fcta B ARYIZHIZRRR ( MetroCluster FC ECE)

NRAERME UL R LB T — P EmMERIZREIRE NVRAM &, NMIARSE ID BER, &
AR BT RESHHEEN D ECS BMAREHIZEEIR,

XFIAES

AT PRATIRNBETREESE, REit, ATNIENIEES R R pooll REBGHIHE, I, ©
N2m—Y3IR RS ID FRERHEE,

ATNRE TN RO T REENTRE. MTFRTREE, EFUZRMNE MR EE M TRIEIA. XF/\
TREE, B MEERE ) DR A EMNEMT R XERFRIGUATSRMG:

U A BRI S
° node_ A 1 BE#,
° node_A 2 BE¥E#t,

XTFEETFET &= MetroCluster BREH,
* IhR B RIERIETHSR,
° node_B_1 BT R,
° node_B 2 izfTIRR BT

{RFETFIUTI = MetroCluster BEEH,

IR RGEIDIEFHIT TR "B B a2
IR EZ RABTRAIEREE LU T RS ID BUEHISS:

TR TR [RI8 &S ID RS D
7oA node A 1 4068741258 1574774970
node A 2 4068741260 1574774991
node_B_1 4068741254 KEK
node_B_2 4068741256 kB
A node_A_1 4068741258 1574774970
B

1 EEATRATEPRANBERT, ENMORRESHE:
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dreassign -s old-system-ID -d new-system-ID

*> disk reassign -s 4068741258 -d 1574774970

- BEWEURRIAR ML ST pooll 1REE

dER

P Re = BB S NE DA,

BHENFIANEESNENAT

BRBURTIRE

FEHEEH, MRFRTHEE, N Pool0 MERKA=EREREH,

IME, NG KMEILSEY pooll IRRE

*> disk show

HEDREERT o

Local System ID: 1574774970

DISK OWNER POOL
DR HOME
sw A 1:6.126L19 node A 1(1574774970) PoolO
node A 1(1574774970)
sw A 1:6.126L3 node A 1(1574774970) PoolO
node A 1(1574774970)
sw A 1:6.126L7 node A 1(1574774970) Pool0
node A 1(1574774970)
sw B 1:6.126L8 node A 1(1574774970) Pooll
node A 1(1574774970)
sw B 1:6.126L24 node A 1(1574774970) Pooll
node A 1(1574774970)
sw B 1:6.126L2 node A 1(1574774970) Pooll
node A 1(1574774970)
*> aggr status

Aggr State Status
node A 1 root online raid dp, aggr

*>

- BERANRE:
RERE

W AIREs B R E S E D AVHE

mirror degraded

64-bit

, BABURTREBESFHIHENE U EHERE

BHEE, NRBRTHEE, N PooIO HEBEAREREREF,

AP ENE U EHERE

/\\-

SERIAL NUMBER

serial—-number

serial-number

serial-number

serial-number

serial-number

serial-number

HOME

BHEEAHERER

DEEEHBERER
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*> aggr status
Aggr State Status
node A 1 root online raid dp, aggr
mirror degraded
64-bit
*>
4. MIFRERFEMLRAINE |
mEBFETHER AN
S. MNREBEREM, BRBEEAM:
aggr online aggr name

6. HETH = LIET LOADER 12/RfT:

halt

BohEiTHI281EIR ( MetroCluster FC ECE)
HIEBR SRR ENEBaRBESTHE, BuUMBmkMitm FR— M EZ e,

XFIAES
L ES M 2R LOADER 1R T =48,

p

boot ontap HE

2. EBEhREH, EFED 6 * MEHEREEHAE * .
3. MUTRTEE v

HHRESER EREMRIMERBIRFIEETNENEE, WMKEHE? @ v
RS BoIFR, B IRINEHEE,

WMRKBFREABERITHIZN NVRAM B, NAgesHMAE, HERUTER: panic

@ . NVRAM contents are invalid.. MIRAEXMIER, BEE N\F'Ei'l?kﬁqz‘, it e 3V
M6 * NEPEEEENANGE * . BRABE ONTAP IBRff. RE. BFE EERIME
#rdb_Corrupt bootargs

4. 7EM 0 EERGIRERE:
a. =1 pool0 HER D ACLAFTITHI 2RI,
b. FRHGIRES pooll M:
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aggr mirror root-aggr-name

C. BEEHEDERLAZAMTI = _ERY pool0
S MREEANENTRRE, FERMMERNS— M TR EEE ERPE,

6. Rl MetroCluster A% :
a. FNSEARIEL

set -privilege advanced

b. RBIFTECE -

MetroCluster configure -refresh true

C. REIZIEIERNRIET :

set -privilege admin

7. BATOfEE R E VBT R E M IEES

MetroCluster node show

BRI KRR TF "Waiting for switchback recovery” " ##3{, IRENILTF "normal’ " &3, MAIUEHZ
BT R. BolfE, HRELTF "Waiting for switchback recovery™ " #&£x,

AT RAEREAT R EMFTIRES:

cluster B::> metrocluster node show

DR
Grp Cluster Node

Configuration

State

DR

Mirroring Mode

1 cluster B

node B 1
node B 2
cluster A
node A 1
recovery
node A 2
recovery

configured
configured

configured

configured

4 entries were displayed.

cluster B::>

T—iRfF
BT "FER R E T IE"

enabled
enabled

enabled

enabled

switchover completed
switchover completed

waiting for switchback

waiting for switchback
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[(EER&RE] EEboot_recovery#rdb_Corrupt bootargs
MBREE. EAILIEBEDboot_recoveryfrdb_Corrupt_bootargs
p
1. ¥ S E{EEILOADERIR R :

siteA::*> halt -node <node-name>

2. KEREBIZE L Tbootarg:

LOADER> printenv bootarg.init.boot recovery
LOADER> printenv bootarg.rdb corrupt

3. MNRBEREE—bootargiXBENE. BECHIREHBEIONTAP :

LOADER> unsetenv bootarg.init.boot recovery
LOADER> unsetenv bootarg.rdb corrupt
LOADER> saveenv

LOADER> bye

ERESREFESEYIE (TEHERE)

BRTHITRERES, UEAYIEIR(EERES MetroCluster IP #1 FC B2&, IHR1ES B
{iE AT 1E MetroCluster FC Fl IP i E 2B I IERERI=EE,

XFUIES
REELERERLTFEEPNRE LHITRER, FRERIMEES R,

EXMIBERNT, MetroCluster 2—MRSEIE:
* —* DR A4 IERERY MetroCluster FC T3 s 2H R
RTINS 11T MetroCluster FC 8 F 1,
* —/ DR £HH MetroCluster IP T3 =40}
TR FT X LTS 1T MetroCluster IP 1REF B,
g3
BUUTIRFRITES R
1. BHRIRFRITUTES, EREYIEN FC HR

a. "IRtwmOACE (Y[R MetroCluster FC F2&) "
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o

"BEE FC-SAS M#F ({XPR MetroCluster FC ER&) "

"B2E FC XAl ({XPR MetroCluster FC AL&) "

"ISIETFAEECE" (I MetroCluster FC T s _E B R AYIREH IR I TIX L5 18)

e. "B SE FAIEE" (X MetroCluster FC 15 s - B AYIRED 2R Hh 1T X L 5 1%

f. "R E ARG D EFR AR (XX MetroCluster FC ¥ s _E B AYIRTHZZ P TX L5 18)

g BITHHS T "BiIRR AN EMENENR 2 A FIRANEHIZSER ( MetroCluster FC i2E) ", B
EIFBEIEXT mailbox destroy Br L HITIE) IRV I8,

h. SEERIRESRIAHIM (M O)

e o

aggr destroy plex-id

i INRIBBEREXM, BEEBE,
2. [B5h MetroCluster FC T8,

RATTER MetroCluster FC T3 & _EITIXEE S,

boot ontap g

b. NEEIHER, WX 6 * NENEEEMNE * -
C. WIATRTREE y -

IR PR ER RSN EIMEREIRFIAEETAEFNEE, MIRBHE? @ v
RGRBIMR, B RINEFEE.

SRATEHE B ITHIZE NVRAM N, WATAERHILER, HETRUTFHS: panic
() : wveaM contents are invalid. MBREXMER, BETXETSE, HRES
5% ONTAP 1R/, 5. BRE & & Em1EHrdb_Corrupt bootargs

3. 7TM 0 LERIGIRES:
IRARIER D MetroCluster FC T 5 _EHTIXLES I,

a. =1 pool0 HiE 5 ERLAFITHISSIE IR,
b. SHRIRES pool1 M:

aggr mirror root-aggr-name

C. BEEHENELZAMTI R LR pool0
4. R [EEPIE T

RATIER N MetroCluster FC 5 &5 _EH{TIXEEH I,

a. FETR!
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10.
1.

94

halt
b. T R BEhEIEIFIER

boot ontap maint

- MFRERFEERAIAA -

miRFE HER A

A TIER D MetroCluster FC 5 &5 _EH{TIXEEH I,

. haltthe nodes : + halt

- mREBENE, WIETREPRE!

MetroCluster node show

siteA::*> metrocluster node show
DR
Group Cluster Node

wmcb66-al
switchback recovery

wmcb6-az2
switchback recovery

siteB
wmc66-bl
completed
wmc66-b2
completed
2 siteA
wmcbh5-al
wmc55-a2
siteB
wmc55-bl
completed
wmc55-b2

BEHRITHRMES, HEREYIEIR MetroCluster IP T3 s "7£ MetroCluster IP B EFEZYIE]" e REIE "

Configuration
State

configured

configured

configured

configured

unreachable

configured

configured

MIPRIZTTIEBRIE = ERHEEM (MetroCluster IP i2E) "o

7£ MetroCluster FC i =k, HITHHNT R "HiT8RS
7£ MetroCluster IP T2 £, HITHNTRE "MITRGEEMTER

DR

Mirroring Mode

enabled

enabled

enabled

enabled

enabled

MFFE, BEHITIREIIERNERMES "/ FabricPool FLEEFEILITRFME

waiting for

waiting for

switchover

switchover

switchover

BEMITEE®S ( MetroCluster FC Bt &) "
§81% ( MetroCluster IP BZE&) ",



[(EERhE] E&boot_recoveryflrdb_Corrupt bootargs
MNRFE. EAILIEEDboot_recovery#lrdb_Corrupt_bootargs
TE

1. ¥ SESELOADERIZER :

siteA::*> halt -node <node-name>

2. WEREBBIGE L Tbootarg:

LOADER> printenv bootarg.init.boot recovery
LOADER> printenv bootarg.rdb corrupt

3. MNERBEBEFE—bootargiRBENE. IBECHIREHBEIONTAP :

LOADER> unsetenv bootarg.init.boot recovery
LOADER> unsetenv bootarg.rdb corrupt
LOADER> saveenv

LOADER> bye

IEfESERIRE
WITFAHRES. STRM S EHISRFEREFRENERE,

79 FabricPool A2 & EF#iE M RIFME

R FabricPool R EFMENITRTZMES MetroCluster RHMEIE I FRE— I B HWHER, NS AEHFEINR
7Z£i&F0 FabricPool 5%,

KTFULES

* MRNREFMERITIZRY, FH B MetroCluster iIhR BRIHR, NTEERNREFME, RIBNREFMHEECEURSL
HEATZRE TR,

* Bk FabricPool BBERNFMIEE, SN "HMEMZRSERE",

]
1. IRIBRRIRIES B " B MetroCluster B & _ERY FabricPool $R1& " #1TIR1E "HENEREEE",

FIEE BT = LRV RTIE

MEZMTAEEFERAZTEME (TRIE) WFENIER ONTAP IhEE, MABANERT SREMIFRIE. XTR
BIVEFRIERINEE, EEPHNE T RENAR B CHIThREE R,

KXTFULES
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AREFANERAZA, FEMETANENIRDAHEATNRER, B2, NIRRT R2ESTH—AFlt
THREVFRIERYTI R, MAAFERULIRENEE, thih, AT R EERRETFAIRINRERESEERTEERIT
A, RbENRIREZAT R ERRERIFEIEER.

WANER AU IR A 28 NF AR

158 90 REVEIREARLEVFANER A, BIREIT/E, FrBIRFRHERARY. REARBITFIERSRARE, ERILL
£ 24 NIRLEFMERR, HEIZERALSR.

C) MREERILS ERFMET R (FFWT S MetroCluster BE2&, RAEANMTR) , MHAETIEZ
AEEAT R EREVFANEER,

TR
1. HAET = ERYIFRNIE:

WaNLERR
UTFRAIERTBEXARFRIFALENESR:

cluster B::> license show
(system license show)

Serial Number: 1-80-00050
Owner: sitel-01

Package Type Description Expiration
Base license Cluster Base License =
NF'S site NFS License =
CIFS site CIFS License =
iSCSI site iSCSI License =
FCP site FCP License =
FlexClone site FlexClone License =

6 entries were displayed.

2. EYIEERIEXEF IR T EA T A
MetroCluster check license show

UTFRAERTERT LT REYFRIIE:
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cluster B::> metrocluster check license show

Cluster Check Result

Cluster B negotiated-switchover-ready not-applicable
NF'S switchback-ready not-applicable
CIFS job-schedules ok

iSCSI licenses ok

FCP periodic-check-enabled ok

3. gg%f&’"t%ﬁ%%ﬁﬂ’ﬂﬁﬂiﬁ%“‘%ﬂ, JB7E NetApp 32k R BYRRAFVFRTIE TR B F B0 0 RIRENEACIF LR

RO ENABNIITANEEN, FE AR AR R TAb AL, SRR
() mE0XNUEIRS RPN T, B2 BAREX SR NIRRT
. RECRIE? "84 EREERE. AT ERAFFFASRY LIS, "

4. TREMFANERA:
ssystem license add -license-code license-key , license-key..+

S WNRFE, MERIBVFATIE:
a. WERGEAIFAIE:

license clean-up -unused -simulate
b. INIRFIKRZRIEH, BEMPRAFERFRIIE:

license clean-up -unused

[EEEREZRERE
MRIEESENE, WBIEREZREE, IRRESME, WLTRERAEE,

p
1. MRBUESEMR, FBERERTENEZRERENERGTERER.

7

MREFERNZE ... fERILLERS ...
* IRFZRHEIE * sSecurity key-manager IRE[REZ

BXFAER, BEN "ERIRHEZAEENEER"

* INERRAEIR * sSecurity key-manager key query -node node-name

BXEFAER, BB "ERINEEAEENEER"
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1. WINFE T RIA FEBARS:

MetroCluster node show

UTFRAIERTRTFEBARSHNTR:

cluster B::> metrocluster node show

DR
Mirroring

Mode

DR Configuration
Group Cluster Node State
1 cluster A
node A 1 configured
node A 2 configured

cluster B
node B 1 configured
switchback recovery
node B 2 configured
switchback recovery
4 entries were displayed.

2. #INFRE SVM EHNEHRS BT :

MetroCluster SVM show

3. WIHESREEERITIERBR LIF I EEEMITEM:

98

enabled
enabled

enabled

enabled

heal roots completed
heal roots completed

waiting for

waiting for


https://docs.netapp.com/zh-cn/ontap-metrocluster/transition/task_connect_the_mcc_ip_controller_modules_2n_mcc_transition_supertask.html#recovering-key-management-if-the-root-volume-is-encrypted
https://docs.netapp.com/zh-cn/ontap-metrocluster/transition/task_connect_the_mcc_ip_controller_modules_2n_mcc_transition_supertask.html#recovering-key-management-if-the-root-volume-is-encrypted
https://docs.netapp.com/zh-cn/ontap-metrocluster/transition/task_connect_the_mcc_ip_controller_modules_2n_mcc_transition_supertask.html#recovering-key-management-if-the-root-volume-is-encrypted
https://docs.netapp.com/zh-cn/ontap-metrocluster/transition/task_connect_the_mcc_ip_controller_modules_2n_mcc_transition_supertask.html#recovering-key-management-if-the-root-volume-is-encrypted
https://docs.netapp.com/zh-cn/ontap-metrocluster/transition/task_connect_the_mcc_ip_controller_modules_2n_mcc_transition_supertask.html#recovering-key-management-if-the-root-volume-is-encrypted
https://docs.netapp.com/zh-cn/ontap-metrocluster/transition/task_connect_the_mcc_ip_controller_modules_2n_mcc_transition_supertask.html#recovering-key-management-if-the-root-volume-is-encrypted
https://docs.netapp.com/zh-cn/ontap-metrocluster/transition/task_connect_the_mcc_ip_controller_modules_2n_mcc_transition_supertask.html#recovering-key-management-if-the-root-volume-is-encrypted
https://docs.netapp.com/zh-cn/ontap-metrocluster/transition/task_connect_the_mcc_ip_controller_modules_2n_mcc_transition_supertask.html#recovering-key-management-if-the-root-volume-is-encrypted
https://docs.netapp.com/zh-cn/ontap-metrocluster/transition/task_connect_the_mcc_ip_controller_modules_2n_mcc_transition_supertask.html#recovering-key-management-if-the-root-volume-is-encrypted
https://docs.netapp.com/zh-cn/ontap-metrocluster/transition/task_connect_the_mcc_ip_controller_modules_2n_mcc_transition_supertask.html#recovering-key-management-if-the-root-volume-is-encrypted
https://docs.netapp.com/zh-cn/ontap-metrocluster/transition/task_connect_the_mcc_ip_controller_modules_2n_mcc_transition_supertask.html#recovering-key-management-if-the-root-volume-is-encrypted
https://docs.netapp.com/zh-cn/ontap-metrocluster/transition/task_connect_the_mcc_ip_controller_modules_2n_mcc_transition_supertask.html#recovering-key-management-if-the-root-volume-is-encrypted
https://docs.netapp.com/zh-cn/ontap-metrocluster/transition/task_connect_the_mcc_ip_controller_modules_2n_mcc_transition_supertask.html#recovering-key-management-if-the-root-volume-is-encrypted
https://docs.netapp.com/zh-cn/ontap-metrocluster/transition/task_connect_the_mcc_ip_controller_modules_2n_mcc_transition_supertask.html#recovering-key-management-if-the-root-volume-is-encrypted
https://docs.netapp.com/zh-cn/ontap-metrocluster/transition/task_connect_the_mcc_ip_controller_modules_2n_mcc_transition_supertask.html#recovering-key-management-if-the-root-volume-is-encrypted
https://docs.netapp.com/zh-cn/ontap-metrocluster/transition/task_connect_the_mcc_ip_controller_modules_2n_mcc_transition_supertask.html#recovering-key-management-if-the-root-volume-is-encrypted
https://docs.netapp.com/zh-cn/ontap-metrocluster/transition/task_connect_the_mcc_ip_controller_modules_2n_mcc_transition_supertask.html#recovering-key-management-if-the-root-volume-is-encrypted
https://docs.netapp.com/zh-cn/ontap-metrocluster/transition/task_connect_the_mcc_ip_controller_modules_2n_mcc_transition_supertask.html#recovering-key-management-if-the-root-volume-is-encrypted
https://docs.netapp.com/zh-cn/ontap-metrocluster/transition/task_connect_the_mcc_ip_controller_modules_2n_mcc_transition_supertask.html#recovering-key-management-if-the-root-volume-is-encrypted
https://docs.netapp.com/zh-cn/ontap-metrocluster/transition/task_connect_the_mcc_ip_controller_modules_2n_mcc_transition_supertask.html#recovering-key-management-if-the-root-volume-is-encrypted
https://docs.netapp.com/zh-cn/ontap-metrocluster/transition/task_connect_the_mcc_ip_controller_modules_2n_mcc_transition_supertask.html#recovering-key-management-if-the-root-volume-is-encrypted
https://docs.netapp.com/zh-cn/ontap-metrocluster/transition/task_connect_the_mcc_ip_controller_modules_2n_mcc_transition_supertask.html#recovering-key-management-if-the-root-volume-is-encrypted
https://docs.netapp.com/zh-cn/ontap-metrocluster/transition/task_connect_the_mcc_ip_controller_modules_2n_mcc_transition_supertask.html#recovering-key-management-if-the-root-volume-is-encrypted
https://docs.netapp.com/zh-cn/ontap-metrocluster/transition/task_connect_the_mcc_ip_controller_modules_2n_mcc_transition_supertask.html#recovering-key-management-if-the-root-volume-is-encrypted
https://docs.netapp.com/zh-cn/ontap-metrocluster/transition/task_connect_the_mcc_ip_controller_modules_2n_mcc_transition_supertask.html#recovering-key-management-if-the-root-volume-is-encrypted
https://docs.netapp.com/zh-cn/ontap-metrocluster/transition/task_connect_the_mcc_ip_controller_modules_2n_mcc_transition_supertask.html#recovering-key-management-if-the-root-volume-is-encrypted
https://docs.netapp.com/zh-cn/ontap-metrocluster/transition/task_connect_the_mcc_ip_controller_modules_2n_mcc_transition_supertask.html#recovering-key-management-if-the-root-volume-is-encrypted
https://docs.netapp.com/zh-cn/ontap-metrocluster/transition/task_connect_the_mcc_ip_controller_modules_2n_mcc_transition_supertask.html#recovering-key-management-if-the-root-volume-is-encrypted
https://docs.netapp.com/zh-cn/ontap-metrocluster/transition/task_connect_the_mcc_ip_controller_modules_2n_mcc_transition_supertask.html#recovering-key-management-if-the-root-volume-is-encrypted
https://docs.netapp.com/zh-cn/ontap-metrocluster/transition/task_connect_the_mcc_ip_controller_modules_2n_mcc_transition_supertask.html#recovering-key-management-if-the-root-volume-is-encrypted
https://docs.netapp.com/zh-cn/ontap-metrocluster/transition/task_connect_the_mcc_ip_controller_modules_2n_mcc_transition_supertask.html#recovering-key-management-if-the-root-volume-is-encrypted

MetroCluster check 1if show

4. MiBTTIEEREEPMNE[ T RIEIT MetroCluster switchback 8%, MHITHYIEL,

o WEIEHRIFRHE:

MetroCluster show

LiaH 2R "waiting for-switchback" B, HIEHEIEMIEHITE:

cluster B::> metrocluster show

Cluster

Entry Name

Remote: cluster A

Configuration state
Mode
AUSO Failure Domain
Configuration state
Mode
AUSO Failure Domain

Ziad 2R "Normal" BY, HIEHE1ESER:

cluster B::> metrocluster show

Cluster

Entry Name

configured
switchover
configured
waiting-for-switchback

Local: cluster B

Remote: cluster A

NRYIEIFZR KA A BETTRL

Configuration state
Mode
AUSO Failure Domain
Configuration state
Mode
AUSO Failure Domain

configured
normal
configured

normal

AILTERENREFER U T an < KGO B IEEHTTHELIRE:

MetroCluster config-replication resync-status show

6. EFEIL1EE SnapMirror B¢ SnapVault EEE.

7 ONTAP 8.3 1, ZZEETEH1T MetroCluster YIEHRERFohEFHEIL FE KM SnapMirror BLE, 1
ONTAP 9.0 XEShRAEH, &

WIEIEIR A ATh

BEhERETIX R

TG, EEEMIAFREER A Storage Virtual Machine (SVM ) 9B HIEIF B

p
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1. IR EHNEIER SRR EYIE!:
sFERGET

ELUFRBIR, F55 B2 LAY aggr b2 BHIE:

node B 1::> storage aggregate show

Aggregate Size Available Used$% State #Vols
Status

aggr b2 227.1GB 227.1GB 0% online 0
mirrored,

normal

node A 1::> aggr show

Aggregate Size Available Used% State #Vols
Status
aggr b2 = = - unknown =

Nodes RAID

node B 2 raid dp,

Nodes RAID

node A 1

MRKEIEREERFERS, MAREESTHEE, WZREREERTE storage aggregate show fn<HI
HHPERA "unknown™ " ‘U(uo ERPFRARFERESTHIZE. BRARAZRE. BSRMIRENXE "I

AITEFE R R R ML 4 FEMIPRMetroCluster RFRIHRKRIZGRREKE.

2. WIBE(TERNER FNFERS BITSVMETHR FIMRRES(EMETREN sB™):

vserver show -subtype sync-destination

node B 1::> vserver show -subtype sync-destination

Admin Operatio
Vserver Type Subtype State State
Aggregate

cluster A-vsla-mc data sync-destination
running stopped

MetroCluster AR & ##Y sync-destination BASEHEZFFFPBEEIMINGEE " -m

100

nal Root
Volume

vsla vol aggr b2

c ", LUEBEIRRENT


https://kb.netapp.com/Advice_and_Troubleshooting/Data_Protection_and_Security/MetroCluster/How_to_remove_stale_unmirrored_aggregate_entries_in_a_MetroCluster_following_disaster_where_storage_was_lost
https://kb.netapp.com/Advice_and_Troubleshooting/Data_Protection_and_Security/MetroCluster/How_to_remove_stale_unmirrored_aggregate_entries_in_a_MetroCluster_following_disaster_where_storage_was_lost
https://kb.netapp.com/Advice_and_Troubleshooting/Data_Protection_and_Security/MetroCluster/How_to_remove_stale_unmirrored_aggregate_entries_in_a_MetroCluster_following_disaster_where_storage_was_lost
https://kb.netapp.com/Advice_and_Troubleshooting/Data_Protection_and_Security/MetroCluster/How_to_remove_stale_unmirrored_aggregate_entries_in_a_MetroCluster_following_disaster_where_storage_was_lost
https://kb.netapp.com/Advice_and_Troubleshooting/Data_Protection_and_Security/MetroCluster/How_to_remove_stale_unmirrored_aggregate_entries_in_a_MetroCluster_following_disaster_where_storage_was_lost
https://kb.netapp.com/Advice_and_Troubleshooting/Data_Protection_and_Security/MetroCluster/How_to_remove_stale_unmirrored_aggregate_entries_in_a_MetroCluster_following_disaster_where_storage_was_lost
https://kb.netapp.com/Advice_and_Troubleshooting/Data_Protection_and_Security/MetroCluster/How_to_remove_stale_unmirrored_aggregate_entries_in_a_MetroCluster_following_disaster_where_storage_was_lost
https://kb.netapp.com/Advice_and_Troubleshooting/Data_Protection_and_Security/MetroCluster/How_to_remove_stale_unmirrored_aggregate_entries_in_a_MetroCluster_following_disaster_where_storage_was_lost
https://kb.netapp.com/Advice_and_Troubleshooting/Data_Protection_and_Security/MetroCluster/How_to_remove_stale_unmirrored_aggregate_entries_in_a_MetroCluster_following_disaster_where_storage_was_lost
https://kb.netapp.com/Advice_and_Troubleshooting/Data_Protection_and_Security/MetroCluster/How_to_remove_stale_unmirrored_aggregate_entries_in_a_MetroCluster_following_disaster_where_storage_was_lost
https://kb.netapp.com/Advice_and_Troubleshooting/Data_Protection_and_Security/MetroCluster/How_to_remove_stale_unmirrored_aggregate_entries_in_a_MetroCluster_following_disaster_where_storage_was_lost
https://kb.netapp.com/Advice_and_Troubleshooting/Data_Protection_and_Security/MetroCluster/How_to_remove_stale_unmirrored_aggregate_entries_in_a_MetroCluster_following_disaster_where_storage_was_lost
https://kb.netapp.com/Advice_and_Troubleshooting/Data_Protection_and_Security/MetroCluster/How_to_remove_stale_unmirrored_aggregate_entries_in_a_MetroCluster_following_disaster_where_storage_was_lost
https://kb.netapp.com/Advice_and_Troubleshooting/Data_Protection_and_Security/MetroCluster/How_to_remove_stale_unmirrored_aggregate_entries_in_a_MetroCluster_following_disaster_where_storage_was_lost
https://kb.netapp.com/Advice_and_Troubleshooting/Data_Protection_and_Security/MetroCluster/How_to_remove_stale_unmirrored_aggregate_entries_in_a_MetroCluster_following_disaster_where_storage_was_lost
https://kb.netapp.com/Advice_and_Troubleshooting/Data_Protection_and_Security/MetroCluster/How_to_remove_stale_unmirrored_aggregate_entries_in_a_MetroCluster_following_disaster_where_storage_was_lost
https://kb.netapp.com/Advice_and_Troubleshooting/Data_Protection_and_Security/MetroCluster/How_to_remove_stale_unmirrored_aggregate_entries_in_a_MetroCluster_following_disaster_where_storage_was_lost
https://kb.netapp.com/Advice_and_Troubleshooting/Data_Protection_and_Security/MetroCluster/How_to_remove_stale_unmirrored_aggregate_entries_in_a_MetroCluster_following_disaster_where_storage_was_lost
https://kb.netapp.com/Advice_and_Troubleshooting/Data_Protection_and_Security/MetroCluster/How_to_remove_stale_unmirrored_aggregate_entries_in_a_MetroCluster_following_disaster_where_storage_was_lost
https://kb.netapp.com/Advice_and_Troubleshooting/Data_Protection_and_Security/MetroCluster/How_to_remove_stale_unmirrored_aggregate_entries_in_a_MetroCluster_following_disaster_where_storage_was_lost
https://kb.netapp.com/Advice_and_Troubleshooting/Data_Protection_and_Security/MetroCluster/How_to_remove_stale_unmirrored_aggregate_entries_in_a_MetroCluster_following_disaster_where_storage_was_lost
https://kb.netapp.com/Advice_and_Troubleshooting/Data_Protection_and_Security/MetroCluster/How_to_remove_stale_unmirrored_aggregate_entries_in_a_MetroCluster_following_disaster_where_storage_was_lost
https://kb.netapp.com/Advice_and_Troubleshooting/Data_Protection_and_Security/MetroCluster/How_to_remove_stale_unmirrored_aggregate_entries_in_a_MetroCluster_following_disaster_where_storage_was_lost
https://kb.netapp.com/Advice_and_Troubleshooting/Data_Protection_and_Security/MetroCluster/How_to_remove_stale_unmirrored_aggregate_entries_in_a_MetroCluster_following_disaster_where_storage_was_lost
https://kb.netapp.com/Advice_and_Troubleshooting/Data_Protection_and_Security/MetroCluster/How_to_remove_stale_unmirrored_aggregate_entries_in_a_MetroCluster_following_disaster_where_storage_was_lost
https://kb.netapp.com/Advice_and_Troubleshooting/Data_Protection_and_Security/MetroCluster/How_to_remove_stale_unmirrored_aggregate_entries_in_a_MetroCluster_following_disaster_where_storage_was_lost
https://kb.netapp.com/Advice_and_Troubleshooting/Data_Protection_and_Security/MetroCluster/How_to_remove_stale_unmirrored_aggregate_entries_in_a_MetroCluster_following_disaster_where_storage_was_lost
https://kb.netapp.com/Advice_and_Troubleshooting/Data_Protection_and_Security/MetroCluster/How_to_remove_stale_unmirrored_aggregate_entries_in_a_MetroCluster_following_disaster_where_storage_was_lost
https://kb.netapp.com/Advice_and_Troubleshooting/Data_Protection_and_Security/MetroCluster/How_to_remove_stale_unmirrored_aggregate_entries_in_a_MetroCluster_following_disaster_where_storage_was_lost
https://kb.netapp.com/Advice_and_Troubleshooting/Data_Protection_and_Security/MetroCluster/How_to_remove_stale_unmirrored_aggregate_entries_in_a_MetroCluster_following_disaster_where_storage_was_lost
https://kb.netapp.com/Advice_and_Troubleshooting/Data_Protection_and_Security/MetroCluster/How_to_remove_stale_unmirrored_aggregate_entries_in_a_MetroCluster_following_disaster_where_storage_was_lost
https://kb.netapp.com/Advice_and_Troubleshooting/Data_Protection_and_Security/MetroCluster/How_to_remove_stale_unmirrored_aggregate_entries_in_a_MetroCluster_following_disaster_where_storage_was_lost
https://kb.netapp.com/Advice_and_Troubleshooting/Data_Protection_and_Security/MetroCluster/How_to_remove_stale_unmirrored_aggregate_entries_in_a_MetroCluster_following_disaster_where_storage_was_lost
https://kb.netapp.com/Advice_and_Troubleshooting/Data_Protection_and_Security/MetroCluster/How_to_remove_stale_unmirrored_aggregate_entries_in_a_MetroCluster_following_disaster_where_storage_was_lost
https://kb.netapp.com/Advice_and_Troubleshooting/Data_Protection_and_Security/MetroCluster/How_to_remove_stale_unmirrored_aggregate_entries_in_a_MetroCluster_following_disaster_where_storage_was_lost
https://kb.netapp.com/Advice_and_Troubleshooting/Data_Protection_and_Security/MetroCluster/How_to_remove_stale_unmirrored_aggregate_entries_in_a_MetroCluster_following_disaster_where_storage_was_lost
https://kb.netapp.com/Advice_and_Troubleshooting/Data_Protection_and_Security/MetroCluster/How_to_remove_stale_unmirrored_aggregate_entries_in_a_MetroCluster_following_disaster_where_storage_was_lost
https://kb.netapp.com/Advice_and_Troubleshooting/Data_Protection_and_Security/MetroCluster/How_to_remove_stale_unmirrored_aggregate_entries_in_a_MetroCluster_following_disaster_where_storage_was_lost
https://kb.netapp.com/Advice_and_Troubleshooting/Data_Protection_and_Security/MetroCluster/How_to_remove_stale_unmirrored_aggregate_entries_in_a_MetroCluster_following_disaster_where_storage_was_lost
https://kb.netapp.com/Advice_and_Troubleshooting/Data_Protection_and_Security/MetroCluster/How_to_remove_stale_unmirrored_aggregate_entries_in_a_MetroCluster_following_disaster_where_storage_was_lost
https://kb.netapp.com/Advice_and_Troubleshooting/Data_Protection_and_Security/MetroCluster/How_to_remove_stale_unmirrored_aggregate_entries_in_a_MetroCluster_following_disaster_where_storage_was_lost
https://kb.netapp.com/Advice_and_Troubleshooting/Data_Protection_and_Security/MetroCluster/How_to_remove_stale_unmirrored_aggregate_entries_in_a_MetroCluster_following_disaster_where_storage_was_lost
https://kb.netapp.com/Advice_and_Troubleshooting/Data_Protection_and_Security/MetroCluster/How_to_remove_stale_unmirrored_aggregate_entries_in_a_MetroCluster_following_disaster_where_storage_was_lost
https://kb.netapp.com/Advice_and_Troubleshooting/Data_Protection_and_Security/MetroCluster/How_to_remove_stale_unmirrored_aggregate_entries_in_a_MetroCluster_following_disaster_where_storage_was_lost
https://kb.netapp.com/Advice_and_Troubleshooting/Data_Protection_and_Security/MetroCluster/How_to_remove_stale_unmirrored_aggregate_entries_in_a_MetroCluster_following_disaster_where_storage_was_lost
https://kb.netapp.com/Advice_and_Troubleshooting/Data_Protection_and_Security/MetroCluster/How_to_remove_stale_unmirrored_aggregate_entries_in_a_MetroCluster_following_disaster_where_storage_was_lost
https://kb.netapp.com/Advice_and_Troubleshooting/Data_Protection_and_Security/MetroCluster/How_to_remove_stale_unmirrored_aggregate_entries_in_a_MetroCluster_following_disaster_where_storage_was_lost
https://kb.netapp.com/Advice_and_Troubleshooting/Data_Protection_and_Security/MetroCluster/How_to_remove_stale_unmirrored_aggregate_entries_in_a_MetroCluster_following_disaster_where_storage_was_lost
https://kb.netapp.com/Advice_and_Troubleshooting/Data_Protection_and_Security/MetroCluster/How_to_remove_stale_unmirrored_aggregate_entries_in_a_MetroCluster_following_disaster_where_storage_was_lost
https://kb.netapp.com/Advice_and_Troubleshooting/Data_Protection_and_Security/MetroCluster/How_to_remove_stale_unmirrored_aggregate_entries_in_a_MetroCluster_following_disaster_where_storage_was_lost
https://kb.netapp.com/Advice_and_Troubleshooting/Data_Protection_and_Security/MetroCluster/How_to_remove_stale_unmirrored_aggregate_entries_in_a_MetroCluster_following_disaster_where_storage_was_lost
https://kb.netapp.com/Advice_and_Troubleshooting/Data_Protection_and_Security/MetroCluster/How_to_remove_stale_unmirrored_aggregate_entries_in_a_MetroCluster_following_disaster_where_storage_was_lost
https://kb.netapp.com/Advice_and_Troubleshooting/Data_Protection_and_Security/MetroCluster/How_to_remove_stale_unmirrored_aggregate_entries_in_a_MetroCluster_following_disaster_where_storage_was_lost

3. WIFRMEER AP IRSVMES ERm B EREIT:

vserver show -subtype sync-source

node A 1::> vserver show -subtype sync-source

Admin Operational Root
Vserver Type Subtype State State Volume
Aggregate
vsla data sync-source

running running vsla vol aggr b2

4. {F MetroCluster operation show BB HEIAYIEHEIER I,

MRGBLTHEETR ... B4 ...
TIEHRIERE S, YIRS EE5ER, SR USEIRER S,
YlEliE(EsIE] - 44 - RIBIRIESEB D Ao 11T MetroCluster operation show #p< 4 HE2IN
& 1%k,
TG

B MEEREAIE D, UREHRITYIE, MR site A B site_B , 151t site_B ) site_A
REEATRIRES
IRER TR, NBTRERESER LT RIRES,

TE
1. SRR L, RERBRNES

sEFEREGET
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cluster A::> storage aggregate show

Aggregate Size Available Used% State #Vols Nodes RAID
Status

node A 1 aggr0
1.49TB 74.12GB 95% online 1 node A 1
raid4,

normal
node A 2 aggr0

1.49TB 74.12GB 95% online 1 node A 2
raid4,

normal
node A 1 aggrl
1.49TB 74.12GB 95% online 1 node A 1 raid

4, normal
mirrored
node A 2 aggrl
1.497TB 74.12GB 95% online 1 node A 2 raid

4, normal

mirrored

4 entries were displayed.

cluster A::>

2. FHEAP—NMRES:
storage aggregate mirror -aggregate root-aggregate

UTRAIERT ERER SR SUMENEREEHIRTHIA
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cluster A::> storage aggregate mirror -aggregate node A 2 aggr0

Info: Disks would be added to aggregate "node A 2 aggrO" on node

"node A 2" in
the following manner:

Second Plex

RAID Group rg0O, 3 disks (block checksum, raid4)

Position Disk
Size

parity 2.10.0

data 1.11.19
894 .0GB

data 2.10.2
894 .0GB

Aggregate capacity available
Do you want to continue? {yln}: vy

cluster A::>

3. WIMREENHREREETHK:
sFEREGET

UTFRAIETEREERSK.

Type

SSD

SSD

SSD

for volume use would be 1.49TB.
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cluster A::> storage aggregate show

Aggregate
Status

node A 1 aggr0
1.49TB

node A 2 aggr0
2.24TB

node A 1 aggrl
1.49TB

node A 2 aggrl
1.49TB

4 entries were displayed.

cluster A::>

4 WHMRRAEE LR E,
RS THERERIRBSEH L IEITIRS.

EHEIE ONTAP JAfi#28 (MetroCluster IP EE)

Size Available Used$% State

74 .12GB 95% online

838.5GB 63% online

74.12GB 95% online

74 .12GB 95% online

#Vols

Nodes

node A 1

node A 2

node A 1

node A 2

RAID

raid4,
mirrored,

normal

raid4,
mirrored,

normal

raidi4,
mirrored,

normal

raid4
mirrored,

normal

MNREEEFERA ONTAP JAfZSSECEM MetroCluster IP ERE, NIATMBRHEREES ONTAP JEi#28HIX

Feaz i
s R4 ONTAP Mediator BY IP #ihit, FAP ZF1ZREL,
* ONTAP Mediator 4Z7E Linux £# LB EH BT

P
1. BIFSINE ONTAP JAfRSSEE

MetroCluster configuration-settings mediator remove

2. EHECE ONTAP JAfRREE :
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MetroCluster configuration-settings mediator add -mediate-address mediate-ip-

address

ISIF MetroCluster B2 EREITIRR
BT

MetroCluster BEERIIE TR ABRIER B IE & IETT.

S
1. RESNERH 2R EEE MetroCluster HRAFIEERR:

MetroCluster show

2. MERREAEESTD

cluster A::> metrocluster show

Cluster Entry Name
Local: cluster A Configuration state
Mode
AUSO Failure Domain
Remote: cluster B Configuration state

Mode
AUSO Failure Domain

mEEREG:

configured

normal
auso-on-cluster-disaster
configured

normal

auso-on-cluster—-disaster

MetroCluster node show

cluster A::> metrocluster node show

DR Configuration
Group Cluster Node State
1 cluster A
node A 1 configured
cluster B
node B 1 configured

2 entries were displayed.

3. ¥6Z MetroCluster A4 EHBEITIESE

MetroCluster check run

DR
Mirroring Mode

enabled normal

enabled normal
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cluster A::> metrocluster check run

Last Checked On: 10/1/2014 16:03:37

Component Result
nodes ok
lifs ok

config-replication ok
aggregates ok
4 entries were displayed.

Command completed. Use the "metrocluster check show -instance  command
or sub-commands in "metrocluster check’ directory for detailed results.
To check if the nodes are ready to do a switchover or switchback
operation, run “metrocluster switchover -simulate’ or "metrocluster
switchback -simulate’, respectively.

4. WBERDREETIRRER:

sRABITIRRERET

O. IREATIHIRIE:

a. EEATRIETANL, BXRANSRENRER:

set -privilege advanced

HEGIRTESASHNSREAH ETSRRIETRRT (¥>) B, EFEER v #1TM,

a. fEf ° -simulate” SEMITUIIRIRE:
MetroCluster switchover -simulate
b. ;R [E1Z| EIENRRS

set -privilege admin

6. 3tFEA ONTAP JAf#2EHI MetroCluster IP BCE , &Il ONTAP JAfE2R E B IH EEET.
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a. KERERRUERSHRAKAN:
storage failover mailbox-disk show

U T RG22 REIRAERFEHE,



node A 1::*> storage failover mailbox-disk show
Mailbox
Node Owner Disk Name Disk UUID

still3-vsim-ucs626g

local Om.i2.3L26
7BBA77C9:AD702D14:831B3E7E:0B0730EE:00000000:00000000:00000000:000000
00:00000000:00000000

local Om.i2.3L27
928F79AE: 631EA9F9:4DCB5DEG6:3402AC48:00000000:00000000:00000000:000000
00:00000000:00000000

local Om.i1.0L60
B7BCDB3C:297A4459:318C2748:181565A3:00000000:00000000:00000000:000000
00:00000000:00000000

partner Om.il1.0L14
EA71F260:D4DD5F22:E3422387:61D475B2:00000000:00000000:00000000:000000
00:00000000:00000000

partner Om.i2.3L64
4460F436:AAESABIE:DIED414E:ABF811F7:00000000:00000000:00000000:000000
00:00000000:00000000
28 entries were displayed.

b. B NERINRES!
set -privilege advanced

C. ¥EHIFE LUN BB RS RI:
storage iscsi-initiator show

bR R TEHRAS LUN !
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Node Type Label Target Portal Target Name
Admin/Op

.node A 1
mailbox
mediator 172.16.254.1 ign.2012-
05.local:mailbox.target.db5f02d6-e3d3 up/up

17 entries were displayed.

a. REFIEENREKS!

set -privilege admin

MIEEHIZE SRRV E

RN R LRSS HTT T AN ENLPEER, EREREAEHSEE, ERILUFFSR
¥ MetroCluster ECEME NTENMRINSHITIE. EPEEEERE (BLABELERS
, ARRERERS) UKRITIIEIR(E

Feaz i

s RMEEBDAIFFA MetroCluster FEAEERMATIE FiE1To

* EE4 MetroCluster o B AT FHIHIRES,

* FEFLEFIEIER MetroCluster BEE A, ISL AIE MetroCluster ik 525 2 [B]IE &35 T
BEREHAEREIER
NetAppsaZ B IV EEFE AR LEAERIE BEILRE. HERITIHIERPITUTIRE:

* TELEIPHRIEl R FFAutoSupport&h T ;B FIRES.
* TE4EIPRI G 4R AutoSupportB R LUBTELEIFERhERIE| A A S 5812,

ESRAMIREXE "WATE TRV ET R ZE LE B ah B S G"

c NMEESHLITRAREERASIEREIER, EXNAERASIEEEICRINEE, BEEMIREXXEFRNBE
IERSERE S S "AEEPUTTY UL SONTAPR S RIIERE",
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{&EMetroClusterfic B FHIERE
7EMetroCluster FCEEEH. BRI LURSEINFHITIEERIE. LEEYIREEEMetroClusterIhgE,
7EMetroCluster IPEREH. EERIENETIREEMEM. TN, ErIUFoiTEE R,

FIaZ Al
* WMBRITYIR, HEBIERIEITRS R IUE TR HEE,
* RMEUE R _ BT R E (R E RS X AR,
EEEIES, TETERHEl.
* ROEIE R EREFES AR (BERERD), ERETREAR)
* TESCETERER MetroCluster ECE R, HiAliEIHER (ISL) HAERHEIEEIET.

* 7ET = MetroCluster EEEH, BITIERRIILR PRI R AL T HA BEERBRES HF8 1M HAX, Fr
BN REBYUAERMEIETIET) o

RFUAES
DS HIER S HRITIEE R, ARBNRESHITILENF.

BEBIERE

BEH BRI R FREAESE, BUTBEMIERS, LIRESEMRASHIERS, HE UERBE) Rk
ML RMFIER BT ES. TERERREZR), BUIBEHIRERS.
KFUIAES
UTFREIERT RGN, FIEIUUEEYIRMNRSE. e PNREEE EMYEMIhEHE At
B BRILREPBARBRMILR ENFME, BASBREERMRMELL R _ EREHIZFIRIR,
R
1. IR E R B 5 :
MetroCluster IR{EER
controller A 1::> metrocluster operation show
Operation: switchover
State: successful
Start Time: 7/25/2014 20:01:48

End Time: 7/25/2014 20:02:14
Errors: -

2. EEITEENERFETUTHS, UERRSHIERS:

MetroCluster heal -phase aggregates
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controller A 1::> metrocluster heal -phase aggregates
[Job 130] Job succeeded: Heal Aggregates is successful.

MNREBEWT IR, ERILIER  -override-vetoes’ S EH &L MetroCluster heal @5, WIREALL
RS, WRSEEEEARLEEIRIENIRT R,

3. WIiHRFREETTA:

MetroCluster IB{ERR

controller A 1::> metrocluster operation show
Operation: heal-aggregates
State: successful
Start Time: 7/25/2014 18:45:55
End Time: 7/25/2014 18:45:56
Errors: -

4. WBERGIRE:

storage aggregate show oo

controller A 1::> storage aggregate show
Aggregate Size Available Used$% State #Vols Nodes RAID
Status

o°

aggr b2 227.1GB 227.1GB 0 online 0 mccl-a2 raid dp,

mirrored, normal...

o MNRBEXRMILR EEHFME, EAFEEMRERS.
REREREERRS
BEHLEREZE, BUIEERES, UENYIEHEEMITES.

Freazal
MetroCluster (£ 312V EIER S RN E BZNTE M.

]
1. PJIEREGERE

MetroCluster heal -phase root-aggregates
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mcclA::> metrocluster heal -phase root-aggregates
[Job 137] Job succeeded: Heal Root Aggregates is successful

MNREBEWT IR, ERILIER  -override-vetoes’ S EH &L MetroCluster heal @5, WIREALL
RS, WRSEEEEARLEEIRIENIRT R,
2. ZEMEELETUTHS, URREEIREETH:

MetroCluster IB{ERR

mcclA::> metrocluster operation show
Operation: heal-root-aggregates
State: successful
Start Time: 7/29/2014 20:54:41
End Time: 7/29/2014 20:54:42
Errors: -

WIEEHN R AR T EMIFIRES
MREHRABATIHRES, EAMER  -simulate’ ETTFULIEHRIENILE R
S
1. EEIRHEIL S ERE MERISER

BT AEXH:

DTS 5o

BT ST ISR

IZ1TER< . boot ontap

2. HRBEHMTNE. BIIRREREEH K.

1M



MR plex X EHFE:
a. HEHRELMHY plex:

storage aggregate plex delete -aggregate <aggregate name> -plex
<plex name>

b. BIEM IR REREFRURGERR:

storage aggregate mirror -aggregate <aggregate-name>

IR ML FRRARTES :
&M

storage aggregate plex online -aggregate <aggregate name> -plex <plex name>

BT MERAFLE
EHESE AR
3. IR
a. {EA—ERETHTSMRTGR, BRNEENRES:
set -privilege advanced
LRGSR EASENSRERHERERERERY (*>) N, CEBER v #T0L.
a. {58 " -simulate’ BEHRITIIERIE:
MetroCluster switchback -simulate
b. 3B EIFIE TR :
set -privilege admin
4. EEELWHIL,

R ERYIEHRFRS S .

IELE R
AR ER T AR EBIA T I -
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cluster4d::*> metrocluster switchback -simulate

(metrocluster switchback)
[Job 130] Setting up the nodes and cluster components for the switchback
operation...DBG:backup api.c:327:backup nso sb vetocheck : MetroCluster
Switch Back
[Job 130] Job succeeded: Switchback simulation is successful.

clusterd::*> metrocluster op show
(metrocluster operation show)
Operation: switchback-simulate
State: successful
Start Time: 5/15/2014 16:14:34
End Time: 5/15/2014 16:15:04

Errors: -

cluster4d::*> job show -name Me*

Owning
Job ID Name Vserver Node State
130 MetroCluster Switchback
cluster4
cluster4-01
Success
Description: MetroCluster Switchback Job - Simulation

WATHIE]

&8 MetroCluster FLE /G, ZRILIATT MetroCluster H][Bl1%{F. MetroCluster JIEIREXIGEEME R HIEE
ggjﬁi& KGRI sync-source Storage Virtual Machine (SVM ) STFSERRE, FH M AL iRt
FeaZ Al

© REEBENNE RINTHREIE R ITITRVEE.

* BB EIBMRRSHITEE.

* EREBITHERTRTRELT HA BEEERS (BFE8MHAXY, TR AEBmBEERIET) -
© R SIEHISSRRN AT L BE, MARLTF HA EEER.

* BIRGRIRES.

© ZHEFERE (I1SL) AT FEENIRZS,

HAE RS L REFIB MBI IIE,

~

°
-

p
1. BIANFE T R TFERBARE:
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2.

3. WIHMEERMEEENITHNEMBR LIF TR EEEMIITTHK:

4. MIETTIEERNEEPNEMTRIETU TSRS, MRITIE,

5.
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MetroCluster node show

UTFRAIERT T "enabled" RS T = :

cluster B::> metrocluster node show

DR

Mirroring Mode

DR Configuration
Group Cluster Node State
1 cluster A
node A 1 configured
node A 2 configured

cluster B
node B 1 configured
switchback recovery
node B 2 configured
switchback recovery
4 entries were displayed.

HIAFRE SVM EWMEFRETS BT :

MetroCluster SVM show

MetroCluster check 1if show

MetroCluster ][Ol

WEYEHR(FRIHE

MetroCluster show

enabled
enabled

enabled

enabled

LimH 2R "waiting for-switchback" B, HIEHEVEHIE#HITH:

cluster B::> metrocluster show

heal roots completed
heal roots completed

waiting for

waiting for

Cluster Entry Name State
Local: cluster B Configuration state configured
Mode switchover
AUSO Failure Domain -
Remote: cluster A Configuration state configured
Mode waiting-for-switchback

AUSO Failure Domain -



LG 2R "Normal" BY, $IEH&/EER

cluster B::> metrocluster show

Cluster Entry Name State
Local: cluster B Configuration state configured
Mode normal

AUSO Failure Domain -
Remote: cluster A Configuration state configured
Mode normal
AUSO Failure Domain -
MRTIEFER KB A BETER, BRI ATESRINPRES A UL T ap < RO B ETEHITRIRLRKES.
MetroCluster config-replication resync-status show
6. EFEII{EA SnapMirror 5 SnapVault BZ &,
7£ ONTAP 8.3 1, EFEETENIT MetroCluster YIEIRIEFEFEhEFHEILEKRD SnapMirror BEEE. 7
ONTAP 9.0 REERAESF, RASEHNEMRILLXR,
DNl | b= 85
HITYIRfG, EEEMIAFREE S Storage Virtual Machine (SVM ) B HIEIFH B,

TR
1. IR EHNEIER SRR EYIE:

sEFERGET

ELUUTFRAIF, 55 B2 A aggr b2 EIE:
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2.

3.

116

node B 1::> storage aggregate show

Aggregate Size Available Used$% State #Vols Nodes RAID
Status

aggr b2 227.1GB 227.1GB 0% online 0 node B 2 raid dp,
mirrored,

normal

node A 1::> aggr show

Aggregate Size Available Used$% State #Vols Nodes RAID
Status
aggr b2 = = - unknown - node A 1

MR R BEREERSARBEEESAEFT, WRASUEERTT storage aggregate show fp<
A ERA "unknown" RS, BB RABAZIFURPRRFGRGIHZE. HEZMIREXE "0\
EEEE R ML EEMBEMetroCluster FFRIAMKRBEEESEZE, "

UIEEST E SRR TS S BRSVME B FRERS(ERETRAEN sB™):

vserver show -subtype sync-destination

node B 1::> vserver show -subtype sync-destination

Admin Operational Root
Vserver Type Subtype State State Volume
Aggregate

cluster A-vsla-mc data sync-destination
running stopped vsla vol aggr b2

MetroCluster BELEHHY sync-destination RS REHBZFHRBIMMNGEE " -me’ ", UEBMRIREN .
WIERMER LIRS RSVMER EREIEEIE

vserver show -subtype sync-source
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node A 1::> vserver show -subtype sync-source

Admin Operational Root
Vserver Type Subtype State State Volume
Aggregate
vsla data sync-source
running running vsla vol aggr b2
4. HIAYIEHRERTY:
MetroCluster IREER
NRBLWEET ... BA ...
PIEHEIEIRS AT, YIRS ETER, &R LSRR S,
YI[El#2{Fak sswitchback-continuation-agent #4T MetroCluster operation show Ep¥tHAH
1REFE AR AT, BB SR,
FeRE
B MEEFEIES, UkEARITIIEL, MR site A B site B , iFiL site B it site_ A

/

EYIEIEMERRIRRIRE IR

ERLERT, YEGE, EagREREERE stal B, FRIBINRSEIEEM ONTAP HIBREEEFERNMIERE
2 ENRE, FRIBBE2EA nodeshell aggr status -r S ER, BARAEMEHE storage
aggregate show YRR, EAILRIEFRXLLIER, FHABET.

XFIAES
YNR7E MetroCluster EEEAFHHURTHREMEM TRE, MWalsezREKRIANRS, 0.

1. Ih s A DI EIIL = B
2. PIFREREMEGHIEEAM node B 1 EHENEI node B 2 LASSIR 1 & 17,

3. ISR LIRITR AR E.

LB, node_B_1 E2EBR—1HRIEBNERS, BMEEMZT RPRIFRSRRESHEENL. ERSERE
nodeshell aggr status -r MEHHEIHP, EFSERE storage aggregate show SnAYEIH A,

1. EEAR LA ap S5 ©
sEFEREGET

run local aggr status -r
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FRIBRVR S ERTE run local aggr status -r HiHA, ERE/RTE storage aggregate show
WEHP, Fla0, UTREAEER/SRTE run local aggr status -r HiHA:

Aggregate aggr05 (failed, raid dp, partial) (block checksums)
Plex /aggr05/plex0 (offline, failed, inactive)
RAID group /myaggr/plex0/rg0 (partial, block checksums)

RAID Disk Device HA SHELF BAY CHAN Pool Type RPM Used (MB/blks)
Phys (MB/blks)

dparity  FAILED N/A 82/ -
parity 0b.5 0b - - SA:A 0 VMDISK N/A 82/169472
88/182040

data FAILED N/A 82/ -
data FATLED N/A 82/ -
data FAILED N/A 82/ -
data FAILED N/A 82/ -
data FATLED N/A 82/ -
data FAILED N/A 82/ -

Raid group is missing 7 disks.

2. MBRFRIBRVERS
a. EE—TRIETTL, BERNBRNRES!:
set -privilege advanced
HEGIRTESASHNSRRAH ETSRRIETRRT (*>) B, EFEER v #1TM,
a. MERFRIBRIRE
aggregate remove-stale-record -aggregate aggregate name
b. 1R[EIFEIBPREKS!
set -privilege admin
3. WIAEMFRFRIBNESIZR:

run local aggr status -r
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