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clusterd::*> metrocluster switchover -simulate

[Job 126] Preparing the cluster for the switchover operation...

[Job 126] Job failed: Failed to prepare the cluster for the switchover
operation. Use the "metrocluster operation show" command to view detailed
error

information. Resolve the errors, then try the command again.

() ERAmaamHECN, DEDRIDERAR. SALEESREHERATOE. 1
RERBEXGEHMRNES, TUADETIRAMIERIIEE R,
EMELIRZ BIAIZBENX AutoSupport jHE

TERITINE TR Z /0, SR REEAR %1% AutoSupport JHE LUBR] NetApp AR ZHFIETE
BHTLIR, SR ATRES SEMEL MetroCluster #21EXIK, Mit& AutoSupport jH
Bo SHBASFFIETHITLHR, IPLEMIERE ERERERIE R FeIES=EM,

WHIREED MetroCluster b = _FHITIES.

P
1. BR7 Site A ERUEES

2. JARIETHEIF AR AutoSupport JHE . ssystem node AutoSupport invoke -node * -type
all -message MAINT=maintenance-window-in-hours

maintenance-window-in-hours $8EIFETERIVKE, &IKEIH 72 /MBS, WNRTELLET B Z RIS, 0]
LU [n] @R ap e IP R B AR ssystem node AutoSupport invoke -node * -type
all -message MAIN=end
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replication.create_data_protection_rels.enable iI& /9 on o

* FFIFI= MetroCluster B2E, INRiLRZ[B]HT ONTAP hRASAILES, MARFEHKERECIERFTRY
SnapMirror X %o

* XFITIs MetroCluster B2&, AZ1FiL5 2 [8)89 ONTAP hRZAFRILEL,
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MetroCluster switchover &5 < B]J]# MetroCluster B0 & HFfE DR AT 5. 5ld0, 7£/\ T 5 MetroCluster
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* MRTHRPITEENE, WEDBIRE, FBERSFER.
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* 3F ONTAP 9.4 ERhiZs:
© ENETIRE, REREFER,
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° NRAILUARIRIEEE, NWRERERFFEBRS.
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i. {58 MetroCluster check run , MetroCluster check show #1 MetroCluster check config-replication
show < AI{R&H EEEI TSR ENRE FHf. B REHEAR R R ERXEaGR S, XEas
LREFERIET.

i. FEFRFEEETNMA L, MY MetroCluster switchover

LR ERIRER L2 $h A BETT Ao

iii. WEITIRSERYIE . MetroCluster operation show
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cluster A::*> metrocluster operation show
Operation: Switchover
Start time: 10/4/2012 19:04:13
State: in-progress
End time: -
Errors:

cluster A::*> metrocluster operation show
Operation: Switchover
Start time: 10/4/2012 19:04:13
State: successful
End time: 10/4/2012 19:04:22

Errors: -

iv. EFTEII{EE SnapMirror B¢ SnapVault BE2E.

WIESVMER EEETER G EREA

;ﬁ?ﬁ%ﬁi):, ENVISUE DR EEN TR @S EBUSHERFIEN, UNKEX SVM B2EEEX

7 MetroCluster tJ#2/5351T storage aggregate plex show <8, EHREAR plex0 REFHE, HE
A failed o TEULEAIE], TIHEMIRATSEH. RE7E MetroCluster IEEM R Z 57 BEFE L MBYSERRIRZS

B
1. {#F8 storage aggregate show T ¥ ERESESE S,

FURAISR, BEETH., REE (aggr0_B2) LTFERFRT. HERS (b2_aggr2) LTFHEIESE
RS



cluster A::*> storage aggregate show

mccl-b Switched Over Aggregates:
Aggregate Size Available Used$% State #Vols Nodes RAID
Status

aggr0 b2 22°7.1GB 45.1GB 80% online 0 node A 1
raid dp,

mirror

degraded

b2 aggrl 2277.1GB 200.3GB 20% online 0 node A 1
raid dp,

mirrored

normal

2. A vserver show < HIA —Zk SVM EEH1.

EUERGIFR, ZRuhs AR TARIRIRZSH sync-destination SVM B#0E, FH Admin State 7 running

cluster A::*> vserver show

Admin Operational Root
Name Name
Vserver Type Subtype State State Volume
Aggregate Service Mapping
cluster B-vslb-mc data sync-destination running running
vslb vol aggr bl file file
/—
EEEE

{&E MetroCluster FC fe B E



{2 MetroCluster FC FeBH WIS
UitfE, BATIRSIEIRFRRITEER{E, 7 8E1ER MetroCluster ZHEE,

* B RITYIR, FEIERIEITHIS R FUE TR HEE.
* RO R BT RUATEHS SR IF R AR

HEEIES, TETeRHEll

© WML B FRITEGEA I ATIAR] (MERZEE B, EEBTAERIANE) .
* TENLFEED MetroCluster BECEHR, RXiEMlE)aEEE (I1SL) SMEBIHEIEEIET.
* 0752 MetroCluster BREH, ETEFENMATHTARELT HA BEZBRES (FFE&NHAN, Fr
ETS#MAB R BEEET) o
TR BIRR S RITEEIRE, ARBXNIRRBEHRITIIZE

EMETIREEESRERS

SEREAEIRFENIRE, BHEERIERS, EIRSERRATHRIERS, HERXEL
RIBFEBTITHES. ERERRESZA), BUMBERIERS,

IIEERTNIEREEMICHRIIEHIEIAMERE, EEIMRELBRBEIAMIL A ERNFEE, BRI EE
B ML s _E T HI 2R IEIR,
HIE

1. 3517 MetroCluster operation show &<, HFRUIRETM.

controller A 1::> metrocluster operation show
Operation: switchover
State: successful
Start Time: 7/25/2014 20:01:48
End Time: 7/25/2014 20:02:14

Errors: -

2. EIE1TIEEMEEIETT MetroCluster heal -phase aggregates #8<, UEHRESEIEES,

controller A 1::> metrocluster heal -phase aggregates
[Job 130] Job succeeded: Heal Aggregates is successful.

WMREBEWS R, E0ILUER -override-vetoes B EHT & H MetroCluster heal 55, INRFEALLAESER
, MARSBEEZTAEIEEERIENIRE R,

3. i&1T MetroCluster operation show 85% LR IHZIER T E Mo



controller A 1::> metrocluster operation show
Operation: heal-aggregates
State: successful
Start Time: 7/25/2014 18:45:55
End Time: 7/25/2014 18:45:56
Errors: -

4. 1&1T storage aggregate show < LI ER SRS,

controller A 1::> storage aggregate show

Aggregate Size Available Used$% State #Vols Nodes RAID
Status
aggr_ b2 227.1GB 227 .1GB % online 0 mccl-az2

raid dp, mirrored, normal...

o MRBHEXRMILR EEHFME, ErAIFEEMRERS.
ENEIREEERES
BEHERGZE, BRNEERRE, LUEATIRIRIFRLTES,.

MetroCluster & &2 idT2HIEIER &M BRI E R IhFE Ko

g
1. 3&1T MetroCluster heal -phase root-aggregates &5 LUYIEIEERE S,

cluster A::> metrocluster heal -phase root-aggregates
[Job 137] Job succeeded: Heal Root Aggregates is successful

MRBEWT IR, ERILIER -override-vetoes 2 E#1 A& H MetroCluster heal i85, INR{FEALL RIS

» MRS ESERMEILES RIS IR,

2. FiB1TIEERIEEEY _LiB1T MetroCluster operation show &<, LUMIAMEEIRIEE TR :

cluster A::> metrocluster operation show
Operation: heal-root-aggregates
State: successful
Start Time: 7/29/2014 20:54:41
End Time: 7/29/2014 20:54:42
Errors: -



S. EEBEITEBNMR ERHUTHS, REHBIRE F R SHNERBERERE . disk show -broken
4. BEhHBEh R = EREMEHISFER,
MR RSB LOADER 32/~ %F, 1HIE1T boot_ontap @<
5. BahfisfE, RIIRREREEH K.
IR NMETEIE, WIEXLEMRFESE, RAREFTERRL, MR—MAEIKE, WHAHRZ

M, HBENFER storage aggregate mirror -aggregateaggregate-name < EHFOIRER, UEHETLE
BXHo

&2 MetroCluster IP EEEHHIECE ( ONTAP 9.4 N FE R A7)
B8RS, UEAYILHREMITFES.

()  #E(7 ONTAP 9.5 # MetroCluster IP R&i.E, REFHITES, EFUPETREAES

EHRITREIRETBZAT, BIRELTHRAE:

* MAMBEHRITHI, FHEIEBIEITHE R4 E TR R,

© RS FNEFREENAB R, ERIEITEAAR,

* ISL A MBEBEIFHIEEIETT.

* EBEBTHNSPRT S REELT HABFEEBIRS (M1 Ra4I3IeBs B ERIETT) .

IEESRBRIZTT ONTAP 9.5 Z HihRZ4sHYiE A% 5 MetroCluster IP BEE,
RSB 51EATF MetroCluster FC FEB MR SIREL BAREL,

g
1 TABEYRIE R ERNE MEGISR IR EIR, FEET2E,

MRALKETR LOADER 1R FF, 1EIETT boot ontap 5%

2. ITIRBEBEMEL: MetroCluster heal root-aggregates

cluster A::> metrocluster heal root-aggregates
[Job 137] Job succeeded: Heal Root-Aggregates is successful

MREBEWST R, ERILUER -override-vetoes S EH& tH MetroCluster heal root-aggregates &<, #l
RERLALESE, WRASKKEBEZEAMELLEEIRIENIRE R,

3. EMEPESE: MetroCluster heal aggregates

cluster A::> metrocluster heal aggregates
[Job 137] Job succeeded: Heal Aggregates is successful



MREBEWT R, ErILUEA -override-vetoes B EH & H MetroCluster heal 5<%, MR EALLAESEK
, MARSEBEEEAELIEEIRENIRT R,

4. IEE1TIEEREERE 51T MetroCluster operation show 5%, LIFIAEEIR1EE M :

cluster A::> metrocluster operation show
Operation: heal-aggregates
State: successful
Start Time: 7/29/2017 20:54:41
End Time: 7/29/2017 20:54:42
Errors: -

WITHIE]

{82 MetroCluster BEE S, ERILIIT MetroCluster HI[E12{E, MetroCluster YJ[EliR{ES
BREMEINEHEREITRE, KX¥LLS_ER sync-source Storage Virtual Machine  (
SVM ) RFEIRES, HMAEER IR HEIE,

© RIEEFVMERRINTIREIE BIETHERE

* BB EIEMRREHITEE.

* ERBITHERT R FEEAT HABREERRKS (T8N HAX, FBETREHNME B BEIEEIET) o

© REIESIEFISRRM AT 2B, MARLT HA EZEIR.

* BIAREBIRR S,

RN EFEEE (ISL) SAAEFEANRE.
¢ MATERG L REFRB M EIIFAIIE,

a. WIANFFET R TFEBAIRE: MetroCluster node show

UTFRAIERTRTFEBARSHTR:

10



cluster B::> metrocluster node show

DR Configuration DR
Group Cluster Node State Mirroring Mode
1 cluster A

node A 1 configured enabled heal roots
completed

node A 2 configured enabled heal roots
completed

cluster B
node B 1 configured enabled waiting for
switchback recovery
node B 2 configured enabled waiting for
switchback recovery
4 entries were displayed.

b. #IAFFE SVM EMEFHRIFIIETM: MetroCluster SVM show
C. ISIHEEIRERITHEMBD LIF B 2EE RN : MetroCluster check 1if show
d. HITIEIMTIBIUEIERARET EHER/ME . MetroCluster switchback -simulate

e KWEARE:
MetroCluster check run

e ENEERILIzTT, AJRETAILRITEAL.

cluster A::> metrocluster check run

The operation has been started and is running in the background. Wait

for

it to complete and run "metrocluster check show" to view the results.

To

check the status of the running metrocluster check operation, use the

command,

"metrocluster operation history show -job-id 2245"

11



cluster A::> metrocluster check show
Last Checked On: 9/13/2018 20:41:37

Component Result
nodes ok
lifs ok
config-replication ok
aggregates ok
clusters ok
connections ok

6 entries were displayed.

f. MBTTIEEERB TP HEMET =i51T MetroCluster switchback 8% 1 {THI[E: MetroCluster
switchback’

9. KEYIOHR(EHE: MetroCluster show

Lkt £ R Waiting for-switchback BY, HIEHE(EHE#HITH:

cluster B::> metrocluster show

Cluster Entry Name State
Local: cluster B Configuration state configured
Mode switchover

AUSO Failure Domain -

Remote: cluster A Configuration state configured
Mode waiting-for-switchback
AUSO Failure Domain -

St ERIER, YIEHE{FE:

cluster B::> metrocluster show

Cluster Entry Name State
Local: cluster B Configuration state configured
Mode normal

AUSO Failure Domain -

Remote: cluster A Configuration state configured
Mode normal
AUSO Failure Domain -

+ INRYIEFE gﬁﬁﬁlﬂﬁ’ﬁg;ﬂc , BEAJLUER MetroCluster config-replication resync-
status show SN EIEEHITHELIKS, s TFSRIELRS.



a. EFEI{E SnapMirror B¢ SnapVault BELE.
7 ONTAP 8.3 #1, BEEEHIT MetroCluster YI[EliR{EFFehEFHIEIL FELA SnapMirror B2E, 1
ONTAP 9.0 XESHRAEF, RAESHMEREIILXR,
DN 32| =8|

i}ttﬁtﬂlﬁl}ﬁ , WEEMIAFRBEERAH Storage Virtual Machine (SVM ) 2 d)EIHEE
Tlo

1. IR ERNHIER SR E EYIE!:
sEFHEREET

ELUTFRAIF, 55 B2 £ aggr b2 BEIE:

node B 1::> storage aggregate show

Aggregate Size Available Used$% State #Vols Nodes RAID
Status

aggr b2 227.1GB 227.1GB % online 0 node B 2 raid dp,
mirrored,

normal

2. WIEE{TIEBNEE FWFBRY BIRSVMES A FRIERS(ETREITRER sE™):

vserver show -subtype sync-destination

node B 1::> vserver show -subtype sync-destination

Admin Operational Root
Vserver Type Subtype State State Volume
Aggregate

cluster A-vsla-mc data sync-destination
running stopped vsla vol aggr b2

MetroCluster L&Y sync-destination BREXEHBZ IR BEMMNGEE " -me™ ", UEBIIRREN .

3. WIFRXMEER AP IRSVMES ERm B EREIT:

13



vserver show -subtype sync-source

node A 1::> vserver show -subtype sync-source

Admin Operational Root
Vserver Type Subtype State State Volume
Aggregate
vsla data sync-source

running running vsla vol aggr b2

4. {FH MetroCluster operation show BB<HEIAYIEHRIER I,

MRGBLHEETR ... A ...
TIEHRIERES SR, YIRS EE5ER, SR UBEIRER S,
YIElE(EsIE] - 44 - RIBIRIESEB D AT 1T MetroCluster operation show ARl

PRINAIEERE.

T MEERIEE S, UREHRITYIE, MR site_A Bk site_B , 1H1L site_B i site_A

BTk, BEMYIBINGS
1A LIEF4IERY ONTAP 85 31T MetroCluster KM E 1T 52,

MREE ... fERALLHR< ...
WIFREB LTI, MASRE MetroCluster switchover -simulate + atthe advanced privilege
MERTE IR, level

BIFR B L ITYIEIMAHIEE MetroCluster switchback -simulate + atthe advanced privilege
REE R, level

THREE T S (ETR) MetroCluster switchover

PIREIEE N T R GREITIR) MetroCluster switchover -forced-on-disaster true
HITHIERS1BE, MetroCluster heal -phase aggregates

HITIRE SRS, MetroCluster heal -phase root-aggregates

14



PIEEIET R, MetroCluster HJ[E]

R RS EESINITIRM I ((XPEMetroCluster IPAZE)
&0] LU RS M —1MetroCluster IPIE R R EI S — M. BRI TP SM R) @R 7R

f—

=o

(D) SAMetroCluster IPEREA S HHRAILIEITHE,

RN el A
EUTAMERT, AERREDR:
* RIS -

IR RS EIEREA System Manager B, @I iRIALIR, ASHERNRSEIE R A UTHIEHINR
, UEIRREENMIERSAAMERNIE, AL, TEEHUENRAREIER LTI ER NI THIR,

* * ITRUSMIIR

EFREBFRT. ZMetroClusterSEBE X SRR 2 BIRVEE X HY. ONTAPZ BB, LUE(LEETT
RSB N IE B X ARV SRR RV EIE AN IBER 55,

EEMBERT. MRONTAPEEMERF—MEEHIVRES. NEETFNERNRAEESIBEITIR. L
1= 5 — it R B EHE A IEER S

I FERIZEB IR ED I, #EMA switchback HIZEHIEIRS THAER B F 8%,
EHITRIIRA RS FEEURA FEIONTAPRR 2 :

* 7TEONTAP 9.65(9.7H{EFHSystem Manageri#{ Tt F1][a]

* TEONTAP 9.8Z% & S hiv4s {8 F§ System Manageri# {7017l
7EONTAP 9.639.7-h{FFSystem Manageri#{ T F17][E]

g
1. ZREIONTAP 9.6879.7HAJSystem Manager.
2 Bk (REIZHRRA) *,
3. B * BiE > MetroCluster * ,

System Manager IIEE T A LUH T TR,

4. iBgETRE, HITUTFIRZ—!

a. JNRIIIERM, Bibm B BEE, MFRREEHER. B0, FRAEAEFZED, E NVRAM FEA
BEXRED

15



I BESBERREER, BE* XH Y, ARESRE 2 PEHRASA,
i. HFIRBTR, BE*Close*, ABRHITRHLE "HITITRIIMIH,

b. INRIGIEKN. HEMEFBEXA. WREJAEHILERERR, WIELRBEREXHA, ARRITHNS
BT RIIMIHR",

o. Bl * MR B YR EIIE = A* LUBEIIHE A2,
6. B * THREIFRAR * o

7ZONTAP 9.85( 5 S hva~+{F FH System Manageri#{THJiA01 ][]

HATIHRIRLII%(ONTAP 9.8 E Sk AN)

TE
1. 7Z£ONTAP 9.8 E =4 & R ESystem Manager,
2. %R 5B * o £ * MetroCluster £ * IHH, MNERETRE—MEE,
3. TEARMEEBWANFIR)R, B 1, AEEFEETELUBIRSTHREIZA L=,

WIETHRIERIGE. RO MR R E MBI AiE =, ANHuE RS AR N ER I TEIER S 1E R,

E%%%ﬁi%ﬁ%ﬁb, BEFEAFRATENRS, FEEHRAIVIBHIERER, WE, ETATIHIRNLE

() EnEuEzs, FUERERERHTIIERS

HATITXISMTHE(ONTAP 9.854 EmARA)

ONTAP RIgE= BEhERmhiTRIIMIR, NR ONTAP TEHE=RRHEYIE, NHTEIEITH MetroCluster U= HY
Ao EESREI U TS REITIR:

T
1. fZEONTAP 9.8 E = hRAH & R EISystem Manager.
2. FEFEEER

7£* MetroCluster *8f 3, MMERHZBNERETE X" XBRKRELECNEER. HEEENE
BEEXH,

3. AR (MEMFAIR)R, BE 1, AEERRTEHIERSTIREIAIE R,
NRTPIRRMH IR, FREHEIRE RPN EEFAE R " FHEH BT IIMTIR,
FAEIHIERE. T MIZIZi8 R E B Athih = Ak R S AR MR HRITHIERSS1E K.
WITAEE R, AR REEEENRBK.

()  oREBEHE. ERTIEZE. TREREREHRIERS.
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HATHIEI(ONTAP 9.85(E S iR 7)

ez Al
NFTARER AR RgrEREMXE. NENAENEEREEEIT. HEFFIE,

-
1. EAHEERE E. B REIONTAP 9.85 F = irds+AISystem Manager.
2. FFEERIR

£ * MetroCluster &8 * &9 H, ER TR MER
3. AR (UIAEMPIR) R, BE i, AREEUREHTHEIR,
Bt. &_heed-heAlLed LIEIFSIER S EER MR Z BRI MR K,
4. MRBETME, 2 1, SAEEE Initiate switchback*s
YiEIsERE, MPEEIRTEINRSHABIEBEREMIRS. i EREERZEIRGNRD HUE.

1% MetroCluster Bt &

&0 LUEHE ONTAP MetroCluster a3 #1 Active 1Q Unified Manager (LARIFRA
OnCommand Unified Manager ) SiE&MERHEA AT TR LU MetroCluster 3R
K&

IE7E¥Z MetroCluster &

&OI LI E MetroCluster ELEFHIAHFIXARTIEER. &L T‘?JJ?‘*EE%F AKXt MetroCluster BR& i#1T
FREREHRITRE, BENEDE GHIW) tﬂ?ﬁ‘itﬂﬁlﬁﬂf’EZHu?ﬂﬁ QS

X FIES

WREFE— %ﬁ:ﬁﬁ]ﬁi&ﬁﬂﬁﬁ%ﬁtﬁﬁﬁﬂmﬂitﬂ MetroCluster check run B3SFR, NIBJREASE AR
) HE &S T FIWERRB#UE, 54 MetroCluster check show B A BRTHAME L.

T

1. KERE:

MetroCluster check run

e ENEaFkiaTT, AIRETAILRITEAL.
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cluster A::> metrocluster check run

The operation has been started and is running in the background. Wait
for

it to complete and run "metrocluster check show" to view the results. To
check the status of the running metrocluster check operation, use the

command,
"metrocluster operation history show -job-id 2245"
2. R REIFA) MetroCluster check run B HIEIEAMLE
MetroCluster check aggregate show
MetroCluster check cluster show
MetroCluster check config-replication show
MetroCluster check 1lif show
MetroCluster check node show
MetroCluster check show M¥ R EREHH MetroCluster check run AR, EEH

MetroCluster check show B ZHI, NWIBKRIEIT MetroCluster check run 88%, UWERTHE
BARMEER.

UTFRHIERTIBITIEERET = MetroCluster ECEBY MetroCluster check aggregate show A<

il

cluster A::> metrocluster check aggregate show

Last Checked On: 8/5/2014 00:42:58

Node Aggregate Check
Result
controller A 1 controller A 1 aggr0

mirroring-status
ok

disk-pool-allocation
ok

ownership-state
ok

controller A 1 aggrl

mirroring-status

ok

disk-pool-allocation

18



ok

ok
controller A 1 aggr2

ok

ok

ok

controller A 2 controller A 2 aggr0

ok

ok

ok
controller A 2 aggrl

ok

ok

ok
controller A 2 aggr2

ok
ok
ok

18 entries were displayed.

UTREERTIEITIEENET = MetroCluster BEE& R MetroCluster check cluster show ARl

o ERTEHDESHFELERAITHELIL,

ownership-state

mirroring-status

disk-pool-allocation

ownership-state

mirroring-status

disk-pool-allocation

ownership-state

mirroring-status

disk-pool-allocation

ownership-state

mirroring-status

disk-pool-allocation

ownership-state

oy
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Last Checked On: 9/13/2017 20:47:04

Cluster Check Result
mccint-fas9000-0102
negotiated-switchover-ready not-applicable
switchback-ready not-applicable
job-schedules ok
licenses ok
periodic-check-enabled ok
mccint-fas9000-0304
negotiated-switchover-ready not-applicable
switchback-ready not-applicable
job-schedules ok
licenses ok
periodic-check-enabled ok

10 entries were displayed.

BFKEMISIE MetroCluster BB RIS

A LUERYETER ONTAP #p$ 3K 1515 MetroCluster BREF#EZ MetroCluster 3&1E.

BT E MetroCluster 125 <

MREE
3t MetroCluster I 2EHRITIE,

©OED AR e L BIERITREMRE ATIR(ER S
JOIERIME—BR <o

BE LXHEE MetroCluster 12{ERIE R,

BERULRERESHNENER,

EETREENRENER,

EENRGEENNESER

&EE& MetroCluster BeE Y LIF BEBE,

20

eItk

MetroCluster check run

MetroCluster show

MetroCluster check config-replication
show MetroCluster check config-
replication show-aggregate-eligibility

MetroCluster check node show

MetroCluster check aggregate show

MetroCluster check 1if show



FU51= MetroCluster BiERIs <

NREE .. fERLba< ...

FRERT MetroCluster TH = HA #1 DR $818IRS MetroCluster HiEHEEZRET
L\/{&'f%_l%\o

Fi453= MetroCluster SVM B9 <

MREE ERLLHS ...
&Z& MetroCluster B0 & ML S HBIFTE SVM . MetroCluster SVM show

{£F3 MetroCluster Tiebreaker = ONTAP jAf#Z2s \SiThic &

1520 "ONTAP Ef#255 MetroCluster Tiebreaker Z[8]AIX 5" T #2X FFH 14515 MetroCluster BRE MBI BE B
YIRS 7554 Z 18RI X 5o

ER LT EEEREMEIE Tiebreaker oiiAfZ2S:
ZRMEIE MetroCluster Tiebreaker Fif4:
s WERLLE ONTAP JAfi#s"
NetApp MetroCluster Tiebreaker ZX {4401l M &

Tiebreaker ZHIUTF Linux EH L. RESEEME=NERBRIERNEENEERRSH, 7 EE Tiebreaker
Mo XIFRLUMESE RSN ECH T R X7 ik mal R K BTy ISL RS ik m i,

7E Linux A E% 4 Tiebreaker /G, ERILATE MetroCluster BB P ECE B LUGIE KB o
Tiebreaker B4 401l M ik £ (8] & H 4 P&
WNER L= 2 BAIFR A EEERESL, MetroCluster Tiebreaker IS M & & HZR,
L8 ERIR YIS T
RIBECEBARE, MetroCluster B &ERIFRMNEEEF 2 B8] =M B HI ML ERR
* *FC ML (IFFceti%E &R MetroCluster BREH) *
LMK N TR FC IRV IMEBEAR . SN BEWE TN FC 3, FNIEAMLE
EME—IR ‘?@Fﬂ’ﬁ PNEEHTF, SNEBETERD FC i, B KIRNMELEE—1. FIET =S

gﬁ/\zmﬁ REAIEILT FC (NV EEM FCP BohiErs) &, HEET ISL MEEERIZISE

© * BB AN H ML

LB RPN EEBF Z BIVTTR IP PILRERIZEARY. SRBF X EMLZ AR AE35RE Storage Virtual Machine  (
SVM ) ECEFFERNERE, — & LE SVM MR EHSHRMERFHITRSR.
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