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clusterd::*> metrocluster switchover -simulate

[Job 126] Preparing the cluster for the switchover operation...
[Job 126] Job failed: Failed to prepare the cluster for the switchover
operation. Use the "metrocluster operation show" command to view detailed

error
information. Resolve the errors, then try the command again.
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2. JFRETEIF AR AutoSupport JHE. . ssystem node AutoSupport invoke -node * -type
all -message MAINT=maintenance-window-in-hours

maintenance-window-in-hours F&EFEITEENKE, REKAIA 72 /N, WMRELEYEZBIFTEHRAER, &0
PUEE [a)@E iR fr e IFEAE 455 . ssystem node AutoSupport invoke -node * -type
all -message MAIN=end
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* TEBUEFRY SnapMirror xR Z &1, #TE MetroCluster BEE PRI ik = _E 3§50
replication.create_data_protection_rels.enable iI&& /9 on
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SnapMirror X%,
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MetroCluster switchover @5 A]J# MetroCluster ECERFFE DR AT =, BI40, 7£/\T3 = MetroCluster
BREH, ESUIEMD DR AHIT R,

EERMRITHEUIEEN, EREFNE—EHNEE, BARERITEMIZER TR
3tF MetroCluster FC B2E&

* MNRAILUHRLEEEME, MRERERFFESRS.
* MRTHpPITEENE, WEDBIRE, FBEREFER.
* MRFTEFRLEERME, NUTFRELRORFEEGREFATA X SEUTHIZEPER.

31F MetroCluster IP BRE& :

@ T:E#L@:QE?FTEQZHU, WNR{EF Tiebreaker I EfEZS K AIER 51T MetroCIuster FCE, MwAZbif
PRESIZ, "TERITHIPES 2R, 1EMIER ONTAP JEA#Z235K Tiebreaker {515
* XJF ONTAP 9.4 e ERhRA:
c EEYIRE, RERERER.
* XJF ONTAP 9.5 REShRA:
° PNRETLIARIZIEFE, WRERSBFREFEDKS.
© MRFTEFNREIEFE, WENESTRE, BERSRKER.
* XtF ONTAP 9.8 MEEhRA:
° MNMRFTEZNIFTIZFME, WA FREERHRREREFATH, XAz SEIEH S F.
i. {58 MetroCluster check run , MetroCluster check show #1 MetroCluster check config-replication
show B LA HRIZAE IEEHITHINFERVECE Eff, @I R p R = ERX LS, X
LRRFEREIT.
i. FERIFEBEITHMS L, KR MetroCluster switchover
HIRFRIRE R E LD #9 A BETT Ao

iii. WEITRSERYIE . MetroCluster operation show
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cluster A:

Operation:
Start time:
State:

End time:
Errors:

cluster A:

Operation:
Start time:
State:

End time:

Errors:

:*> metrocluster operation show

Switchover
10/4/2012 19:04:13
in-progress

:*> metrocluster operation show

Switchover
10/4/2012 19:04:13
successful
10/4/2012 19:04:22

iv. EFTEII{EE SnapMirror B¢ SnapVault BE2E.

JWIFSVMES [EfEB1TEHR G ETE
HRSERRIE, (ERZIIE DR BIX T SR T EAVSHANFIER, URER SVM 2T EK

Mo

7 MetroCluster tJi/5351T storage aggregate plex show S<E, IREHRERER plex0 REFRHE, HE
T/ failed » TELLHAE], UHREMIRASEH. RBETE MetroCluster 1BE M E& 2 [57 BEFARE L MBI SEFRRTS.

p

1. £/ storage aggregate show S BERAR T B,

AR, REETH, REE (aggr0_B2) LTFERFKT. HERSE (b2 _aggr2) LFHRKEE

Iikll_a\ .



cluster A::*> storage aggregate show

mccl-b Switched Over Aggregates:
Aggregate Size Available Used$% State #Vols Nodes RAID
Status

aggr0 b2 22°7.1GB 45.1GB 80% online 0 node A 1
raid dp,

mirror

degraded

b2 aggrl 2277.1GB 200.3GB 20% online 0 node A 1
raid dp,

mirrored

normal

2. A vserver show < HIA —Zk SVM EEH1.

EUERGIFR, ZRuhs AR TARIRIRZSH sync-destination SVM B#0E, FH Admin State 7 running

cluster A::*> vserver show

Admin Operational Root
Name Name
Vserver Type Subtype State State Volume
Aggregate Service Mapping
cluster B-vslb-mc data sync-destination running running

vslb vol aggr bl file file

EEikcE
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f&& MetroCluster FC ELEPHIALE
UifE, BHIIRSEIRFERITIEEBIE, 78RR MetroCluster ThaE,
HMBHATII, FHEBIEEIEITHIE R TR 43R,
© RfELE R _EBIT R (S SRR RS
TEEEIREF, TaT2BHEN
© RIS FREESAEIAR (MEZRERE, ERIEITERIAR) .

* TESCETERER MetroCluster ECE R, il (ISL) HAERHEIEEIET.

* ET = MetroCluster EEEH, BITIERRIILR PN R TR T HA BEEBRES HF8 1 HAX, Fr
BN REBYUAEREIETIET) o

WIS HIER S HRITIEE R, ARBMNRESHITILENF.

EMEIRGEEHIERE

SEREAEIPENRE, BONEEHIERS, EIRSENRTHRIERS, HEXRMER
AT IERBITHES. AERERBSZR, BOMBEMIERS.

IR PHFMEEE EMYE RN EHZIAMER, EHEIREPBERBHIEER ERFME, BEFABT6E
BEhR ML = R HI 2R R IR

TE
1. iB1T MetroCluster operation show 4%, HRYIRETRH.

controller A 1::> metrocluster operation show
Operation: switchover
State: successful
Start Time: 7/25/2014 20:01:48
End Time: 7/25/2014 20:02:14
Errors: -

2. EIE{TIEREERRIETT MetroCluster heal -phase aggregates 8%, UEHEISHIEES,

controller A 1::> metrocluster heal -phase aggregates
[Job 130] Job succeeded: Heal Aggregates is successful.

MREBEWE IR, ERJLIFER -override-vetoes ¥ &E & H MetroCluster heal 7<%, SR EALLATIESEL
, WRSKEESZFEMMELIEEBERENIRE R,

3. i&1T MetroCluster operation show f3< AR IER T E 5T



controller A 1::> metrocluster operation show
Operation: heal-aggregates
State: successful
Start Time: 7/25/2014 18:45:55
End Time: 7/25/2014 18:45:56
Errors: -

4. iB1T storage aggregate show < LUK ER SRS,

controller A 1::> storage aggregate show

Aggregate Size Available Used$% State #Vols Nodes RAID
Status
aggr_ b2 227.1GB 227 .1GB % online 0 mccl-az2

raid dp, mirrored, normal...

5. MIREAERM IS LB, ETEBEENRERS.
ENETIREEERES
BEHREREGZE, BUNBRERRES, UEATIEIRIHRTES,
MetroCluster {£ &3 RV ER &I ER VT ERIHTER,

SR

1. =17 MetroCluster heal -phase root-aggregates &5 < LUYIEIBERE S,

cluster A::> metrocluster heal -phase root-aggregates
[Job 137] Job succeeded: Heal Root Aggregates is successful

MNRBEWE IR, ERILIER -override-vetoes ¥ E# A& H MetroCluster heal 85, SNR{FEA LRI IESER
, MRARSKEESZEMELILBEIRIERIE R,

2. fFIE1TIEERIERE _FIETT MetroCluster operation show #<, UMIMEEIRIEE MK :



cluster A::> metrocluster operation show
Operation: heal-root-aggregates
State: successful
Start Time: 7/29/2014 20:54:41
End Time: 7/29/2014 20:54:42
Errors: -

3. EIBTEEN =R EABUTES, WEHNRE T AMIL S ERHER A . disk show -broken

4. BohZ BRI S _ERENMTHIZER,
NRFZLET LOADER 2%, IHIETT boot_ontap #3%5

S BT RE, RIMEREREEE K.
MRAENMEIFE, WERLEMKREDEN, RASKEDHITEFHRED . NR—PMNHIMHEE, AR HERZ
M, HBENFER storage aggregate mirror -aggregateaggregate-name S EF AR ER, UEHETLE
LS

{&E MetroCluster IP FLEFHIECE ( ONTAP 9.4 N ERhiA)

B EERE, UEAYICHRHRLTES.

\

() (7 ONTAP 9.5 # MetroCluster IP R4iL, REHITES, EAIUBGTXEAES,

ERITERERELTBEZE, DIUHELTES:

s MIBEHRITUIR, FHIEEEITRYIL S A IE TERH IR

* KM= FREFE#IENIE R, ERETRRIARL

* ISL AR B BEHIE Ei51T.

s [ERETHIE ST S REERF HA MBERERBRES (@1 2439 B BIEEIETT) -
IEESRNPRIZTT ONTAP 9.5 Z HihRASHYiE 173 MetroCluster IP EEE,

Itie{EH B 53EFTF MetroCluster FC BB B SR 1EL BRE,

p
1 TAEYRIL R ERES MEGISRRIRNEIR, FEET2EM,

NRFZLET LOADER 2R %F, IHIETT boot ontap &%

2. ITIRBEBEMEL: MetroCluster heal root-aggregates

cluster A::> metrocluster heal root-aggregates
[Job 137] Job succeeded: Heal Root-Aggregates is successful



WMREBEWS R, EnILUERA -override-vetoes B EH & H MetroCluster heal root-aggregates 7%, 4l
REAL RS, WRASRKESEAMELEEBERIENTE R,

3. EMRERIPES: MetroCluster heal aggregates

cluster A::> metrocluster heal aggregates
[Job 137] Job succeeded: Heal Aggregates is successful

MRBEWT R, EEILUIFERA -override-vetoes B3 EHT A H MetroCluster heal 85, IR EAILAIIESEK
, MARSEEETAEIEEERIENIRE R,

4. BT IEEREEE 51T MetroCluster operation show 855, LUHIAEEIREE MK

cluster A::> metrocluster operation show
Operation: heal-aggregates
State: successful
Start Time: 7/29/2017 20:54:41
End Time: 7/29/2017 20:54:42
Errors: -

W7

82 MetroCluster BREfS, EARILIIT MetroCluster t[Elig{E, MetroCluster YIEIZ{ES
BEEEMEREERBITIRES, KM= B sync-source Storage Virtual Machine  (
SVM) RFEIRES, HMAEER IR HEIE,
© RMEEBFMME R IHTIREIE BiT1TRIEE
KB BIETIRRSHITIRE.,
* ERBITHERT R FEEAT HABREERRKES (T8N HAX, BTSN ME B BEIETEET) o
© REIESIEFISSRRM AR 2B, MARLT HA EZEIRT.
MR EBIRRES,
© ZENEEERE (ISL) U FEAIIKRE.
WIE RS L LR EPRB N EIF I,

a. BIANFFET S TFEBAIRE: MetroCluster node show

UTFRAIERTRTFEBARSHTR:
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cluster B::> metrocluster node show

DR Configuration DR
Group Cluster Node State Mirroring Mode
1 cluster A

node A 1 configured enabled heal roots
completed

node A 2 configured enabled heal roots
completed

cluster B
node B 1 configured enabled waiting for
switchback recovery
node B 2 configured enabled waiting for
switchback recovery
4 entries were displayed.

b. #IAFFE SVM EMEFHRIFIIETM: MetroCluster SVM show
C. ISIHEEIRERITHEMBD LIF B 2EE RN : MetroCluster check 1if show
d. HITIEIMTIBIUEIERARET EHER/ME . MetroCluster switchback -simulate

e KWEARE:
MetroCluster check run

e ENEERILIzTT, AJRETAILRITEAL.

cluster A::> metrocluster check run

The operation has been started and is running in the background. Wait

for

it to complete and run "metrocluster check show" to view the results.

To

check the status of the running metrocluster check operation, use the

command,

"metrocluster operation history show -job-id 2245"

11



cluster A::> metrocluster check show
Last Checked On: 9/13/2018 20:41:37

Component Result
nodes ok
lifs ok
config-replication ok
aggregates ok
clusters ok
connections ok

6 entries were displayed.

f. MBTTIEEERB TP HEMET =i51T MetroCluster switchback 8% 1 {THI[E: MetroCluster
switchback’

9. KEYIOHR(EHE: MetroCluster show

Lkt £ R Waiting for-switchback BY, HIEHE(EHE#HITH:

cluster B::> metrocluster show

Cluster Entry Name State
Local: cluster B Configuration state configured
Mode switchover

AUSO Failure Domain -

Remote: cluster A Configuration state configured
Mode waiting-for-switchback
AUSO Failure Domain -

St ERIER, YIEHE{FE:

cluster B::> metrocluster show

Cluster Entry Name State
Local: cluster B Configuration state configured
Mode normal

AUSO Failure Domain -

Remote: cluster A Configuration state configured
Mode normal
AUSO Failure Domain -

+ INRYIEFE gﬁﬁﬁlﬂﬁ’ﬁg;ﬂc , BEAJLUER MetroCluster config-replication resync-
status show SN EIEEHITHELIKS, s TFSRIELRS.



a. EFEI{E SnapMirror B¢ SnapVault BELE.

7 ONTAP 8.3 #1, BEEEHIT MetroCluster YI[EliR{EFFehEFHIEIL FELA SnapMirror B2E, 1
ONTAP 9.0 XEEHAEF, RAESEMEFHREILLLXR,

EoNiad)] Clp=r:y %%

iﬂﬁt}]lﬁl)ﬁ, EEBMIAFFBEE S Storage Virtual Machine (SVM ) HBEYIEIFHEX
Tlo

1. IR ERNSER SR EEYIE:
sHEERESETR
ELUUTFRAIG, F55: B2 A aggr b2 EIE:

node B 1::> storage aggregate show

Aggregate Size Available Used$% State #Vols Nodes RAID
Status

aggr b2 227.1GB 227.1GB % online 0 node B 2 raid dp,
mirrored,

normal

2. WIBE1TIEBNER LB RL BAiSVMES A FRIERB(EREBETRE R sBE™):

vserver show -subtype sync-destination

node B 1::> vserver show -subtype sync-destination

Admin Operational Root
Vserver Type Subtype State State Volume
Aggregate

cluster A-vsla-mc data sync-destination
running stopped vsla vol aggr b2

MetroCluster BL& A HY sync-destination REREHBZ R BEIMMNGEE " -me ", UEBIRREN .
3. WIFKMER RSP RESVME S BRI BIETEBTT:
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vserver show -subtype sync-source

node A 1::> vserver show -subtype sync-source

Vserver Type Subtype
Aggregate
vsla data sync-source

running running

Admin Operational Root
State State

Volume

vsla vol aggr b2

4. fF MetroCluster operation show an SHIATIEHRER T,

IRBLREER ...

N PRSI

YI[EEEETIE - 4848 - RIBIRIEEERD AN,

Ba ..
tIESEE T, EAURSIRIERSE,

4T MetroCluster operation show B HIH

PEINEE B,

B NEERIEVERS, URMAMITIIE. MR site_A B site_B , iF1L site_B it site_A
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