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2.

cumulus@IP switch A l:mgmt:~$ sudo python3
SN2100 v2.0.0 IP switch A 1.py

[sudo]

password for cumulus:

>>> Opened RcfApplylLog
A RCF configuration has been successfully applied.

Backup files exist.

Preserved files exist.

Listing completion of the steps:

Success: Step: 1l: Performing Ba
Success: Step: 2: updating MOTD
Success: Step: 3: Disabling apt
Success: Step: 4: Disabling cdp
Success: Step: 5: Adding 1lldp c
Success: Step: 6: Creating inte
Success: Step: 7: Configuring s
SNMP
Success: Step: 8: Configuring s
allocation
Success: Step: 9: Configuring s
Success: Step: 10: Configuring
dscp remark
Success: Step: 11: Configuring
egress cos mappings
Success: Step: 12: Configuring
classification
Success: Step: 13: Configuring
Success: Step: 14: Configuring
Success: Step: 15: Configuring
Success: Step: 16: Configuring
Success: Step: 17: Configuring
cluster and MetroCluster interfaces
Success: Step: 18: Configuring
cluster and MetroCluster interfaces
Success: Step: 19: Configuring
cluster and MetroCluster interfaces
Success: Step: 20: Configuring
Success: Step: 21: Configuring
Success: Step: 22: Final commit
Success: Step: 23: Final reboot
Exiting

<<< Closing RcfApplyLog

cumulus@IP switch A 1:mgmt:

~$

IBITRCFX 4 HIEFIRREAIAE: restoreDefault

ckup and Restore

file
-get
onfig
rfaces
witch basic settings: Hostname,
witch basic settings: bandwidth
witch basic settings: ecn
switch basic settings: cos and
switch basic settings: generic
switch basic settings: traffic

LAG load balancing policies
the VLAN bridge

local cluster ISL ports
MetroCluster ISL ports
ports for MetroCluster-1, local

ports for MetroCluster-2, local
ports for MetroCluster-3, local

L2FC for MetroCluster interfaces
the interface to UP

of the switch



cumulus@IP switch A l:mgmt:~$ sudo python3
SN2100 v2.0.0 IP switch A 2.py restoreDefaults
[sudo] password for cumulus:

>>> Opened RcfApplyLog

Can restore from backup directory. Continuing.
This will reboot the switch !!!

Enter yes or no: yes

3. WRTEIE "yes"s RENIEIEREIRIGEEHEHB .
4. ERFAEFRBE.

R EEHFRBNGECE. MINEEMNSEEMSRIEE. BNE(ENBRCFXHZRIEFE. Ef

BEpfa. ERILERBRHARMZAHIRCF X 4R N AFHECE.,

THHAZECumulusiit

XFIAES
NRBEINACUMUlUSIRRTTEEER M. BHRITUTIE,

FIaZ Al
* BTE R R ITIE ] & EEE R I 3T
* ALEIHTTPIABI Cumulus 3R AR IR AR

(D BxzECumulus Linu##AES. BB "NVIDIA SN21003HH S HIE B A"

s SR T sudo er 21 1) PR BYroot g,

p

1. MCumulusi=il & FHEIIRANRAF L ZFHFEIMA, #n % onie-install -a -i" FERAHAN IR RIS R IZ

TR AE. AEESH cumulus-1linux-4.4.3-mlx-amd64.bin MHTTPARS328"50.50.50.50.50"E |

B At 3THAN

cumulus@IP switch A l:mgmt:~$ sudo onie-install -a -i
http://50.50.50.50/switchsoftware/cumulus-1inux-4.4.3-mlx-amd64.bin
Fetching installer: http://50.50.50.50/switchsoftware/cumulus-linux-
4.4.3-mlx-amd64.bin

Downloading URL: http://50.50.50.50/switchsoftware/cumulus-linux-4.4.3-

mlx—-amdod.bin

igddddasddsasdsadddadasaasdiaadiaaddiasdsaasdiaaadsaasiaaddaandaaannaddti

# 100.0%
Success: HTTP download complete.

tar: ./sysroot.tar: time stamp 2021-01-30 17:00:58 is 53895092.604407122

s in the future
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tar: ./kernel: time stamp 2021-01-30 17:00:58 is 53895092.582826352 s in
the future

tar: ./initrd: time stamp 2021-01-30 17:00:58 is 53895092.509682557 s in
the future

tar: ./embedded-installer/bootloader/grub: time stamp 2020-12-10
15:25:16 is 49482950.509433937 s in the future

tar: ./embedded-installer/bootloader/init: time stamp 2020-12-10
15:25:16 is 49482950.509336507 s in the future

tar: ./embedded-installer/bootloader/uboot: time stamp 2020-12-10
15:25:16 is 49482950.509213637 s in the future

tar: ./embedded-installer/bootloader: time stamp 2020-12-10 15:25:16 is
49482950.509153787 s in the future

tar: ./embedded-installer/lib/init: time stamp 2020-12-10 15:25:16 is
49482950.509064547 s in the future

tar: ./embedded-installer/lib/logging: time stamp 2020-12-10 15:25:16 is
49482950.508997777 s in the future

tar: ./embedded-installer/lib/platform: time stamp 2020-12-10 15:25:16
is 49482950.508913317 s in the future

tar: ./embedded-installer/lib/utility: time stamp 2020-12-10 15:25:16 is
49482950.508847367 s in the future

tar: ./embedded-installer/lib/check-onie: time stamp 2020-12-10 15:25:16
is 49482950.508761477 s in the future

tar: ./embedded-installer/lib: time stamp 2020-12-10 15:25:47 is
49482981.508710647 s in the future

tar: ./embedded-installer/storage/blk: time stamp 2020-12-10 15:25:16 is
49482950.508631277 s in the future

tar: ./embedded-installer/storage/gpt: time stamp 2020-12-10 15:25:16 is
49482950.508523097 s in the future

tar: ./embedded-installer/storage/init: time stamp 2020-12-10 15:25:16
is 49482950.508437507 s in the future

tar: ./embedded-installer/storage/mbr: time stamp 2020-12-10 15:25:16 is
49482950.508371177 s in the future

tar: ./embedded-installer/storage/mtd: time stamp 2020-12-10 15:25:16 is
49482950.508293856 s in the future

tar: ./embedded-installer/storage: time stamp 2020-12-10 15:25:16 is
49482950.508243666 s in the future

tar: ./embedded-installer/platforms.db: time stamp 2020-12-10 15:25:16
is 49482950.508179456 s in the future

tar: ./embedded-installer/install: time stamp 2020-12-10 15:25:47 is
49482981.508094606 s in the future

tar: ./embedded-installer: time stamp 2020-12-10 15:25:47 is
49482981.508044066 s in the future

tar: ./control: time stamp 2021-01-30 17:00:58 is 53895092.507984316 s
in the future

tar: .: time stamp 2021-01-30 17:00:58 is 53895092.507920196 s in the
future



Staging installer image...done.

WARNING:

WARNING: Activating staged installer requested.
WARNING: This action will wipe out all system data.
WARNING: Make sure to back up your data.

WARNING:

Are you sure (y/N)? y

Activating staged installer...done.

Reboot required to take effect.
cumulus@IP switch A l:mgmt:~$

2. THHBIEREE. MRTFEE Yy UHIALER,
3. EfRMIRNIUALR LY. sudo reboot

cumulus@IP switch A l:mgmt:~$ sudo reboot

@ TRANGERBHFENZIN ARG R, WEIZFE—RIE, RETHE. JEIEE
B EhFHRIFTE log-in-"HE R T4k,

4. BEEREATHRINISE
a. BRI AR RIERTAERHBAEE,.

@ BRFP&A"cumulus". ERIAZEES A "cumulus”s



Debian GNU/Linux 10 cumulus ttySO

cumulus login: cumulus

Password:

You are required to change your password immediately (administrator
enforced)

Changing password for cumulus.

Current password:

New password:

Retype new password:

Linux cumulus 4.19.0-cl-1-amd64 #1 SMP Cumulus 4.19.206-1+cl4.4.3ul
(2021-12-18) x86 64

Welcome to NVIDIA Cumulus (R) Linux (R)

For support and online technical documentation, visit

http://www.cumulusnetworks.com/support

The registered trademark Linux (R) is used pursuant to a sublicense from
LMI,

the exclusive licensee of Linus Torvalds, owner of the mark on a world-
wide

basis.

cumulus@cumulus:mgmt:~$

5. BLEBIEMLLED.
EfERRY R LEURT FIETRISIRANE kv o

@ UTFRAIGSEENZEENIP_switch A 1. IP#HLERE #10.10.10.10. MLEHLEE
79255.255.255.0 (24). MxitERE /910.10.10.10



Cumulus 4.4.x

TR LEEITCUMULUS 4.4 xBISTHRAL EECE EANR. IPHIAE, OLSHERIF0M X

cumulus@cumulus
cumulus@cumulus
10.0.10.10/24

cumulus@cumulus

cumulus@cumulus

cumulus@cumulus

rmgmt:
:mgmt:

rmgmt :
:mgmt:

rmgmt:

net add/del commands

~$ net
~$ net

~$ net
~$ net

~$ net

add hostname IP switch A 1
add interface ethO ip address

add interface ethO ip gateway 10.10.10.1
pending

commit

since the last "net commit"

User Timestamp Command

cumulus 2021-05-17 22:21:57.437099 net add hostname Switch-A-1
cumulus 2021-05-17 22:21:57.538639 net add interface eth0O ip address

10.10.10.10/24

cumulus 2021-05-17 22:21:57.635729 net add interface eth0O ip gateway

10.10.10.1

cumulus@cumulus:mgmt:~$

CUMULUS 5.4.xNES AR
UTREIESEBZITCUMULUS 5.4 x93 EECE FAR . IPHINE, PISEIEEDFIRW X o 8 & has,



cumulus@cumulus:mgmt:~$ nv set system hostname IP switch A 1

cumulus@cumulus:mgmt:~$ nv set interface ethO ip address
10.0.10.10/24

cumulus@cumulus:mgmt:~$ nv set interface ethO ip gateway 10.10.10.1
cumulus@cumulus:mgmt:~$ nv config apply

cumulus@cumulus:mgmt:~$ nv config save

6. {3 sudo reboot Fp L EF RN .o

cumulus@cumulus:~$ sudo reboot
RENEFBE. BRI ERPNTBENAMEE FEHLLENVIDIA RCFXXH,

[FEHZTE] THHZENVIDIA RCFXXHF
& aMetroCluster IPECE VSN RN E B H L2 IR RCF X 4,
FFoa 2z Bl

* A SE sudo i8I A PR AYrootZ S,

MBS REIRM IR HECE B IR LE,

s IR L BER R 1T £ 28 R LA

* R ER. BRNBEAEMEE,

() WREEBEHHENURMARCFXAZERTHE—SRE. NEAERILEESE,

KXFIAES
Tzt MetroCluster IPECE (Fr& ) FRVE NP S B S GITHANER) EE ERDE,

NREFERBIRQSFP-SFP+iEMias. MEIREFERISLIFARENAVEREER. MARSZRERN. FEN
AR R 75 S LA E I SLih (R E AR T
3
1. AMetroCluster IPAFENVIDIA RCFX 4,
a. & "iIEAT MetroCluster IP #J RcfFileGenerator",
b. {#Fi&F FMetroCluster IPEIRcfFileGenerator A &AL & 4 FRCF X {4,
c. EMIIEFER. NREL "umulus"BIFERIER. MIXHEEZES /home/umulus’,


https://mysupport.netapp.com/site/tools/tool-eula/rcffilegenerator
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cumulus@IP switch A l:mgmt:~$ cd ~
cumulus@IP switch A 1l:mgmt:~$ pwd
/home/cumulus

cumulus@IP switch A l:mgmt:~S$

d. BRCFXHTHEIMWBER, UTRHIERREFERASCPTHXME
SN2100_v2.0.0 IP switch A 1.txt MARS328"50.50.50.50.50"FICNEER. HEEBEFNRN
SN2100 v2.0.0 IP switch A 1l.py:

cumulus@Switch-A-1:mgmt:~$ scp
username@50.50.50.50:/RcfFiles/SN2100 v2.0.0 IP switch A 1.txt
./SN2100 v2.0.0 IP switch-Al.py

The authenticity of host '50.50.50.50 (50.50.50.50)" can't be
established.

RSA key fingerprint is
SHA256:B5gBtOmNZvdKiY+dPhh8=72K9DaKG7g6sv+2gF1GVFESE.

Are you sure you want to continue connecting (yes/no)? yes

Warning: Permanently added '50.50.50.50"'" (RSA) to the list of known
hosts.

R IR I e b b 2 S b b b b 2h b b IR b db b 2 db b b S b 2h b b b I 2b b e I b S b dR Sh b db b 2b b b db b b db B 2 db b b Sb b db b b b i db o 4

* x

Banner of the SCP server

R IR I b b 2 b b b b b 2h b b SR b S b 2 S b b b dh b b b b i db b e A b S b 2R db S b b 2b b b db b b db B 2 Sb b b Sb b db b b Ib b i db o 4

* %

username@50.50.50.50"s password:
SN2100 v2.0.0 IP switch Al.txt 100% 55KB 1.4MB/s 00:00
cumulus@IP switch A 1:mgmt:~$

2. FUTRCFX o RCFXHFE— MR A—IMHE NP E, BRIFRAZHET. SNIBEERERG LT
B R FBITRCFX . BWIERCFX A& NI ERITTRCRS. BEREI -1"8" 28" N B A (fF

TE,

=

E

)



cumulus@IP switch A l:mgmt:~$ sudo python3

SN2100 v2.0.0 IP switch A 1.py

all

[sudo] password for cumulus:

The switch will be rebooted after the step(s) have been run.
Enter yes or no: yes

the steps will apply - this is generating a lot of output

Running Step 24: Final reboot of the switch

The switch will reboot if all steps applied successfully
3. NIREAECEEADACH . IBTET AR £ /B FADACIED

cumulus@IP switch A l:mgmt:~$ sudo python3 SN2100 v2.0.0-X10 Switch-
Al.py runCmd <switchport> DacOption [enable | disable]

AT RARE AR O S ADACEDT swp7:

cumulus@IP switch A l:mgmt:~$ sudo python3 SN2100 v2.00 Switch-Al.py
runCmd swp?7 DacOption enable
Running cumulus version : 5.4.0
Running RCF file version : v2.00
Running command: Enabling the DacOption for port swp7
runCmd: 'nv set interface swp7 link fast-linkup on', ret: O
runCmd: committed, ret: O
Completion: SUCCESS
cumulus@IP switch A l:mgmt:~$

4. R3O LIS FBDACETE. BB

sudo reboot

()  WENS I EHBORETDACET. MR BEHR SRR,

10



HfEA25 GbpsiEIZENARAIKEIEAIEIZE

MR ARSEE NFEH25 GopsiEiZ. BENARCFEF IS EREIRELE(FEC)SHILZE X, RCIEZR
ANAIZE,

KFUIAES
* IWESUERTEEA25 GbpsEEMNF S, 1HSH "NVIDIASZFFRISN2100 IPAZHEAHYF & im 59 E",

* WATXT MetroCluster IP BER & R AIFRA U & AT ESS
s WA ERESNTHENEO. EREESSHIEEZ NRONIKEOTEE,

TR
1. B EF25 GbpsEZME — PR RIIFONSEIRE fec off:

sudo python3 SN2100 v2.0 Switch-Al.py runCmd <switchport> fec off

2. FEEIIEHISRRIRAVE 125 Gbps AR OES IS R,

1% B MetroCluster IP3E ORI im R E

KXFULES
* AR T RFRIA A I O REIRE /9100G:

° AFF A70. AFF A90. AFF A1K. AFF C80
° AFF A30. AFF C30. AFFA50. AFF C60
° FAS50. FAS70. FAS90
MBI B N IO BREETES L PIEE 2 Min M im e,

p
1. EAHEEETIRCFX M runcnd IRERE, HWIRERNAIREHFREFRE.

T ali&EMetroClusteriZ OFBYERE swp7 swp8:

sudo python3 SN2100 v2.20 Switch-Al.py runCmd swp7 speed 100

sudo python3 SN2100 v2.20 Switch-Al.py runCmd swp8 speed 100

° ¢

11
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cumulus@Switch-A-1l:mgmt:~$ sudo python3 SN2100 v2.20 Switch-Al.py runCmd
swp7 speed 100
[sudo] password for cumulus: <password>
Running cumulus version : 5.4.0
Running RCF file version : v2.20
Running command: Setting switchport swp7 to 100G speed
runCmd: 'nv set interface swp7 link auto-negotiate off', ret: 0
runCmd: 'nv set interface swp7 link speed 100G', ret: 0
runCmd: committed, ret: O
Completion: SUCCESS
cumulus@Switch-A-1:mgmt:~$

22 AR £ A BVIS L O A i @8

NetAppZINFERAREANISLIE OMiEO@E. ERL HAVENEITINLER. ERFRRERE M RO
ImFEE. BARREER<HIEES 1 in M inSERE,

TR
1. EFRCFX - AiEHaE R i A RYIS Lk O # ik i -

@ NREHEORF AR, WIETER<PHEENREORMAfESRCIFEIERIEENZITRE,
IR PI LAEARCAESR X & IR R0

net show interface

2. {FHRCFX 422 F R FEHMISLiR s Hi@EE,

12



cumulus@mccl-integrity-al:mgmt:~$ sudo python3 SN2100 v2.0 IP Switch-
Al.py runCmd
[sudo] password for cumulus:
Running cumulus version : 5.4.0
Running RCF file version : v2.0
Help for runCmd:
To run a command execute the RCF script as follows:
sudo python3 <script> runCmd <option-1> <option-2> <option-x>
Depending on the command more or less options are required. Example
to 'up' port 'swpl'
sudo python3 SN2100 v2.0 IP Switch-Al.py runCmd swpl up
Available commands:
UP / DOWN the switchport
sudo python3 SN2100 v2.0 IP Switch-Al.py runCmd <switchport>
state <up | down>
Set the switch port speed
sudo python3 SN2100 v2.0 Switch-Al.py runCmd <switchport>
speed <10 | 25 | 40 | 100 | AN>
Set the fec mode on the switch port
sudo python3 SN2100 v2.0 Switch-Al.py runCmd <switchport>
fec <default | auto | rs | baser | off>
Set the [localISL | remoteISL] to 'UP' or 'DOWN' state
sudo python3 SN2100 v2.0 Switch-Al.py runCmd [localISL |
remoteISL] state [up | down]
Set the option on the port to support DAC cables. This option
does not support port ranges.
You must reload the switch after changing this option for
the required ports. This will disrupt traffic.
This setting requires Cumulus 5.4 or a later 5.x release.
sudo python3 SN2100 v2.0 Switch-Al.py runCmd <switchport>
DacOption [enable | disable]
cumulus@mccl-integrity-al :mgmt:~$

T eb SRS AR swp14”:
sudo python3 SN2100 v2.0 Switch-Al.py runCmd swpl4 state down

MRRNE MR ERNRE O SR EEEE LT E,

JINVIDIA SN2100 MetroCluster IP A3 223 LI AW A &
RS IgsicE XX

F7E NVIDIA AR LA E AR ERER ST, 15BN T BIRE,

YNER NVIDIA X190006-PE #1 X190006-P| 3T EEREIMN, MERXLEWRER, B LU IETT system
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switch ethernet show HIEEEHEIS 2R ER“OTHER”, EiNFEA) NVIDIA A S, BHFERUTHS
EH S "nv show platform hardware %tF NVIDIA CL 5.8 B R hRAE "nv show platform iZFEFE = Ak

o

WNREZFHETER NVIDIA CL 5.11.x S5LUF ONTAP kAL &FERN, BITRRKIEN B EREERE
PBIRTEA T, tENERITXESE, RANESEXESE, EITRREEN B EWERTEE
() MREREG, EEERESBTUHRR—EDET
* 9.10.1P20. 9.11.1P18. 9.12.1P16. 9.13.1P8. 9.14.1. 9.15.1 NEZ4M T hkz
FaZ i
* MfRONTAP £EE BB IETEIE T.
* ERRA LS A SSH LUER CSHM HRr] FARIFR B ThEE.
* ;5B “/mroot/etc/cshm_nod/nod_sign/' FrE T = LB R:

a. i@ A\noshell:

system node run -node <name>
b. BEHEEINER:

priv set advanced

C. %‘Jtﬂﬁiﬂlﬂﬂ’ﬂﬁﬂﬁﬁlﬁ /etc/cshm_nod/nod_sign. MREREFEHEBSEEXM. WRFIHXH

1s /etc/cshm nod/nod_sign
d. MIPRSFMERE IR AL S W N PR ECE X o

INREFHE. BEMF RS ZIFSHMBEEXH. AR THHLEXLERSHRERREN S
rm /etc/cshm nod/nod_sign/<filename>

a. BIAMBRHEEXHABATERTF:

ls /etc/cshm nod/nod sign

p

1. RIBMERNAIONTAPARZA T H A KRZHRHIBI TR iz ie B zipX o ILSCHRI MBTE 18] "NVIDIALIK
PIZZHRA" o

a. TENVIDIA SN2100A 4 F#TIE L, %4%F*Nvidia CSHM File*s

b. fECau/s FETE L. EREIFIELLERE—o

C. FE'RLRAPEFAIMYUTIE L, EREEEURR, AFETE Accept & Continue®s
d. 7ENvidia CSHMX - T HE L. EFEHAMNEEX . T ERLT XXM :
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ONTAP 9.15.1 XES R4
« MSN2100-CB2FC-v1.4.Zip

* MSN2100-CB2RC-v1.4.zip
+ X190006-PE-v1.4.zip
« X190006-PI-v1.4.zip

ONTAP 9.11.159.14.1
- MSN2100-CB2FC_PRIOR_R9.15.1-v1.4.zip

« MSN2100-CB2RC_PRIOR_R9.15.1-v1.4.zip
« X190006-PE_PRIOR_9.15.1-v1.4.Zip
« X190006-PI_PRIOR_9.15.1-v1.4.zip

1. BEArzipX L EEIREWebARSS 28
2. NEBPRH— 1P ONTAPRAAIS R ERIEIGE,

set -privilege advanced

3. BITRMMBI TR EIT R ER .

clusterl::> system switch ethernet configure-health-monitor

4. I T EEIONTAPHRZA. d<HiH LALTFXXas4:

ONTAP 9.15.1 XE Sk
RN TR ST B R E R E S

ONTAP 9.11.1%9.14.1
shmB R EX Fo

ONTAP 9.10.1
BRI ECSHM TR 6.

NREEFEIR, BELR NetApp ZHFER Jo

1. [[step 6]|FFUXMRIEAIEI TR R BT 28018 B PR M X (BT 51T E system switch ethernet
polling-interval show), ARBTM T—%,

2. i&z17%E<% “system switch ethernet configure-health-monitor show ZEONTAPR&ZiH, HIRE AR
M, HEBITFERISEN True, FFSFEARER Unknown,

clusterl::> system switch ethernet configure-health-monitor show
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() wREmRSENRREXHERETOTA, ES5NetAppSiFh R,

BE "AGHBA AW E - BER- R U T BESIFAER.

F—HRHar
"BREIAETHROR A" (FEX)
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