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) FAS2750
Switch
Port use AFF A220
Port
IP_Switch x 1 IP_Switch x 2
1-86 Unused disabled
7 ISL, Local Cluster ISL, Local Cluster
8 native speed [/ 40G / 100G
9/1 e0a | elb
9/2-4 MetroCluster 1, disabled
10/1 Shared Cluster and MetroCluster interface ela | a0k
10/2-4 disabled
11/1 e0a | elb
11/2-4 MetroCluster 2, disabled
12/1 Shared Cluster and MetroCluster interface ela | a0k
12/2-4 disabled
13/1 e0a | elb
13/2-4 MetroCluster 3, disabled
14/1 Shared Cluster and MetroCluster interface ela | edb
14/2-4 disabled
15
16
17 ISL, MetroCluster
) I5L, MetroCluster
18 native speed 40G
15
20
21/1-4
- I5L, MetroCluster
22/1-4 I5L, MetroCluster
23/1-4 breakout mode 10G
24/1-4
25-32 Unused disabled

Cisco 3132Q-VE 51k 53 FC(5524H)
EEFASLIEFASI0005 AFF A700 A 451E £ E| Cisco 3132Q-VR MBI F /w2 Ee .
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Switch

FASS000

E— Port use AFF AT700
o
IP_Switch_x_1 IP_Switch_x_2
1 MetroCluster 1,
eda ede [ e8a
2 Local Cluster interface
3 MetroCluster 2,
eda ede [ e8a
a4 Local Cluster interface
5 MetroCluster 3,
eda ede [ e8a
5] Local Cluster interface
7 ISL, L | Clust
oralLiuster I5L, Local Cluster
8 native speed 40G
9 MetroCluster 1,
e5a esb
10 MetroCluster interface
11 MetroCluster 2,
e5a esb
12 MetroCluster interface
13 MetroCluster 3,
e5a esb
14 MetroCluster interface
15
16
17 I15L, MetroCluster
) I5L, MetroCluster
18 native speed 40G
19
20
21/1-4
22/1-4 I5L, MetroCluster
/ I5L, MetroCluster
23/1-4 breakout mode 10G
24/1-4
25-32 Unused disabled

Cisco 3132Q-VF-&aimM 5 A (5534H)
EEIBAFF AS00THASA ASB00 &R St i%E % ElCisco 3132Q-VAMNFAENF 8ixO 2L :

12




i AFF ABDOD
Switch
Port use ASA ABOO
Port
IP_Switch_x_1 IP_Switch_x_2
1 MetroCluster 1,
ela ela
2 Local Cluster interface
3 MetroCluster 2,
ela ela
4 Local Cluster interface
5 MetroCluster 3,
ela ela
& Local Cluster interface
7 ISL, L I Clust
otatLiuster ISL, Local Cluster
8 native speed 40G
9 Met '
etroCluster 1 c0b c1b
10 MetroCluster interface
11 MetroCl .
etroCluster 2, c0b o1b
12 MetroCluster interface
13 MetroCl .
etroCluster 3 c0b o1b
14 MetroCluster interface
15
16
17 ISL, MetroCluster
) I5L, MetroCluster
18 native speed 40G
19
20
21/1-4
22/1-4 I5L, MetroCluster
/ I5L, MetroCluster
23/1-4 breakout mode 10G
24/1-4
25-32 Unused disabled

MetroCluster IP E2 &+ Cisco 3232C I} 36 i Cisco 9336C I F Gim 5D
MetroCluster IP EE& FVim O BB RBUA T R A ST &5 K8,
EEREEERZA. BEEUTEESM:
© ATHRRSER T RIEE NS224 17iEH Cisco 3232C 3T 36 ik Cisco 9336C-FX2 31t Lo
SNREH 12 KO Cisco 9336C-FX2 32##l, EEEA"12 iim[] Cisco 9336C-FX2 AZ#AF & im 9 E" o

WNREH 36 imO Cisco 9336C-FX2 3Z#EAl, HEAZE/D—1 MetroCluster BRE&E D DR A% NS224 #Z0:%EH#%
E|| MetroCluster 3334/, iE{EA"ZEE NS224 17(EHY 36 Ui [ Cisco 9336C-FX2 A2t B FaimO9 " o

s TRERTINS ANROFERB LS B FREBRNAE A
s BARBEAZIEHEEEARRRERNHDO (%0, 100 Gbps ixOF0 40 Gbps ixOES) -
s WRB(FHHY B E N MetroCluster , 15{EHH * MetroCluster 1* #1148,
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EENAFF A150. ASAA150. FAS2750. AFF A220. FAS500ff 4 FREENESIROHES. IEAFF C250

. ASAC250. AFF A2503%ASA A250% 4% %% Cisco 3232CE,9336C-FX233 il

AFF A150 ,:?ECZW;D
Switch ASAALD ASA C250
Port use FAS2750
Foet AFF A220 AEErE
ASA A250
IP_Switch x 1 | IP_Switch x 2 | IP Switch x 1 | IP_Switch x 2
1-6 Unused disabled disabled
L Uit Tocal Cluster ISL, Local Cluster ISL, Local Cluster
a8 native speed / 100G
9/1 ela | elb elc | e0d
9/2-4 MetroCluster 1, disabled disabled
10/1 Shared Cluster and MetroCluster interface ela | elb elc | eld
10/2-4 disabled disabled
11/1 ela | e0b elc | e0d
11/2-4 MetroCluster 2, disabled disabled
12/1 Shared Cluster and MetroCluster interface ela | elb elc | eld
12/2-4 disabled disabled
13/1 ela | e0b elc | e0d
13/2-4 MetroCluster 3, disabled disabled
14/1 Shared Cluster and MetroCluster interface ela | elb elc | eld
14/2-4 disabled disabled
15
16
17 I15L, MetroCluster
. ISL, MetroCluster ISL, MetroCluster
18 native speed 40G [ 100G
19
20
21/1-4
2214 I, Mengiustes ISL, MetroCluster ISL, MetroCluster
23/1-4 breakout mode 106G / 25G
24/1-4
25/1 e0a | e0b elc | e0d
25/2-4 MetroCluster 1, disabled disabled
26/1 Shared Cluster and MetroCluster interface ela | elb elc | eld
26/2-4 disabled disabled
27-32 Unused disabled disabled
33-36 Unused (Cisco 9336C-FX2 only) disabled disabled

Cisco 3232CTCisco 9336C-FX2F & x5 fic(5524H)

EEIEAFF A20F 4% FCisco 3232CE(9336C-FX2 MM S imAH AL :
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Switch AFF A20
Port use
Port IP_Switch_x 1 | IP_Switch_x 2
111 e2a eda
1/2-4 MetroCluster 1, disabled
2/1 Local Cluster interface e2a | ada
2/2-4 disabled
31 eZa | eda
3/2-4 MetroCluster 2, disabled
af1 Local Cluster interface e2a | eda
4/2-4 disabled
5/1 e2a | eda
5/2-4 MetraCluster 3, disabled
6/1 Local Cluster interface e2a | eda
6/2-4 disabled
7 I5L, Local Cluster
2 ISL, Local Cluster
B native speed [/ 100G
5/1 e2b | edb
9/2-4 MetroCluster 1, disabled
10/1 MetroCluster interface e2b | edb
10/2-4 disabled
11/1 e2b | e4b
11/2-4 MetroCluster 2, disabled
12/1 MetroCluster interface e2b | edb
12/2-4 disabled
13/1 e2b | edb
13/2-4 MetroCluster 3, disabled
141 MetroCluster interface e2b | edh
14/2-4 disabled
15
16
17 ISL, MetroCluster
; ISL, MetroCluster
18 native speed 40G / 100G
19
20
21/1-4
22f1-4 I5L, MetroCluster O —
23/1-4 breakout mode 10G / 25G
24/1-4
25/1 e2h | a4b
25/2-4 MetroCluster 4, disabled
26/1 MetroCluster interface e2b | edb
26/2-4 disabled
27-28 Unused disabled
29/1 623 | e4a
29/2-4 MetroCluster 4, disabled
30/1 Local Cluster interface e2a | eda
30/2-4 disabled
25-32 Unused disabled
33-36 Unused (Cisco 9336C-FX2 only) disabled
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Cisco 3232Cg{Cisco 9335C-966F & i[5 Bl (5 3aH)

EEFERMNIHEO25GLLAMEIEAFF A30. AFF C30. AFF C608{FAS50&451E1EZICisco 3232CE(9336C-&

HEF & iRO9E.

®

I E R BT B4R LR — M ERO25GUIANR. EEAMERFNHAZO,

Switch SR CH 250 Bhion A FAS50 (25G Cluster/HA) AFF C60 (25G Cluster/HA)
Fore Port use AFF A30 (256G Cluster/HA)
IP_Switch_x_1 | IP_Switch_x_2 | IP_Switch_x 1 | IP_Switch_x_2 | IP_Switch_x_1 | IP_Switch_x_2
1/1 eda edb eda edb eda edb
1/2-4 MetroCluster 1, disabled disabled disabled
2/1 Local Cluster interface eda | edb eda ‘ edb eda | edb
2/2-4 disabled disabled disabled
3/1 eda | edb eda ‘ edb eda | edb
3/2-4 MetroCluster 2, disabled disabled disabled
4/1 Local Cluster interface eda | edb elda ‘ edb eda | edb
4/2-4 disabled disabled disabled
5/1 eda | edb eda ‘ edb eda | edb
5/2-4 MetroCluster 3, disabled disabled disabled
6/1 Local Cluster interface eda | edb eda ‘ edb eda | edb
6/2-4 disabled disabled disabled
? IS_L’ L) Eluster ISL, Local Cluster ISL, Local Cluster ISL, Local Cluster
8 native speed / 100G
9 MetroCluster 1, eZa e2b ela e2b e2a e2b
10 MetroCluster interface e2a e2b ela e2b eZa e2b
11 MetroCluster 2, e2a e2b ela e2b e2a e2b
12 MetroCluster interface e2a ezb ela e2b e2a e?2b
13 MetroCluster 3, ea e2b ea e2b ea e2b
14 MetroCluster interface e2a e2b ela e2b e2a e2b
15
16
T s ISL, MetroCluster ISL, MetroCluster ISL, MetroCluster
18 native speed 40G / 100G ! i )
19
20
21/1-4
2214 I Mpteothister ISL, MetroCluster ISL, MetroCluster ISL, MetroCluster
23/1-4 breakout mode 10G / 25G
24/1-4
25 MetroCluster 4, e2a ezb e2a e2b eZa e?b
26 MetroCluster interface e2a e2b e2a ezb e2a e2b
27 -28 Unused disabled disabled disabled
29/1 eda | edb eda ‘ edb eda | edb
29/2-4 MetroCluster 4, disabled disabled disabled
30/1 Local Cluster interface eda | edb eda ‘ edb eda | edb
30/2-4 disabled disabled disabled
25-32 Unused disabled disabled disabled
33-36 Unused (Cisco 9336C-FX2 only) disabled disabled disabled

Cisco 3232Cg{Cisco 9335C-966F & i 14 B (5653b4h)

EEFERAWIHO100GLLIKM-EIZAFF A30. AFF C30. AFF C60Z{FAS50%& 4% % FCisco 3232CE(9336C-&2
MBI FE &R A9

®

IECE ERIGEBAPE — PR O 100G LAKM«. BT EEAMEEFNHARE O,
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Switch SR SRR FAS50 (100G Cluster/HA) AFF C60 (100G Cluster/HA)
Polt Port use AFF A30 (100G Cluster/HA)
IP Switch x 1 | IP Switch x 2 | IP Switch x 1 | IP Switch x 2 | IP Switch x 1 | IP Switch x 2
il MetroCluster 1, eda edb eda edb eda edb
2 Local Cluster interface eda edb eda edb eda edb
3 MetroCluster 2, eda edb eda edb eda edb
4 Local Cluster interface eda edb eda edb eda edb
5 MetroCluster 3, eda edb eda edb eda edb
6 Local Cluster interface eda edb eda edb eda edb
/ ISF’ Laesl Cluster ISL, Local Cluster ISL, Local Cluster ISL, Local Cluster
8 native speed / 100G
9 MetroCluster 1, e2a e2b e2a e2b ela e2b
10 MetroCluster interface ea e2b ela e2b ea e2b
il MetroCluster 2, e2a e2b ela e2b ela e2b
12 MetroCluster interface ea e2b e2a e2b ea e2b
13 MetroCluster 3, e2a e2b e2a e2b e2a e2b
14 MetroCluster interface ea e2b e2a e2b ea e2b
15
16
1 I3y Mstrakister ISL, MetroCluster ISL, MetroCluster ISL, MetroCluster
18 native speed 40G / 100G ' ' '
19
20
21/1-4
e e A TS ISL, MetroCluster ISL, MetroCluster ISL, MetroCluster
23/1-4 breakout mode 10G / 25G
24/1-4
25 MetroCluster 4, ea e2b ea e2b ea e2b
26 MetroCluster interface e2a e2b ea e2b ea e2b
27-28 Unused disabled disabled disabled
29 MetroCluster 4, eda edb eda edb eda edb
30 Local Cluster interface eda edb eda edb eda edb
25-32 Unused disabled disabled disabled
33-36 Unused (Cisco 9336C-FX2 only) disabled disabled disabled

Cisco 3232CT{Cisco 9336C-FX2F & im0 EC(55440)
EEFRASZIEFAS82005AFF A300& 451%E# % Cisco 3232CE(9336C-FX23Z AN TR im O B :
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Switch

FA58200

Port Port use AFF A300
IP Switch x 1 | IP Switch x 2
1/1 ela eDb
1/2-4 MetroCluster 1, disabled
2/1 Local Cluster interface ela ‘ elb
2/2-4 disabled
3/1 ela ‘ elb
3/2-4 MetroCluster 2, disabled
4/1 Local Cluster interface ela ‘ elb
4/2-4 disabled
5/1 ela ‘ elb
5/2-4 MetroCluster 3, disabled
6/1 Local Cluster interface ela ‘ e0b
6/2-4 disabled
7 ISL, Local Cluster
8 native speed / 100G IS, Hoeat Clustes
9/1 ela | elb
9/2-4 MetroCluster 1, disabled
10/1 MetroCluster interface ela | elb
10/2-4 disabled
11/1 ela \ elb
11/2-4 MetroCluster 2, disabled
12/1 MetroCluster interface ela ‘ elb
12/;—4 disabled
13/1 ela | elb
13/2-4 MetroCluster 3, disabled
14/1 MetroCluster interface ela | elb
14/2-4 disabled
15
16
17 ISL, MetroCluster
18 native speed 40G / 100G 15K Metraliustes
19
20
21/1-4
22/1-4 ISL, MetroCluster ISL. MetroCluster
23/1-4 breakout mode 10G / 25G
24/1-4
25/1 ela | elb
25/2-4 MetroCluster 4, disabled
26/1 MetraCluster interface ela ‘ elb
26/2-4 disabled
27-28 Unused disabled
291 €0a | e0b
29;"”2-1-1— MetroCluster 4,  disabled
30/1 Local Cluster interface e0a | e0b
30/2-4 disabled
25-132 Unused disabled
33-36 Unused (Cisco 9336C-FX2 only) disabled
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SNREMIBRRMetroClusterSXfFF+4Rk. M7 L EC & Bl s IETE fE A "RCF4" 4B FR YR O (% 025/ 26F129/30).

Cisco 3232CT{Cisco 9336C-FX2F & im0 BR(55540)

Ry > == L
EENAFF A320. FAS9300. AFF C400. ASA C400. FAS8700fh4FREMTFEBIRODEL. FAFF A400
ZLASA A400 R 4% E Cisco 3232C39336C-FX23Z #E#1 :
FASB300
. AFF C400 AFF A400
5‘:;? port use AFF A320 P e ASA A400
FASBT00
IP_Switch_x_1 | IP_Switch_x_2 | IP_Switch_x_1 | IP_Switch_x_2 | IP_Switch_x_1 | IP_Switch_x_2
1 MetroCluster 1
! 0 od 0 0d 3 3b
2 Local Cluster interface Fua i ge € eea i
3 MetroCluster 2,
4 Local Cluster interface e0a e0d e0c e0d e3a e3b
5 MetroCluster 3,
6 Local Cluster interface e0a e0d e0c e0d e3a e3b
7 ISL, Local Clust
P native s::ed ;515[;(5 ISL, Local Cluster ISL, Local Cluster ISL, Local Cluster
2 MetroCIus.ter L elg eOh ela elb ela elb
10 MetroCluster interface
11
MetroCIus.ter 2 elg e0h ela elb ela elb
12 MetroCluster interface
13
MetroCIus.ter 3 elg e0h ela elb ela elb
14 MetroCluster interface
15
16
17 ISL, MetroClust
13 native speZdrc;fO(l;s/eerDG ISL, MetroCluster ISL, MetroCluster ISL, MetroCluster
19
20
21/1-4
22/1-4 ISL, MetroCluster
ISL, MetroClust ISL, MetroClust ISL, MetroClust
23/14 breakout mode 10G / 25G strotluster etrotuster strotluster
24/1-4
25 MethIus-ter 4 e0g e0h ela elb ela elb
26 MetroCluster interface
27-28 Unused disabled disabled disabled
29 MetroCluster 4
! 0 od 0 0d 3 3b
30 Local Cluster interface Fua i ge € eea i
31-32 Unused disabled disabled disabled
33-34 Unused (Cisco 9336C-FX2 only) disabled disabled disabled

®

Cisco 3232Cg{Cisco 9336C-FX2F & x4 R (55640)
EEIBAFF AS0R 4% 1% FCisco 3232CE{9336C-FX23 MM F & imE e
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Switch AFF AS0
Port use
Port IP Switch x 1 [ IP Switch x 2
1 MetroCluster 1, eda edb
3 Local Cluster interface eds edb
3 MetroCluster 2, eda edb
4 Local Cluster interface eda edb
5 MetroCluster 3, eda edb
6 Local Cluster interface eda edb
7 I5L, Local Cluster
: ISL, Local Cluster
8 native speed / 100G
g9 MetroCluster 1, e2a ez2b
10 MetroCluster interface ela e2b
11 MetroCluster 2, e2a ez2hb
12 MetroCluster interface ela e2b
13 MetroCluster 3, e2a e2h
14 MetroCluster interface ela e2b
15
i6
17 ISL, MetroCluster
¥ I5L, MetroCluster
18 native speed 40G / 100G
19
20
21/1-4
2214 I, Melotheler ISL, MetroCluster
23/1-4 breakout mode 10G [/ 25G
24/1-4
25 MetroCluster 4, ea e2b
26 MetroCluster interface ela e2b
27- 28 Unused disabled
29 MetroCluster 4, eda edh
30 Local Cluster interface eda edb
25-32 Unused disabled
33-36 Unused (Cisco 9336C-FX2 only) disabled

Cisco 3232CT{Cisco 9336C-FX2F & im [ E(55740)

EEFR%LIEEFAS9000. AFF A700. AFF C800. ASA C800. AFF A800RYT & xS ES 1ASAA800
. FAS9500. AFF A9005XASA A900 % %1% Cisco 3232CE(9336C-FX23Z#iHl



AFFC800 FAS9500
. FAS9000 ASA C800
Switch AFF A900
Port Port use AFF A700 AFF AB0O ASA AGDO
ASA AB00
IP_Switch_x_1 | IP_Switch_x_2 | IP_Switch_x_1 | IP_Switch_x_2 | IP_Switch_x_1 | IP_Switch_x_2
1 MetroCluster 1, edb(e) / e8a
4, 4 8 0 1 4
2 Local Cluster interface eea ede/ e8a ea e i Note 1
3 MetroCluster 2, edble) / eBa
4 Local Cluster interface eda ede/esa eba ela eda Note 1
5 MetroCluster 3, edb(e) / e8a
6 Local Cluster interface eda ede/ e8a e0a ela eda Note 1
7 ISL, Local Clust
8 native :E:ed ;‘jslg[r)(} ISL, Local Cluster ISL, Local Cluster ISL, Local Cluster
& MetroCluster 1, e5a e5b eOb elb e5b e7b
10 MetroCluster interface
11
MetroCIus-ter 2 e5a e5b eOb elb e5hb e7b
12 MetroCluster interface
13
MetroCIus.ter 3 e5a e5b eOb elb e5b e7b
14 MetroCluster interface
15
16
17 ISL, MetroClust
13 native spe?edri[}(l;S/EerDG ISL, MetroCluster ISL, MetroCluster ISL, MetroCluster
19
20
21/1-4
22/1-4 ISL, MetroCluster
ISL, MetroClust ISL, MetroClust ISL, MetroClust
23/1-4 breakout mode 10G / 25G etrotluster etrotuster strotluster
24/1-4
2 MetroCIus-ter 4 e5a e5b e0b elb e5b e7b
26 MetroCluster interface
27-28 Unused disabled disabled disabled
29 MetroCluster 4, edb(e) / eBa
4, 4 8 0 1 4
30 Local Cluster interface eea ede / esa eta ela esa Note 1
31-32 Unused disabled disabled disabled
33-34 Unused (Cisco 9336C-FX2 only) disabled disabled disabled

F1ANREERBEX91440A1EHC2840GBps, 15 Ak HedaflledeTiedatle8a, NRFEAAIEXI1153AIEHT
25(100Gbps). 1EERAIROe4aFledbsiedaFlesas

@ fEEFMetroCluster 448 RYIHE O EFEHONTAP 9.13.1. 5 B S kRS,
Cisco 3232CT{Cisco 9336C-FX2F & im[45 BR(55840)

EEFR%LISAFF A70. FAS70. AFF C80. FAS90. AFF A90EKAFF A1KZR %% EICisco 3232CE,9335C-
T2 A B F Bin O D Ee:
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Switch FASTO AFF C80 FASS0 AFF ALK
:" :t Port use AFF A70 AFF A90
0
IP_Switch_x_1 | IP_Switch_x 2 | IP_Switch x 1 | IP_Switch x 2 | IP_Switch x 1 | IP_Switch x 2 | IP_Switch x 1 | IP_Switch x 2
1 MetroCIus-ter L ela e7a ela e7a ela e7a ela e7a
2 Local Cluster interface
3 MetroCIus_ter 2 ela e7a ela e7a ela e7a ela e/a
4 Local Cluster interface
J MetroCIus-ter 3 ela e7a ela e7a ela e7a ela e’a
6 Local Cluster interface
/ IS‘L' LocalCluster ISL, Local Cluster ISL, Local Cluster ISL, Local Cluster ISL, Local Cluster
8 native speed / 1006
9 MetroCluster 1
- us. S e2a e2b e2a e2b e2b e3b e2b e3b
10 MetroCluster interface
N MetroCIus_ter 2 e2a e2b e2a e2b e2b e3b e2b e3b
12 MetroCluster interface
13 MetroCluster 3
etro us- e e2a e2b e2a e2b e2b e3b e2b e3b
14 MetroCluster interface
15
16
£7 _ISL' MetroCluster ISL, MetroCluster ISL, MetroCluster ISL, MetroCluster ISL, MetroCluster
18 native speed 40G / 100G
19
20
21/1-4
- ISL, MetroClustt
22/1:4 el ISL, MetroCluster ISL, MetroCluster ISL, MetroCluster ISL, MetroCluster
23/1-4 breakout mode 10G / 25G
24/1-4
25 MetroCluster 4,
etro us_ e e2a e2b e2a e2b e2b e3b e2b e3b
26 MetroCluster interface
27-28 Unused disabled disabled disabled disabled
2 MetroCIus_ter 4 ela e7a ela e7a ela e7a ela e7a
30 Local Cluster interface
31-32 Unused disabled disabled disabled disabled
33-36 Unused (Cisco 9336C-FX2 only) disabled disabled disabled disabled

MetroCluster IP EZ& ™ 12 ix[Cisco 9336C-FX2 XA BIF B iw O S ET
MetroCluster IP B2 & ViR O ER B RBUA T N B SME a5 LA,
EERRERZAI. FEFEUTIESI:

* RTPRRNREERT 12 IO Cisco 9336C-FX2 iAo

WNREH 36 KM Cisco 9336C-FX2 XM, {BRIEE NS224 #1238, 15fFA"Cisco 3232C = 36 ix[
Cisco 9336C-FX2 XM F w5 E" -

WNRIEAE 36 [0 Cisco 9336C-FX2 ##l, HBEZE/L— MetroCluster B2 E 5K DR 1% NS224 #2251
E| MetroCluster 3Z#i#l, E{ER"ZEE NS224 17EHY 36 Ui [ Cisco 9336C-FX2 A2t B F & im 9" o

(D 1210 Cisco 9336C-FX2 SMHITZ 34 NS224 ZIEHE MetroCluster S,

* FTRERTHSR ANIROFERB RIS B FRERNAEEATR
* ERENRIYEEFARRENIKO (Fla0, 100 Gbps i%EF1 40 Gbps IGORES) o
* NRBEAYECE B MetroCluster , 1&ER * MetroCluster 1* i@ [4H,

IRE: MetroCluster i%[%H (MetroCluster 1. MetroCluster 2) . ¥WABCENIEGEFA, EEH
RcfFileGenerator TERSHZIE,

* i &FATF MetroCluster IP B RcfFileGenerator iRt 7 & N3 HIE i O LT e,
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NIEWEERFRERMITLAR
ERTRAEENEBRNTLER.

TRYSE ERLHRAR...

AFF A150. ASAA150 Cisco 9336C-FX2 12 isAF &8O 8 (5 1 4H)
FAS500f AFF C250. ASA
C250 AFF A250. ASA

A250
AFF A20 Cisco 9336C-FX2 12 AT &iEO9E (£ 2 4H)
AFF A30. AFF C30 TREVRTFIEERMIZ25G ($£3a8)iX2100G (E3bH) LUK+

FAS50 AFF C60
* Cisco 9336C-FX2 12 isAF 8w Ee (4H 3a - 25G)

* Cisco 9336C-FX2 12 isOF&ixO5E (48 3b - 100G)

FAS8300. AFF C400 Cisco 9336C-FX2 12 i AF aimMA9 B (5 4 4H)
. ASA C400. FAS8700
AFF A400. ASA A400

AFF A50 Cisco 9336C-FX2 12 isAFaiwmO9 8 (88 5 4H)

AFF C800. ASA C800 Cisco 9336C-FX2 12 inAF /i 57E (58 6 4H)
. AFF A800. ASAAS800

FAS9500. AFF A900

. ASAA900

FAS70. AFF A70 AFF Cisco 9336C-FX2 12 isAF /im0l (F 7 4H)
C80 FAS90. AFF A90
AFF A1K

Cisco 9336C-FX2 12 is O &AL E: (51 4H)

EEEGmAOSHE, LUE AFF A150. ASAA150. FAS500f. AFF C250. ASA C250. AFF A250 3§ ASA A250
RERET] 12 50 Cisco 9336C-FX2 a3t :
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FASS00f
; AFF A150 MRS
Switch Port use ASA A150 ASA €250 l
Port AFF AZ50
ASA A250 |
IP_Switch_x_1 | IP_Switch_x 2 | IP_Switch_x_1 | IP_Switch_x 2
1-4 Unused disabled disabled
5-6 Ports disallowed to use blocked blocked
; nalfiL:eL:;:Lcdl;S:;l;G ISL, Local Cluster ISL, Local Cluster
9/1 I | elb elc | eld
o/2-4 MetroCluster 1, disabled disabled
10/1 Shared Cluster and MetroCluster interface | elb elc | eld
10/2-4 disabled disabled
11/1 | e0b e0c | e0d
11/2-4 MetroCluster 2, disabled disabled
12/1 Shared Cluster and MetroCluster interface | elb elc | e0d
12/2-4 disabled disabled
13-18 Ports disallowed to use blocked blocked
;g — s::é:ﬂiie;;u,fli.:;ézr{note 1) ISL, MetroCluster ISL, MetroCluster
2414 i Ml ISL, MetroCluster ISL, MetroCluster
22/1-4 breakout mode 10G / 25G (note 1)
23-36 Ports disallowed to use blocked blocked

A1 MEREEECEIR O 19 # 20 *5¢ iw 0 21 # 22, WNREFERImO 19 7 20, Wik 21 F 22 F#MAELE,
NREFAEAIRO 21 0 22, MmO 19 F 20 FK4RFELE,

Cisco 9336C-FX2 12 is O F/ixO9E (55 2 4H)
EEFRIROSES, LUE AFF A20 Z4i%3%% 12 %0 Cisco 9336C-FX2 3344
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Switch AFF A20
Port use
Port IP_ Switch x 1 | IP Switch x 2
1/1 e2a eda
1/2-4 MetroCluster 1, disabled
2/1 Local Cluster interface ela | eda
2/2-4 disabled
3/1 ela | eda
3/2-4 MetroCluster 2, disabled
4/1 Local Cluster interface ela | eda
4/2-4 disabled
5-6 Ports disallowed to use blocked
7 ISL, Local Cluster
8 native speed / 100G 51, LocarCluster
9/1 e2b | edb
9/2-4 MetroCluster 1, disabled
10/1 MetroCluster interface e?b | edb
10/2-4 disabled
11/1 e2b | edb
11/2-4 MetroCluster 2, disabled
12/1 MetroCluster interface e2b | edb
12/2-4 disabled
13-18 Ports disallowed to use blocked
19 _ ISL, MetroCluster ISL, MetroCluster
20 native speed 40G / 100G (note 1)
21/1-4 ISL, MetroCluster ISL, MetroCluster
22/1-4 breakout mode 10G / 25G (note 1)
23-36 Ports disallowed to use blocked

E1: EHEEECE RO 19 A 20 *=¢ RO 21 1 22, WNREAMERKDO 19 # 20, MiKO 21 0 22 B4R LE,
WMNREAEREO 21 F 22, Miwd 19 A 20 F4EFELE,

Cisco 9336C-FX2 12 isAF &k O A2 (4H 3a)
EEFEROSE, WERAMIEO 256G LIAMEIS AFF A30. AFF C30. AFF C60 3§ FAS50 ZRZ5ERZEER 12

% Cisco 9336C-FX2 XM,

(D) UREEESEEmRRE— NHO25CHUARE, LIS ERTIHAED,
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Switch MR S FASS0 (25G Cluster/HA) AFF C60 (25G Cluster/HA)
Port Port use AFF A30 (25G Cluster/HA)
IP_ Switch x 1 | IP Switch x 2 | IP Switch x 1 | IP Switch x 2 | IP Switch x 1 | IP Switch x 2
1/1 eda edb eda edb eda edb
1/2-4 MetroCluster 1, disabled disabled disabled
2/1 Local Cluster interface eda ‘ edb eda | edb eda ‘ edb
2/2-4 disabled disabled disabled
3/1 eda edb eda | edb eda edb
3/2-4 MetroCluster 2, disabled disabled disabled
4/1 Local Cluster interface eda ‘ edb eda edb eda ‘ edb
4/2-4 disabled disabled disabled
5-6 Ports disallowed to use blocked blocked blocked
g IS_L’ e ISL, Local Cluster ISL, Local Cluster ISL, Local Cluster
8 native speed / 100G
9 MetroCluster 1, eZa e2b ela e2b ela e2b
10 MetroCluster interface e2a e2b eZa e2b e2a e2b
11 MetroCluster 2, e2a e2b ela e2b e2a e2b
12 MetroCluster interface e2a e2b ela e2b e2a e2b
13-18 Ports disallowed to use blocked blocked blocked
1B ) 5L, MetroCluster ISL, MetroCluster ISL, MetroCluster ISL, MetroCluster
20 native speed 40G / 100G (note 1)
LA i ISL, MetroCluster ISL, MetroCluster ISL, MetroCluster
22/1-4 breakout mode 10G / 25G (note 1)
23-36 Ports disallowed to use blocked blocked blocked

/E 1 /|I_JR/ ;|

MREEERIRO 21 F 22,

BEFCE IR 19 0 20 *=§ im0 21 1 22, R

Ullpe;

Cisco 9336C-FX2 12 is I &ixO9 A (4 3b)

EET A

12 %[0 Cisco 9336C-FX2 &4,

®

=0 19 F1 20 JE4&PELE,

RS ERRO 19 1 20, N

w0 21 F1 22 &AL,

m72 88, LAEFERNIRO 100G LLAM R AFF A30. AFF C30. AFF C60 3% FAS50 &%t

IEEC & EKIGEEARE — WK 100G AR« AT EEAERFNHARE O,

=2

AFF C30 (100G Cluster/HA
Switch { Hster/HA) FAS50 (100G Cluster/HA) AFF C60 (100G Cluster/HA)
T Port use AFF A30 (100G Cluster/HA)
IP_Switch_x_1 | IP_Switch_x 2 | IP_Switch_x_1 | IP_Switch_x_2 | IP_Switch_x 1 | IP_Switch_x 2
L MetroCluster 1, eda edb eda edb eda edb
2 Local Cluster interface eda edb eda edb eda edb
3 MetroCluster 2, eda edb eda edb eda edb
4 Local Cluster interface eda edb eda edb eda edb
5-6 Ports disallowed to use blocked blocked blocked
7 ISL, Local Clusts
e S ISL, Local Cluster ISL, Local Cluster ISL, Local Cluster
8 native speed / 100G
9 MetroCluster 1, e2a e?2b e2a e2b e2a e2b
10 MetroCluster interface ela e?b e2a e2b e2a ezb
11 MetroCluster 2, e2a e2b e2a e2b e2a e2b
12 MetroCluster interface ela e2b e2a e2b ea e2b
13-18 Ports disallowed to use blocked blocked blocked
19 ISL, MetroClust
. s LERIBEINSRE ISL, MetroCluster ISL, MetroCluster ISL, MetroCluster
20 native speed 40G / 100G (note 1)
214 |51, MtetriClosiar ISL, MetroCluster ISL, MetroCluster ISL, MetroCluster
22/1-4 breakout mode 10G / 25G (note 1)
23-36 Ports disallowed to use blocked blocked blocked
N . /RIOLE IR
A1 EREEEE RO 19 A 20 *¢ imH 21 M 22, MREFERITE 19 7 20, MimH 21 M 22 KA LE,
NREFERHRO 21 # 22, MIHO 19 70 20 FHEEELE,
Cisco 9336C-FX2 12 is T SIHEC (5 4 4)

KE 37 E
12 %[ Cisco 9336C-FX2 3

SN -

w98, LUE FAS8300. AFF C400. ASA C400. FAS8700. AFF A400 Bf ASA A400 BRZ5EIES!
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FASB8300
: AFF C400 AFF A400
Switch
S Port use ASA C400 ASA A400
FASB700
IP_Switch_x 1 | IP Switch x 2 | IP Switch_x_1 | IP_Switch x 2
bl MetroCluster 1,
. elc eld e3a edb
b Local Cluster interface
3 MetroClus_ter Z: 0c e0d o3a e3b
4 Local Cluster interface . _ _
5-6 Ports disallowed to use blocked blocked
7 ISL, Local Clust
£ S ISL, Local Cluster ISL, Local Cluster
] native speed / 100G
g MetroCluster 1,
10 MetroCluster interface 813 L el Lo
11 MetroCluster 2,
ela elb ela elb
12 MetroCluster interface
13-18 Ports disallowed to use blocked blocked
ISL, MetroClust
L . S 151, MetroCluster ISL, MetroCluster
20 native speed 40G / 100G (note 1)
21/1-4 ISL, MetroCluster
: IS5L, MetroCluster ISL, MetroCluster
22/1-4 breakout mode 10G / 25G (note 1)
23-36 Ports disallowed to use blocked blocked

1IN/ N\

A1 ER

Cisco 9336C-FX2 12 is AR ASE (5 5 4H)
EEFRIROSES, LUE AFF A50 Z4iE1EE 12 im0 Cisco 9336C-FX2 3Z#EA:
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REECEImO 19 0 20 *3¢ w21 #1 22, WR
NREFAERIRO 21 7 22, MO 19 0 20 FKF4RFELE,

10N

&5 EAIwO 19 # 20, MiKO 21 # 22 E#EELE,




Switch

AFF A50

Port FOR e IP_Switch_x_1 | IP_Switch_x_2
MetroCluster 1, eda edb
Local Cluster interface eda edb
MetroCluster 2, eda edb
Local Cluster interface eda edb
5-6 Ports disallowed to use blocked
7 ISL, Local Cluster
5 native speed / 100G ISL, Local Cluster
9 MetroCluster 1, eZa ezb
10 MetroCluster interface e2a e2b
11 MetroCluster 2, e2a e2b
12 MetroCluster interface e2a e2b
13-18 Ports disallowed to use ~ blocked
19 ISL, MetroCluster
20 native speed 40G / 100G (note 1) . e
21/1-4 ISL, MetroCluster ISL, MetroCluster
22/1-4 breakout mode 10G / 25G (note 1)
23-36 Ports disallowed to use blocked

F1:

e ReefcEiw O 19 0 20 *5¢ w0 21 A 22, MREFLFERIRO 19 7 20, MmO 21 0 22 FF4FELE,

NREFAERIRO 21 A 22, MO 19 0 20 FF4RFELE,

Cisco 9336C-FX2 12 is O F/ixO5E (55 6 £H)

EEFEGIHmOSE, LG AFF C800. ASA C800. AFF A800. ASAA800. FAS9500. AFF A900 =f ASA

A900 RZERZEF| 12 iix[ Cisco 9336C-FX2 XL
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AFF CB0OD
ASA €800 FASS500
Switch e AFF AS0O AFF AS00
Port ortuse ASA AS00
ASA ABDO
IP_Switch_x 1 | IP_Switch_x 2 | IP_Switch_x_1 | IP_Switch x 2
1 MetroCluster 1, edble) / e8a
) ela ela eda
2 Local Cluster interface _ _ ~ (note 2)
3 MetroCluster 2, edble) / e8a
ela ela eda
4 Local Cluster interface (note 2)
5-6 Ports disallowed to use blocked blocked
lS_L' Loeal Csies ISL, Local Cluster ISL, Local Cluster
8 I native speed / 100G I i | _
9 MetroCIusrter 1. - ‘ - st —
10 MetroCluster interface
& Metrouster 2, e0b elb eSb e7b
12 | MetroCluster interface _ L
13-18 Ports disallowed to use blocked blocked
19 I1SL, MetroClust
. e ol ISL, MetroCluster ISL, MetroCluster
20 native speed 40G / 100G (note 1)
B3/TA 151, Wsiratlister ISL, MetroCluster ISL, MetroCluster
22/1-4 breakout mode 10G / 25G (note 1)
23-36 Ports disallowed to use _ blocked blocked

A1 MEREEECEIRO 19 0 20 *5¢ I5 0 21 # 22, NREFERIO 19 M 20, Wik 21 F 22 F#AELE,
NREFAERIRO 21 A 22, MO 19 0 20 RF4RFELE,

E 2: *WNREFERAIZE X91440A 1&fces (40Gbps), EERIKO ed4a #l ede 5§ eda # e8a, WRFEAM
EX91153AEEI23(100Gbps). Ef#HixHedaflledbHesaFllesas

Cisco 9336C-FX2 12 isOF &K O9E (F 7 4H)
EEFSEOSE, LUE AFF A70. FAS70. AFF C80. FAS90. AFF A90 5§ AFF A1K &40iE1EE) 12 imd
Cisco 9336C-FX2 3Z#a#l:

FASTO0 FASQ0
Switch FF C80 F A1l
‘:'d Port use AFF A70 s AFF A9O At
O
IP_Switch x 1 | IP Switch x_2 | IP_Switch x 1 | IP_Switch_x 2 | IP_Switch x 1 | IP Switch x 2 | IP Switch x 1 | IP_Switch x 2
troCl
i Metro us_ter % ela e7a ela ela ela efa ela e7a
2 Local Cluster interface
4 MetroC[uslter Z ela e7a ela e7a ela e7a ela e7a
4 Local Cluster interface
5-6 Ports disallowed to use blocked blocked blocked blocked
7 kS_I., Local Clustsr ISL, Local Cluster ISL, Local Cluster ISL, Local Cluster ISL, Local Cluster
8 native speed / 100G
& Melrotiusterd, e2a e2b e2a e2b e2b e3b e2b e3b
10 MetroCluster interface
L MefroCiuster2; e2a e2b e2a e2b e2b e3b e2b e3b
12 MetroCluster interface |
. 1348 | = Pordsisallowed ihuse blacked biacked biocked bincked
19 ISL, MetroCluster
= Gistie spee‘d 406 / 1006 (note 1) ISL, MetraCluster ISL, MetroCluster ISL, MetroCluster ISL, MetroCluster
21/1-4 ISL, MetroCluster
1SL, MetroClust ISL, MetroClust: 1SL, MetroClust 1L, MetroClust
22},174 breakout mode }_DG/ZSG (note 1’ ietroLluster -y etroLluster etrolluster etroCluster
23-36 Ports disallowed to use blocked blocked blocked blocked

1 *EREERE RO 19 M 20 *5¢ w0 21 7 22, MRELMEARKO 19 M 20, MiwH 21 M 22 FHFAELE,
SNREFEEAIRE 21 § 22, MiKH 19 F 20 AL,
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T:Egllj\etroCIuster IP O & Hi%EiE NS224 721iERY 36 in[Cisco 9336C-FX2 XA AT &%
iy

MetroCluster IP B2& R iVim ER B RBUR FRIEN B S FFE 538,
EERRERZA. BEFUTEESM:

* HZE/D— MetroCluster BEE =Y DR B NS224 Z2i%E#%%] MetroCluster 3HEAEY, ATHNERREH T
36 [0 Cisco 9336C-FX2 3341,

NREE— 36 iREAY Cisco 9336C-FX2 324, HBERFTEF NS224 FEERENLIMAN, 5ER
"Cisco 3232C 5% 36 iin[ Cisco 9336C-FX2 AT S im57 B FHIR,

WMNREA 12 KO Cisco 9336C-FX2 3Z#t)l, i&EFERA"12 ii[ Cisco 9336C-FX2 AZHAAIF & im 9" o
@ 12 i/ Cisco 9336C-FX2 A AZ 174G NS224 Z21%1%%! MetroCluster R #4/1o

o HIEITEE NS224 72ERY Cisco 9336C-FX2 AT, =Z REEF S MetroCluster EEE 3 DR
4, BREDLE— MetroCluster BLE S DR 4Bi% NS224 £2421%1E33% MetroCluster 3334, tNREH—
™ MetroCluster A2& 3k DR A AZHF NS224 BZRHARS, e REEENE 1 MetroCluster Bt Es{ DR
HiEE,

MNREHIE — MetroCluster 2§ DR AK¥5 NS224 W4 ZR1%EE R MetroCluster 334, 1BIRIBRIEZ T
MIEERY NS224 HZERYIEHISS ALK -

s OFEMEERE—INESR. RcfFileGeneratord 2B RS EMUHNES,

o EE—N)\ T EFHFE U S MetroClusterfic B EEFFAONTAP 9.14. 15 E= AR S,

TR ERFIERNREAR
EEREATENEENEREO SRR, AT ESMARLR:

Ry
N

F

* BT IEEIRAIEREAINS 224 A R SRRV HI 2R AU R 43R
© RIERSSIHAIEEAINS 224 SR AVIT HI BRI &R

BRI IE RN S 22414 R 52 A= 1 28
B RE IR STHRATL IR RUN S 224 B SR ZR AT 1) 28 N B 1B R I O S Bo o

o

Fa fERLEHRAE. ..

AFF C30. AFF A30 AFF TREURFEFERRE25G (F1a4H)iF2100G (E1bH)AKM R,
C60
* ERENS2247Z B ARICisco 9336C)3 M7 A (A 1a - 25G)

* EENS22472 T & HICisco 9336C) M i 5 (B 1b4E- 100GA)

AFF A320 AFF C400 ERENS 22477 (% F S HICisco 9336C) 3 1M i [ 53 BE(4H2)
« ASA C400 AFF A400
« ASAA400
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port-usage-9336c-fx-2-12-port.html
port-usage-9336c-fx-2-12-port.html
port-usage-9336c-fx-2-12-port.html
port-usage-9336c-fx-2-12-port.html
port-usage-9336c-fx-2-12-port.html
port-usage-9336c-fx-2-12-port.html
port-usage-9336c-fx-2-12-port.html
port-usage-9336c-fx-2-12-port.html
port-usage-9336c-fx-2-12-port.html
port-usage-9336c-fx-2-12-port.html
port-usage-9336c-fx-2-12-port.html
port-usage-9336c-fx-2-12-port.html
port-usage-9336c-fx-2-12-port.html
port-usage-9336c-fx-2-12-port.html
port-usage-9336c-fx-2-12-port.html
port-usage-9336c-fx-2-12-port.html
port-usage-9336c-fx-2-12-port.html
port-usage-9336c-fx-2-12-port.html
port-usage-9336c-fx-2-12-port.html
port-usage-9336c-fx-2-12-port.html
port-usage-9336c-fx-2-12-port.html
port-usage-9336c-fx-2-12-port.html
port-usage-9336c-fx-2-12-port.html
port-usage-9336c-fx-2-12-port.html
port-usage-9336c-fx-2-12-port.html

T4 ERILALEE. .

AFF A50 HEHENS224 17 6B & HICisco 9336C)3HM ik A2 ER(5534H)
AFF A700 AFF C800 EIENS 22472 A BICisco 9336C)3THA iR D ER (5E44H)

« ASA C800. AFF A800
AFF A900. ASAA900

AFF A70 AFF CB0 AFF  JE#ENS224 7B & HICisco 9336C)3 i im M 92 Ao (5554H)
A90 AFF A1K

EHENS22477 & F &R9Cisco 9336C) 3w ER (5 1a2h)
EEF 8OOSR, LEFERMEO25GLIANENAFF A30. AFF C30TXAFF C60& Zifrsk. LUEFIENIE
EHINSS2404 5 201E 12 B Cisco 9336C-1T K233,

(D) URERESEEMsRRE— N UHO25CUARE, SUEEAERAHAED,
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Controllers connecting switch-attached shelves
AFF C30 (25G Cluster/HA)
Switch AFF C60 (25G Cluster/HA
“:"J:t Port Use AFF A30 (25G Cluster/HA) ( il
IP Switch x 1 IP Switch x 2 IP Switch x 1 IP Switch x 2
1/1 eda edb eda edb
1/2-4 MetroCluster 1, disabled disabled
2/1 Local Cluster interface eda | edb eda | edb
2/2-4 disabled disabled
3/1 eda | edb eda | edb
3/2-4 MetroCluster 2, disabled disabled
4/1 Local Cluster interface eda | edb eda | edb
4/2-4 disabled disabled
5 NSM-1, e0a NSM-1, eOb NSM-1, e0a NSM-1, eOb
X Storage shelf 1 {9‘] e A i i i Rttt A S e . B TS
& NSM-2, eDa NSM-2, eOb NSM-2, e0a NSM-2, eOb
7 ISL, Local Cluster
J ISL, Local Clust: ISL, Local Clust
8 native speed / 100G e y IEL IR
9 MetroCluster 1, ela e2b eZa e2b
10 MetroCluster interface ela eZb ela e2b
11 MetroCluster 2, ela e2b eZa e2b
12 MetroCluster interface ela e2b e2a elb
ﬁ ISL MetreCluster,
3 native speed 40G / 100G ISL, MetroCluster ISL, MetroCluster
6 breakout mode 10G / 25G
17 MetroCluster 1, e e3b i e3b
18 Ethernet Storage Interface
19 MetroCluster 2
! 3 3b 3 3b
20 Ethernet Storage Interface gea i i i
21 NSM-1, eDa NSM-1, eOb NSM-1, e0a NSM-1, eOb
Storage shelf 2 (8)
22 NSM-2, e0a NSM-2, eOb NSM-2, eDa NSM-2, eOb
23
Storage shelf 3 (7
24 g (7)
25
St f4
26 orage shelf 4 (6)
27
-8 Storage shelf 5 (5)
29
Storage shelf 6 (4
20 g (4)
e Storage shelf 7 (3)
32
33 Storage shelf 8 (2) NSM-1, e0a NSM-1, eOb NSM-1, e0a NSM-1, eOb
34 B NSM-2, eDa NSM-2, eOb NSM-2, e0a NSM-2, eOb
35 NSM-1, e0a NSM-1, eOb NSM-1, e0a NSM-1, eOb
Storage shelf 9 (1)
36 NSM-2, e0a NSM-2, eOb N5M-2, e0a NSM-2, e0b

EHENS 22477 & F & ICisco 9336C) 3 M lim O ER(E1b4H)

BEETAmWODE. UEEANIRO100GLAKM-RAAFF A30.

EERERINS S24HE R 5RiEHEE| Cisco 9336C-E 231

®

IECE EKIGEBAPE — P WK O 100G LAKM*. BT EEAEEFNHARE O,

AFF C30Z(AFF C60R Ttttk LUERE IR
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Controllers connecting switch-attached shelves

AFF C30 (100G Cluster/HA)

Switch AFF C60 (100G Cluster/HA
:;n Port Use AFF A30 (100G Cluster/HA) { uster/HA)
IP Switch x 1 | IP Switch x 2 | IP Switch x 1 | IP Switch x 2

1. MetroCluster 1, eda edb eda edb
2 Local Cluster interface eda edb eda edb
3 MetroCluster 2, eda edb eda edb
4 Local Cluster interface eda edb eda edh
5 NSM-1, e0a NSM-1, eOb NSM-1, e0Oa NSM-1, e0b

Storage shelf 1 (9)
6 NSM-2, e0a NSM-2, e0Ob NSM-2, e0a NSM-2, e0b
4 15, Lol Cluster ISL, Local Cluster ISL, Local Cluster
8 native speed / 100G
9 MetroCluster 1, ela e2b ela e2b
10 MetroCluster interface ela e2b ela e2b
1% MetroCluster 2, eZa e2b ela e2h
12 MetroCluster interface ela e2b ela e2b
iz ISL MetroCluster,
15 native speed 40G / 100G ISL, MetroCluster ISL, MetraCluster
e breakout mode 10G / 25G
17 MetroCluster 1, e 5T iia i
18 Ethernet Storage Interface
19 MetraCluster 2

; eda e3b e3a e3b

20 Ethernet Storage Interface
21 Storage shelf 2 (8) NSM-1, e0a NSM-1, eOb MNSM-1, e0a MNSM-1, eOb
22 8 NSM-2, e0a NSM-2, eOb NSM-2, e0a NSM-2, eOb
;i Storage shelf 3 (7)
25
6 Storage shelf 4 (6)
27

Storage shelf 5 (5
28 g (5)
28

St helf & (4
20 orage shelf 6 (4)
g; Storage shelf 7 (3)
33 g NSM-1, e0a NSM-1, eOb NSM-1, eOa NSM-1, eOb
34 e NSM-2, e0a NSM-2, eOb NSM-2, e0a NSM-2, eOb
35 R — NSM-1, e0Da NSM-1, eOb NSM-1, e0a NSM-1, eOb
36 B NSM-2, e0a NSM-2, eOb NSM-2, e0a NSM-2, e0b

EENS2247F 5T & HCisco 9336C) 3R 53 Ac(4H2)

EERTF BT IHRNIEZERINSS2454 52 281512 5 Cisco 9336 — &23THaHHIAFF A320. AFF C400. ASA
C400. AFF A4003{ASA A400 R AL ESIEONHED:
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Controllers connecting switch-attached shelves
. AFF C400 AFF A400
S Port Use AFFA320 ASA C400 ASA A400
Port
IP_Switch_x_1 IP_Switch_x_2 IP_Switch_x_1 IP_Switch_x_2 IP_Switch_x_1 IP_Switch_x_2

L Metroclus.ter 1, e0a e0d e0c e0d e3a e3b

2 Local Cluster interface

3 MetroCIuslter 2 ela e0d eOc e0d e3a e3b

4 Local Cluster interface

5 NSM-1, e0a NSM-1, e0b NSM-1, e0a NSM-1, eOb NSM-1, e0a NSM-1, e0b
Storage shelf 1 (9)

6 NSM-2, e0a NSM-2, eOb NSM-2, e0a NSM-2, eOb NSM-2, e0a NSM-2, eOb

/ IS_L' Local Cluster ISL, Local Cluster ISL, Local Cluster ISL, Local Cluster

8 native speed / 100G

9 MetroCIuslter L e0g e0h ela elb ela elb

10 MetroCluster interface

11 MetroCIus.ter 2 elg eOh ela elb ela elb

12 MetroCluster interface

13. ISL MetroCluster,

Py native speed 40G / 100G ISL, MetroCluster ISL, MetroCluster ISL, MetroCluster

P breakout mode 10G / 25G

17 MetroCluster 1

’ 0 of 4, 4b / e5b O 0d / e5b

18 Ethernet Storage Interface eve € esa edb/e ese e0d/e

19 MetroCluster 2,

20 Ethernet Storage Interface e0c eof eda e4b/e5b e0c e0d/ e5b

21 NSM-1, e0a NSM-1, e0b NSM-1, e0a NSM-1, eOb NSM-1, eOa NSM-1, e0b
Storage shelf 2 (8)

22 NSM-2, e0a NSM-2, eOb NSM-2, e0a NSM-2, eOb NSM-2, e0a NSM-2, eOb

23 NSM-1, e0a NSM-1, eOb NSM-1, eDa NSM-1, eOb NSM-1, eOa NSM-1, eOb
Storage shelf 2 (7)

24 NSM-2, e0a NSM-2, e0b NSM-2, e0a NSM-2, eOb NSM-2, e0a NSM-2, e0b

25 NSM-1, e0a NSM-1, e0b NSM-1, e0a NSM-1, eOb NSM-1, eOa NSM-1, e0b
Storage shelf 4 (6)

26 NSM-2, e0a NSM-2, eOb NSM-2, e0a NSM-2, eOb NSM-2, e0a NSM-2, eOb

27 Storage shelf 5 (5) NSM-1, e0a NSM-1, eOb

28 NSM-2, e0a NSM-2, e0b

29 NSM-1, e0a NSM-1, e0b NSM-1, e0a NSM-1, eOb NSM-1, eOa NSM-1, e0b
Storage shelf 6 (4)

30 NSM-2, e0a NSM-2, eOb NSM-2, e0a NSM-2, eOb NSM-2, e0a NSM-2, eOb

31 NSM-1, e0a NSM-1, eOb NSM-1, eDa NSM-1, eOb NSM-1, eOa NSM-1, eOb
Storage shelf 7 (3)

32 NSM-2, e0a NSM-2, e0b NSM-2, e0a NSM-2, eOb NSM-2, e0a NSM-2, e0b

33 NSM-1, e0a NSM-1, e0b NSM-1, e0a NSM-1, eOb NSM-1, eOa NSM-1, e0b
Storage shelf 8 (2)

34 NSM-2, e0a NSM-2, eOb NSM-2, e0a NSM-2, eOb NSM-2, e0a NSM-2, eOb

35 NSM-1, e0a NSM-1, eOb NSM-1, eDa NSM-1, eOb NSM-1, eOa NSM-1, eOb
Storage shelf 9 (1)

36 NSM-2, e0a NSM-2, e0b NSM-2, e0a NSM-2, eOb NSM-2, e0a NSM-2, e0b

EHENS22477 (5 F AR Cisco 9336C) 3 O 2 AL (55 34H)
BEER A ERIINSS24 42 2R IE £ B Cisco 9336 i x-BE23TRHIHIAFF ASORAR T &5k 2 EE.



Controllers connecting switch-attached shelves

Switch Port U AFF A50
ort Use
Port
IP Switch x 1 | IP Switch x 2
1 MetroCluster 1, eda edb
2 Local Cluster interface eda edb
3 MetroCluster 2, eda edb
- Local Cluster interface eda edb
5 Storage shelf 1 (9) NSM-1, e0a NSM-1, eOb
6 NSM-2, e0a NSM-2, e0b
7 iS_L, Local Cluster ISL Local Cluster
8 native speed / 100G
9 MetroCluster 1, e2a e2b
10 MetroCluster interface ela e2b
11 MetroCluster 2, e2a e2b
12 MetroCluster interface e2a e2b
13
TA ISL MetroCluster,
e native speed 40G / 100G ISL, MetroCluster
s breakout mode 10G / 25G
17 MetroCluster 1, o e3b
18 Ethernet Storage Interface
19 troClust
MetroCluster 2, e3a e3b
20 Ethernet Storage Interface
2% Storage shelf 2 (8) NSM-1, e0a NSM-1, e0b
22 NSM-2, e0a NSM-2, eOb
23 Storage shelf 3 (7) NSM-1, e0a NSM-1, eOb
24 NSM-2, e0a NSM-2, eOb
25 NSM-1, e0a NSM-1, eOb
St helf 4 (6 : :
26 orags e 40 NSM-2, e0a NSM-2, e0b
27
Storage shelf 5 (5)
28
29 NSM-1, e0a NSM-1, eOb
Storage shelf 6 (4 3 >
30 ¢ @ NSM-2, e0a NSM-2, e0b
31 NSM-1, e0a NSM-1, eOb
32 Formgenetty &) NSM-2, e0a NSM-2, e0b
33 NSM-1, e0 NSM-1, eOb
Storage shelf 8 (2) e €
34 NSM-2, eDa NSM-2, eOb
35 NSM-1, e NSM- Ob
Storage shelf 9 (1) A 28
36 NSM-2, e0a NSM-2, eOb
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HEHENS22477 B F S HICisco 9336C) 3 A im0 57 Bl (E44H)
BEEA T ARSTRNEERINSS24 M &2 2R 1E# 5 Cisco 9336—*2 ZIEAAIAFF A700. AFF A900. ASA
C800. AFF A800. AFF C800ZXASA A900R L4 AR5 ER:
Controllers connecting switch-attached shelves
X AFF C800 AFF AS00
Switch Port Use AFF A700 ASA C800 ASA ASDO
Port AFF ABOD
IP_Switch_x_1 IP_Switch_x_2 IP_Switch_x_1 IP_Switch_x 2 IP_Switch_x_1 IP_Switch_x_2
1 MetroCIus.ter 1, eda ede / e8a e0a ela eda edble) / e8a
2 Local Cluster interface Note 1
3 MetroCIus.ter 2, ca ede / e8a c0a ela c4a edb(e) / e8a
4 Local Cluster interface Note 1
5 NSM-1, e0a NSM-1, eOb NSM-1, e0a NSM-1, eDb NSM-1, eDa NSM-1, eDb
Storage shelf 1 (9)
6 NSM-2, e0a NSM-2, eOb NSM-2, e0a NSM-2, eDb NSM-2, eDa NSM-2, eDb
/ IS_L’ Local Cluster ISL, Local Cluster ISL, Local Cluster ISL, Local Cluster
8 native speed / 100G
El MetroCIus_ter L e5a e5b e0b elb e5b e7b
10 MetroCluster interface
11 MetroCIus_ter Z e5a e5b e0b elb e5b e7b
12 MetroCluster interface
ii ISL MetroCluster,
s native speed 40G / 100G ISL, MetroCluster ISL, MetroCluster ISL, MetroCluster
6 breakout mode 10G / 25G
17 i i
MetroCluster 1, e3a e3b/e7b 54 eSb / e3b e3a (opt!on 1) e3b l[optlf:m 1)
18 Ethernet Storage Interface e2a [option 2) | el10b (option 2)
10 - -
MetroCluster 2, e3a e3b/e7b e5a eSb / e3b e3a (opt!on 1) e3b {optl.on 1)
20 Ethernet Storage Interface e2a (option 2) | el10b (option 2)
21 NSM-1, e0a NSM-1, eOb NSM-1, e0a NSM-1, eOb NSM-1, eDa NSM-1, eDb
Storage shelf 2 (8)
22 NSM-2, e0a NSM-2, eOb NSM-2, e0a NSM-2, eDb NSM-2, eDa NSM-2, eDb
23 NSM-1, e0a NSM-1, eOb NSM-1, e0a NSM-1, eDb NSM-1, eDa NSM-1, eDb
Storage shelf 3 (7)
24 NSM-2, eDa NSM-2, eOb NSM-2, eOa NSM-2, eOb NSM-2, eDa NSM-2, eOb
25 NSM-1, eDa NSM-1, eOb NSM-1, eOa NSM-1, eOb NSM-1, eOa NSM-1, eOb
Storage shelf 4 (6)
26 NSM-2, eDa NSM-2, eOb NSM-2, eOa NSM-2, eOb NSM-2, eDa NSM-2, eOb
27 NSM-1, eDa NSM-1, eOb NSM-1, eOa NSM-1, eOb NSM-1, eOa NSM-1, eOb
Storage shelf 5 (5)
28 NSM-2, eDa NSM-2, eOb NSM-2, eDa NSM-2, eOb NSM-2, eDa NSM-2, eOb
29 NSM-1, e0a NSM-1, eOb NSM-1, eDa NSM-1, eOb NSM-1, eDa NSM-1, eOb
Storage shelf 6 (4)
30 NSM-2, e0a NSM-2, eOb NSM-2, eDa NSM-2, eOb NSM-2, eDa NSM-2, eOb
31 NSM-1, e0a NSM-1, eOb NSM-1, e0a NSM-1, eOb NSM-1, eDa NSM-1, eOb
Storage shelf 7 (3)
32 NSM-2, e0a NSM-2, eOb NSM-2, e0a NSM-2, eOb NSM-2, eDa NSM-2, eOb
33 NSM-1, e0a NSM-1, eOb NSM-1, e0a NSM-1, eOb NSM-1, eDa NSM-1, eOb
Storage shelf 8 (2)
34 NSM-2, e0a NSM-2, eOb NSM-2, e0a NSM-2, eOb NSM-2, eDa NSM-2, eOb
35 NSM-1, e0a NSM-1, eOb NSM-1, e0a NSM-1, eOb NSM-1, e0a NSM-1, eOb
Storage shelf 9 (1)
36 NSM-2, e0a NSM-2, eOb NSM-2, e0a NSM-2, eOb NSM-2, eDa NSM-2, eOb

AT NREERRZEX 440AL@E%§4OGBpS,

2%5(100Gbps).

ZEHENS22472E T

HAFF AIKRFAHR LN FERIHO DA :

H(E AR edafledestedatleda, WRFEABIEX91153AEE

15 ER IR Oed4afledbsiedaflesas

BHCisco 9336C)3 1M im O A (5554H)
BEERTHRR ‘?ﬁﬂLh‘%E’]NSSZﬁZZﬁ””

E1%FCisco 9336 C-1T23Z#HFIAFF A70. AFF C80. AFF A90
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Controllers connecting switch-attached shelves

e8a (option 1)
ella (option 2)
e8b (option 3)

e8b (option 1)
el1b (option 2)
ella (option 3)

e8a (option 1)
ella (option 2)
e8b (option 3)

e8b (option 1)
ellb (option 2)
ella (option 3)

e8a (option 1) e8b (option 1)
ella (option 2) | ellb (option 2)
€8b (option 3) ella (option 3)

MetroCluster 1,
Ethernet Storage Interface

el10a (option 3)
ella (option 4)
18 e8b (option 5)
e10b (option 6)

Switch AFF A70 AFF C80 AFF A90 AFF A1K
P Port Use

IP_Switch_x_1 IP_Switch_x 2 IP_Switch x_1 IP_Switch_x_2 IP_Switch_x_1 IP_Switch x 2 IP_Switch x_1 IP_Switch_x_2
= MetroCIu%ter L ela e7a ela e7a ela e7a ela e7a
2 Local Cluster interface
8 MetroCIus_ter % ela e7a ela e7a ela e7a ela e’/a
4 Local Cluster interface
5 Sisrage ke i NSM-1, e0a NSM-1, eOb NSM-1, e0a NSM-1, eOb NSM-1, e0a NSM-1, eOb NSM-1, e0a NSM-1, eOb
6 g NSM-2, e0a NSM-2, e0b NSM-2, e0a NSM-2, eOb NSM-2, e0a NSM-2, e0b NSM-2, e0a NSM-2, eOb
L IS,L’ Lacalclister ISL, Local Cluster ISL, Local Cluster ISL, Local Cluster ISL, Local Cluster
8 native speed / 100G
2 MetroCIus‘ter 1, e2a e2b e2a e2b e2b e3b e2b e3b
10 MetroCluster interface
1 MetroCIus_ter 2 e2a e2b e2a e2b e2b e3b e2b e3b
12 MetroCluster interface
ﬁ ISL MetroCluster,
15 native speed 40G / 100G ISL, MetroCluster ISL, MetroCluster ISL, MetroCluster ISL, MetroCluster
s breakout mode 10G / 25G

e8a (option 1) e8b (option 1)

17 e9a (option 2) e9b (option 2)

e10b (option 3)
el1b (option 4)
e9a (option 5)
ella (option 6)

e8a (option 1)
ella (option 2)
e8b (option 3)

e8b (option 1)
ellb (option 2)
ella (option 3)

e8a (option 1)
ella (option 2)
e8b (option 3)

e8b (option 1)
ellb (option 2)
ella (option 3)

eB8a (option 1) e8b (option 1)
ella (option 2) | ellb (option 2)
e8b (option 3) ella (option 3)

MetroCluster 2,
Ethernet Storage Interface

e8a (option 1)
19 e9a (option 2)
el10a (option 3)
ella (option 4)

e8h (option 1)
e9b (option 2)
e10b (option 3)
el1b (option 4)

20 e8b (option 5) e9a (option 5)
e10b (option 6) ella (option 6)
21 storage shelf 2 (8] NSM-1, e0a NSM-1, eOb NSM-1, e0a NSM-1, e0b NSM-1, e0a NSM-1, eOb NSM-1, e0a NSM-1, e0b
22 NSM-2, e0a NSM-2, eOb NSM-2, e0a NSM-2, e0b NSM-2, e0a NSM-2, eOb NSM-2, e0a NSM-2, eOb
23 R —— NSM-1, eDa NSM-1, eOb NSM-1, e0a NSM-1, eOb NSM-1, ea NSM-1, eOb NSM-1, e0a NSM-1, eOb
24 NSM-2, e0a NSM-2, eOb NSM-2, eDa NSM-2, eOb NSM-2, e0a NSM-2, eOb NSM-2, e0a NSM-2, eOb
25 T —— NSM-1, e0a NSM-1, eOb NSM-1, e0a NSM-1, eOb NSM-1, e0a NSM-1, eOb NSM-1, e0a NSM-1, eOb
26 NSM-2, e0a NSM-2, e0b NSM-2, e0a NSM-2, eOb NSM-2, e0a NSM-2, e0b NSM-2, e0a NSM-2, eOb
27 Storage shelf 5 (5] NSM-1, e0a NSM-1, eOb NSM-1, e0a NSM-1, eOb NSM-1, e0a NSM-1, eOb NSM-1, e0a NSM-1, eOb
28 NSM-2, e0a NSM-2, eOb NSM-2, e0a NSM-2, eOb NSM-2, e0a NSM-2, eOb NSM-2, e0a NSM-2, eOb
29 Sisrage bl () NSM-1, e0a NSM-1, eOb NSM-1, e0a NSM-1, eOb NSM-1, e0a NSM-1, eOb NSM-1, e0a NSM-1, eOb
30 NSM-2, e0a NSM-2, eOb NSM-2, e0a NSM-2, eOb NSM-2, e0a NSM-2, e0b NSM-2, e0a NSM-2, eOb
31 S NSM-1, e0a NSM-1, eOb NSM-1, e0a NSM-1, eOb NSM-1, e0a NSM-1, eOb NSM-1, e0a NSM-1, eOb
32 NSM-2, e0a NSM-2, eOb NSM-2, e0a NSM-2, eOb NSM-2, e0a NSM-2, eOb NSM-2, e0a NSM-2, eOb
33 ., NSM-1, e0a NSM-1, eOb NSM-1, e0a NSM-1, eOb NSM-1, e0a NSM-1, eOb NSM-1, e0a NSM-1, eOb
34 NSM-2, eDa NSM-2, eOb NSM-2, e0a NSM-2, eOb NSM-2, eDa NSM-2, eOb NSM-2, e0a NSM-2, eOb
35 —— NSM-1, eDa NSM-1, eOb NSM-1, e0a NSM-1, eOb NSM-1, e0a NSM-1, eOb NSM-1, e0a NSM-1, eOb
36 NSM-2, e0a NSM-2, eOb NSM-2, e0a NSM-2, eOb NSM-2, e0a NSM-2, eOb NSM-2, e0a NSM-2, eOb

IR ARE R IR BN S 224 A 52 2R
FATE RIERE SR E R RINS 2247 B R p94E I 2R ROE i AV O 2 Bk

Fa fERLERLE. ..

AFF A150. ASAA150 Cisco 9336C) R MR IEIENS 2241718 F & im [ B (55640)
FAS2750. AFF A220

AFF A20 Cisco 9336C) 3R ARIEENS224 77T Sim 53 Bo(£74H)

FAS500f AFF C250. ASA Cisco 9336C)3 M RIEIENS224 1% EF GimE 77 Ao (3584H)
C250 AFF A250. ASA
A250

AFF C30. AFF A30
FAS50 AFF C60

TREVATEERBRE25G (4H9a)iF 2 100G (£H9b) AKX M+,

* Cisco 9336C) A ARIEIENS 22417 (ETF & ik 0 72 At (4H9a)
* Cisco 9336C)Z M ARIEIENS 224178 & Uik [ 5B (LH9b)

FAS8200. AFF A300 Cisco 9336C)3HHRIEENS224 72 F A im D ER(FE 1048)
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4 ERIALEE. .

AFF A320 FAS9300. AFF Cisco 9336C)AZ IR ARIEENS2247F T S im0 9 EC(55114H)
C400. ASA C400

. FAS4700 AFF A400

. ASAA400

AFF A50 Cisco 9336C) M KRIEENS224 72 F A im O D ER(FE 1240)

FAS9000. AFF A700 AFF Cisco 9336C)RX NI AR EENS224FEF Bl O AC(351340)
C800. ASA C800. AFF

A800. ASAAS800

FAS9500. AFF A900.

ASA A900

FAS70. AFF A70 AFF Cisco 9336C) AR IEIENS224 2 BT SR O D ER(E1440)
C80 FAS90. AFF A90
AFF A1K

Cisco 9336C) 3| RIEIZENS 224725 & im 2 E2(5564H)

BEEFAROSE. LUERNFRBIAIEZMINSS24 53281512 5 Cisco 9336: &EXTAFF A150. ASAA150

. FAS27505(AFF A220 & 4 iH T4k

Controllers not connecting switch-attached shelves
AFF A150
Switch ASAALS0
Port Use FAS2750
Port
AFF AZ220
IP Switch x 1 IP_Switch x 2
1-86 Unused disabled
7 ISL, L | Clust
) otaliiuster I5L, Local Cluster
8 native speed / 100G
9,1 0 Ob
5;':; 2 MetroCluster 1, el di5;a|bled =
. Shared Cluster and MetroCluster
10/1 e e0a | e0b
10/2-4 disabled
11/1 0 Ob
11}{’; 2 MetroCluster 2, =a di5;a|bled £
- Shared Cluster and MetroCluster
12/1 e e0a | e0b
12/2-4 disabled
13
" I5L MetroCluster,
T native speed 40G / 100G I15L, MetroCluster
" breakout mode 106G [/ 25G
17-36 Unused disabled

Cisco 9336C)3HH| K IEENS2247F (& F SR O D E(E74H)

BFEFABAONMIBER. UEARGIENIEIZIINSS24545 521512 2Cisco 9336 BEXRIRYIAIAFF 2020%
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Fifntk.

Controllers not connecting switch-attached shelves

Switch AFF A20
. Port Use
IP Switch x 1 IP_Switch x 2
1/1 e23 edg
1/2-4 MetroCluster 1, disabled
2/1 Local Cluster interface ela | eda
2/2-a disabled
3/1 e2a | edg
3/2-4 MetroCluster 2, disabled
4/1 Local Cluster interface ela | eda
al2-4 disabled
5-6 Unused disabled
7 I5L, Local Cluster ISL, Local Cluster
8 native speed / 100G
5/1 e2b | edb
9/2-4 MetroCluster 1, disabled
10/1 MetroCluster interface e2h | edb
10/2-4 disabled
11/1 a2b | edb
11/2-4 MetroCluster 2, disabled
12/1 MetroCluster interface elb | edb
12/2-4 disabled
13 I5L MetroCluster,
14 native speed 40G / 100G I5L, MetroCluster
:Z breakout mode 10G / 256G
17-36 Unused disabled

Cisco 9336C) | R IEIENS 22472 (& & ik 2 BR(5£848)

BEEFRHODEBER. UEAREIENEEIINSS2454 5 521% £ F Cisco 9336 — E 23T A HIFAS500f
. AFF C250. ASA C250. AFF A2505%XASA A250& %74k :
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Controllers not connecting switch-attached shelves
FASS00f
AFF C250
Switch
Port Use ASA €250
Port AFF A250
ASA A250
IP_Switch x 1 IP_ Switch x 2
1-6 Unused disabled
7 ISL, L | Clust
» Local Liuster ISL, Local Cluster
8 native speed / 100G
9?’;14 MetroCluster 1, eoc i |b| r e0d
- isable
Shared Cluster and MetroCluster
10/1 e e0c | 20d
10/2-4 disabled
11;’;14 MetroCluster 2, eoc i |b| r e0d
- isable
Shared Cluster and MetroCluster
12/1 e e0c | 20d
12/2-4 disabled
E I5L MetroCluster,
1 native speed 40G / 100G I5L, MetroCluster
5 breakout mode 106G / 256G
17-36 Unused disabled

Cisco 9336C) A KRIEIENS2247Z B & Ik 09 ER(4H9a)

A98e. MUEFEAMEEREA25G LA MR R IEIER AN EZAINSS24 54 R ZRAIAFF A30. AFF C30
. AFF C603{FAS50A4:iE1%%Cisco 9336C-1T233#E 41 :

*E\ID_

®

tECE R B HEARR

— IR O25G AR R, LUEZEAtEEBEHARE
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Controllers not connecting switch-attached shelves
Switch AEFCH0/1256 Clusar/BA) FAS50 (256 Cluster/HA) AFF C60 (25G Cluster/HA)
e Port use AFF A30 (25G Cluster/HA)
IP_Switch x 1 IP_Switch x 2 IP Switch x 1 IP_Switch x 2 IP_Switch x 1 IP_Switch x 2
/1 eda edb eda edb eda edb
1/2-4 MetroCluster 1, disabled disabled disabled
2/1 Local Cluster interface eda ‘ edb eda | edb eda | edb
2/2-4 disabled disabled disabled
3/1 eda ‘ edb eda | edb eda | edb
3/2-4 MetroCluster 2, disabled disabled disabled
4/1 Local Cluster interface eda ‘ edb eda | edb eda | edb
4/2-4 disabled disabled disabled
5-6 Unused disabled disabled disabled
z IS_L’ Lol Clustas ISL, Local Cluster ISL, Local Cluster ISL, Local Cluster
8 native speed / 100G
9 MetroCluster 1, e2a e2b e2a e2b e2a e2b
10 MetroCluster interface e2a e2b e2a e2b ela e2b
11, MetroCluster 2, ea e2b ea e2b ela e2b
12 MetroCluster interface e2a ezb e2a e2b e2a e2b
= ISL MetroCluster,
i: native speed 40G / 100G ISL, MetroCluster ISL, MetroCluster ISL, MetroCluster
6 breakout mode 10G / 25G
17-36 Unused disabled disabled disabled
Cisco 9336C) IR IEIENS 22477 & 1% 53 EC(4H9b)

BETA

C30. AFF C603FAS50& 4% %%!Cisco 9336C-1T23#M1

®

ImASE. LEFFANIRO 100G LUK -RIGRIEIZEIIBEIZRINSS24F4 B Z2HAFF A30. AFF

IECE EKIEEAPRE — PR 100G LAKM*. AT EEAEEFNHARE O,

Controllers not connecting switch-attached shelves
Switch AR L R T FASS0 (100G Cluster/HA) AFF C60 (100G Cluster/HA)
P Port use AFF A30 (100G Cluster/HA)
IP_Switch x 1 IP_Switch x 2 IP_ Switch x 1 IP_Switch x 2 IP Switch x 1 IP_Switch x 2
1 MetroCluster 1, eda edb eda edb eda edb
2 Local Cluster interface eda edb eda edb eda edb
3 MetroCluster 2, eda edb eda edb eda edb
4 Local Cluster interface eda edb eda edb eda edb
5-6 Unused disabled disabled disabled
_ IS_L’ i g ISL, Local Cluster ISL, Local Cluster ISL, Local Cluster
8 native speed / 100G
9 MetroCluster 1, ela e2b ela e2b ela e2b
10 MetroCluster interface e2a ezb ela e2b e2a e2b
11 MetroCluster 2, e2a e2b e2a e2b eZa e2b
12 MetroCluster interface e2a e2b ea e2b e2a e2b
= ISL MetroCluster,
1: native speed 40G / 100G ISL, MetroCluster ISL, MetroCluster ISL, MetroCluster
e breakout mode 10G / 25G
17-36 Unused disabled disabled disabled

Cisco 9336C) A FRIEENS 22477 (5T S i 2 EZ(5E1048)

BEETABRODKRR. UEANRRETHANERZIINSS24HH 5

HAFF A300 R Zifptk:
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Controllers not connecting switch-attached shelves
Switch FAS8200
Port Port Use AFF A300
IP_Switch x 1 IP_Switch x 2
1/1 ela alb
1/2-4 MetroCluster 1, disabled
2{1 Local Cluster interface ela | elb
2/2-4 disabled
3/1 e0a | e0b
3/2-4 MetroCluster 2, disabled
a1 Local Cluster interface ela | elb
a/2-4 disabled
5-6 Unused disabled
7 I5L, Lacal Cluster ISL, Local Cluster
8 native speed / 100G
9/1 ela | elb
9/2-4 MetroCluster 1, disabled
10/1 MetroCluster interface ela | elb
10/2-4 disabled
11/1 ela | elb
11/2-4 MetroCluster 2, disabled
12/1 MetroCluster interface ela | elb
12/2-4 disabled
13 ISL MetroCluster,
14 native speed 40G / 100G I5L, MetroCluster
E breakout mode 106G / 256G
17-36 Unused disabled

Cisco 9336C) A RIEENS 22477 (E T & ik D ER(FE114H)

EEEGHEONE. UMEARIEIENIEZIINSS245E 5581512 B Cisco 9336: ZXAFF A320. FAS8700
. AFF A400. ASA C400. FAS8300. AFF C4005{ASA A400RZFHITHLk:



Controllers not connecting switch-attached shelves
FAS8300
Switch AFF C400 AFF A400
oot Port Use GFFREAY ASA C400 ASA A40D
FAS8700
IP_Switch_x_1 IP_Switch_x_2 IP_Switch_x_1 IP_Switch_x_2 IP_Switch_x_1 IP_Switch_x_2

1 MetroCluster 1,

0 od O od 3 3b
2 Local Cluster interface eva € eve € e=a €
3 MetroCluster 2,

0 od O od 3 3b
4 Local Cluster interface eva & eee & e-a &
5-6 Unused disabled disabled disabled
; If_l" Local gl;"slt;gG ISL, Local Cluster ISL, Local Cluster ISL, Local Cluster

native spee
9 MetroCluster 1, el eOh ela elb ela elb
10 MetroCluster interface &
11 MetroCluster 2, el eOh ela elb ela elb
12 MetroCluster interface &
ii ISL MetroCluster,
s native speed 40G / 100G ISL, MetroCluster ISL, MetroCluster ISL, MetroCluster
16 breakout mode 10G / 25G
17-36 Unused disabled disabled disabled
Paxax
Cisco 9336C) A RIEIENS 22472 & & i 2 EZ(551240)

EEFARODE. UEARREIRYEERINSS24M 2 5R1EHECisco 9336 BRI HMABIAFF A505R 47

2.

Controllers not connecting switch-attached shelves

Switch AFF AS0
Port Port use
IP_Switch x 1 IP_Switch x 2
1 MetroCluster 1, eda edb
2 Local Cluster interface eda edb
3 MetroCluster 2, eda edb
4 Local Cluster interface eda edb
3-6 Unused disabled
7 I5SL, Local Cluster ISL, Local Cluster
8 native speed / 100G
9 MetroCluster 1, e2a e2b
10 MetroCluster interface e2a e2b
11 MetroCluster 2, e2a e2b
12 MetroCluster interface e2a e2b
13 I5L MetroCluster,
14 native speed 40G / 100G I5L, MetroCluster
1’2 breakout mode 10G f 256G
17-36 Unused disabled

Cisco 9336C) A FIEENS 22477 (5T S i 2 ER(E1340)

BEEREIRAIEIZRINSS24 k£ 521512 EIASA C800 Cisco 9334c-&

. ASAA800 ASAA900. FAS9500. AFF A700E{AFF C800&SHITHLIEIZEMTES
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Controllers not connecting switch-attached shelves
AFF C800 FASA500
Sk FAS9000 ASA C800 g —
Port Port Use AFF A700 AFF AB0O ASA A900
ASA AB00
IP_Switch_x_1 IP_Switch_x_2 IP_Switch_x_1 IP_Switch_x_2 IP_Switch_x_1 IP_Switch_x_2
1 Metm(_‘lus.ter 1, c4a ede / e8a c0a cla cla edble) / eBa
2 Local Cluster interface Note 1
3 MetroCIus:ter 2, c4a ede ] e8a <0a cla cla edble) / eBa
4 Local Cluster interface Note 1
5-6 Unused disabled disabled disabled
l IS_L' Local Cluster ISL, Local Cluster ISL, Local Cluster ISL, Local Cluster
] native speed / 100G
El MetroCIus-ter L e5a e5b e0b elb e5b e7b
10 MetroCluster interface
11 MetroCIus-ter 2 e5a e5b e0b elb e5b e7b
12 MetroCluster interface
ii ISL MetroCluster,
s native speed 40G / 100G ISL, MetroCluster I1SL, MetroCluster ISL, MetroCluster
16 breakout mode 10G / 25G
17-36 Unused disabled disabled disabled

F1INREFEREX91440A1EAC2840GBps, 15F Ak edafledeTiedatle8a, IRFEAAIEXI1153AEH
#3(100Gbps). EfEA IR edaflledbTHedaFllesa,

Cisco 9336C)3HH K IEENS2247F M8 AR B (E144H)

BEFRIGTIANIEZEAINSS2454 52 52 1% 12 B Cisco 9336 C-1T235#i#|FIAFF A70. FAS70. AFF C80. FAS90
. AFF A90SKAFF AMKRZHTES im0 ED :

Controllers not connecting switch-attached shelves

Switch ) AFF C80 A0 AFF ALK
Port Use AFF A70 AFF A90
Port
IP_Switch_x_1 IP_Switch_x 2 IP_Switch x 1 IP_Switch_x_2 IP_Switch_x_1 IP_Switch_x_2 IP_Switch_x 1 IP_Switch_x_2
1 MetroCIus-ter L ela e7a ela e7a ela e7a ela e7a
2 Local Cluster interface
3 MetroCIus_ter % ela e7a ela e7a ela e7a ela e7a
4 Local Cluster interface
5-6 Unused disabled disabled disabled disabled
7 ISL, Local Cluster
5 ISL, Local Cluster ISL, Local Cluster ISL, Local Cluster ISL, Local Cluster
8 native speed / 100G
2 Metroclus.ter L e2a e2b e2a e2b e2b e3b e2b e3b
10 MetroCluster interface
o MetroCIus.ter 2 e2a e2b e2a e2b e2b e3db e2b e3b
12 MetroCluster interface
ii ISL MetroCluster,
5 native speed 40G / 100G ISL, MetroCluster ISL, MetroCluster ISL, MetroCluster ISL, MetroCluster
i breakout mode 10G / 25G
17-36 Unused disabled disabled disabled disabled

MetroCluster IP E2 &+ Broadcom % 1FH) BES-53248 IP 3 AAF 8imOn B
MetroCluster IP B2 & FBYix QER B REUR F RN E S HFE S RE,
EERARERT . BEEEUTEEEM:

s B RBEER AERERERTIZISLE ORI (FIF0. ZEZZE)10 Gbps ISLimERY25 Gbpsim).
* NER AN EZEMetroCluster FCE|IPITE. MAREEERMNBAESERU T imO:
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Eﬁ'\"é‘ ﬁ#-'ﬁlj

FAS500f. AFF C250. ASA C250. AFF A250. ASAA250. FAS9300. AFF %1 -6. 10Gbps
C400. ASA C400. AFF A400. ASAA400. ZXFAS4700F &

FAS82003{AFF A300F& IwA3 - 4%19 - 120 10
Gbps

* BECE Y Broadcom BES-53248 ZZi#/l#Y AFF A320 R4tr]se AR B ThRE,
FIAFERGAME BT R R SNV ERIECE TR B8, AU TEEMIE:

° )\ = MetroCluster Bt &
> M MetroCluster FC i3 &% MetroCluster IP B2 &
° RIFIOT = MetroCluster IP Big& ( ONTAP 9.8 E S 4)

HNENEEEERERMITLAR
ERTRAEEMNERIHLR.

EHRS fERLERLEEK. ..

AFF A150. ASAA150 Broadcom BES-53248F & i[53 B2 (£H1)
FAS2750

AFF A220

FAS500f AFF C250. ASA Broadcom BES-53248F &1 [ 47 B (£H2)
C250 AFF A250. ASA

A250
AFF A20 Broadcom BES-53248F &im 1453 Ad(5534H)
AFF C30. AFF A30 Broadcom BES-53248F &[5 Ad(5544H)

FAS50 AFF C60
FAS8200. AFF A300 Broadcom BES-53248F & i 1 5 At(£540)
AFF A320 Broadcom BES-53248F &im 53 BR(5564H)

FAS9300 AFF C400 Broadcom BES-53248F &ix 53 AR(5574H)
. ASA C400 AFF A400

« ASAA400 FAS4700

Broadcom BES-53248F & i[9 B (2H1)
EEBAFF A150. ASAA150. FAS27503¢AFF A220 A4 iE1%%Broadcom BES-53248 3 MM F & im o i
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AFF A130
i ASA ALS0
Physical
Port use FAS2750
Port
AFF A220
IP_Switch x 1 IP_Switch x 2
1 MetroCluster 1, Shared Cluster and MetroCluster
ela elb
2 interface
3 MetroCluster 2, Shared Cluster and MetroCluster
ela elb
4 interface
5-3 Unused disabled
9 MetroCluster 3, Shared Cluster and MetroCluster
ela elb
10 interface
11 MetroCluster 4, Shared Cluster and MetroCluster
ela elb
12 interface
13
2 I5L, MetroCluster
e native speed ISL, MetroCluster
10G [/ 25G
16
.- Ports not licensed (17 - 54)
53 I15L, MetroCluster, nati d
eLroLIUster, native spee ISL, MetroCluster
54 40G [ 100G (Note 1)
55 ISL, L | Clust
ocatLiuster ISL, Local Cluster
56 native speed / 100G

* A ERX LR O FE &R IMYIFENE,

* IR MMetroClusterft BEFBHERBINFES. NetAppZBINA— M EiEFEHMetroCluster 3. AF—MECE
iEF2HMetroCluster 4, NRFERE. MHATAE—MECE%EFEMetroCluster 35¢MetroCluster 4. HE
MEEE EIEMetroCluster 18{MetroCluster 2,

Broadcom BES-53248F & i[9 B (4H2)

EEFERLLIEFAS500f. AFF C250. ASA C250. AFF A2503XASA A250% 4tk 1% FIBroadcom BES-53248
RN FEEIRA9E
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FASS00f
AFF C250
Physical ASA C250
Port use
Port AFF A250
ASA A250
IP_Switch x 1 IP_Switch x 2
1-4 Unused disabled
5 MetroCluster 1, Shared Cluster and MetroCluster
i elc eld
6 interface
7 MetroCluster 2, Shared Cluster and MetroCluster
i elc e0d
a interface
g MetroCluster 3, Shared Cluster and MetroCluster
i elc eld
10 interface
11 MetroCluster 4, Shared Cluster and MetroCluster
i elc eld
12 interface
fl I15L, MetroCluster
e native speed I5L, MetroCluster
105 /256G
16
. Ports not licensed (17 - 54)
53 ISL, MetroCluster, native speed ISL, MetroCluster
54 40G / 100G (Note 1)
55 ISL, Local Cluster ISL, Local Cluster
56 native speed / 100G

* A ERX LR O FEZ & IMYIFENE,

* IR MMetroClusterft BEFBHERBINFES. NetAppZBINA— ML EiEFEHMetroCluster 3. AF—MECE
iEF2HMetroCluster 4, R FERE. M AE—MECE%EFEMetroCluster 35¢MetroCluster 4. HE
MEEE EIFEMetroCluster 18{MetroCluster 2,

Broadcom BES-53248F & i[9 EC(55340)
BEEBAFF A20% 451 % EIBroadcom BES-53248 AR F & ik O 53 :
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Physical AFF A20
Pﬁrt Port use
s)
IP_Switch x 1 IP_Switch x 2
; MetroCluster 1, Local Cluster interface e2a eda
3 ;
a MetroCluster 2, Local Cluster interface ela eda
5 .
5 MetraCluster 1, MetroCluster interface e2b edb
7 ’
8 MetraCluster 2, MetroCluster interface e?b edb
9-12 Unused disabled
13
14 ISL, MetroCluster
15 native speed I1SL, MetroCluster
10G / 25G
16 B :
17 MetroCluster 3, Local Cluster interface
ela eda
18 (note 1)
19 MetroCluster 3, MetroCluster interface
elb edb
20 {note 1)
21 MetroCluster 4, Local Cluster interface
ela eda
22 (note 1)
23 MetroCluster 4, MetroCluster interface s b
24 (note 1)
- Ports not licensed (25 - 54}
53 ISL, MetroCluster, native speed
p ' ; ISL, MetroCluster
54 40G / 100G (note 1) '
55 ISL, L | Clust
il S ISL, Local Cluster
56 native speed / 100G

*SEERXEROFEHIMNIIFEIL.

Broadcom BES-53248F &ix[1 49 L (55440)
EEFEAMEO25GLIAMEIFAFF A30. AFF C30. AFF CB608{FAS50& %1% 1% |Broadcom BES-532483%#t

BT & iwH 72 B

@ * WA ERETHEAPRE—NUHO25GUARM K. LUEZEAEEREMHARE,
* IEECEERITHISE LR RPABQSFP-SFP+EACEs. LAZHi25 GbpsMEERE,
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AFF C30 (25G Cluster/HA
Physical ( sterfiin) FASS0 (25G Cluster/HA) AFF C60 (256G Cluster/HA)
it Port use AFF A30 (25G Cluster/HA)
o
IP_Switch_x_1 IP_Switch_x_2 IP_Switch_x_1 IP_Switch_x_2 IP_Switch_x_1 IP_Switch_x_2
; MetroCluster 1, Local Cluster interface eda edb eda edb eda edb
i MetroCluster 2, Local Cluster interface eda e4b eda edb eda edb
5 F
E MetroCluster 1, MetroCluster interface e2a e2b e2a e2b e2a e2b
Z} MetroCluster 2, MetroCluster interface e2a e2b e2a e2b e2a e2b
9-12 Unused disabled disabled disabled
13
7 ISL, MetroCluster
= native speed ISL, MetroCluster ISL, MetroCluster ISL, MetroCluster
10G / 25G

16
17 MetroCluster 3, Local Cluster interf;

etroCluster 3, Local Cluster interface el edb o ok e odif
18 (note 1)
19 MetroCluster 3, MetroCluster interf:

etroCluster 3, MetroCluster interface Fa e2b . e2b o e2b
20 (note 1)
21 MetroCluster 4, Local Cluster interf;

etroCluster 4, Local Cluster interface e elb . i elia 2
22 (note 1)
23 MetroCluster 4, MetroCluster interf:

etroCluster 4, MetroCluster interface s &7h _— — o7 ok
24 (note 1)
" Ports not licensed (25 - 54)
= ISiIdetoClister; native spéed ISL, MetroCluster ISL, MetroCluster ISL, MetroCluster
54 40G / 100G (note 1)
55 ISL, Local Clust

- aalCster ISL, Local Cluster ISL, Local Cluster ISL, Local Cluster

56 native speed / 100G

* A ERX LR O FE &R IMYIFEE,

Broadcom BES-53248F & i[5 Bt (55 54H)
BEEFERASEIEFAS82005AFF A300 & 4% Broadcom BES-53248 34189 & i O 2B .

: FASE200
Physical
Port use AFF A300
Port
IF_Switch x 1 IF_Switch x 2
1
5 MetroCluster 1, Local Cluster interface ela elb
3
2 MetroCluster 2, Local Cluster interface ela e0b
5 MetroCluster 1,
ela elb
6 MetroCluster interface
7 MetroCluster 2,
ela elb
8 MetroCluster interface
9-12 Unused disabled
ii I5L, MetroCluster
s native speed I5L, MetroCluster
10G / 25G
16
Ports not licensed (17 - 54}
23 I15L, MetroCluster, nati d
SITOLILSTEr, native spee ISL, MetroCluster
54 40G / 100G (note 1)
23 ISL, L | Clust
) otal LIuster I5L, Local Cluster
56 native speed / 100G
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s SE1ERX

Lein O R EZ &MY AIIE.

Broadcom BES-53248F &[4 R (5564H)

EEIEAFF A320% 451% 1% 5Broadcom BES-532483 18I F &iw O 57 :
Physi
ysical Port use AFF A320
Fort IP_Switch x 1 IP_Switch x 2
1-12 Ports not used (Note 2) disabled
E I5L, MetroCluster
e native speed ISL, MetroCluster
10G / 25G
16
“ Ports not licensed (17 - 54)
53 ISL, MetroCluster, nati d
etroCluster, native spee ISL, MetroCluster
54 40G / 100G (see Note 1)
55 MetroCluster 1, MetroCluster interface
elg elh
56 (Note 2)

* E1EAX

s F2:DEEE—

teus BB EIMNYIF AT,
MEAAFF A320 RGBT T3 saMetroClusteri&®

ERREI A

BB RRER A LR RIThEE, HhEfEMetroCluster FCE|IPRYE

Broadcom BES-53248F &im [ 9EC(55740)

SEAMAEITIE,

*Eﬁ% LRLRIEIEFAS9300. AFF C400. ASA C400. AFF A400. ASAA40089F&ixO5ES. ZFAS4700%
5% 3% Broadcom BES-5324835 4],
FASE300
; AFF C400 AFF A400
Physical
- Port use ASA CADD ASA AL00
FASET00
IP_Switch_x_1 IP_Switch_x_2 IP_Switch_x_1 IP_Switch_x_2
1-12 Parts not used (see Note 2 disabled disabled
E I15L, MetroCluster
= native speed I5L, MetroCluster I15L, MetroCluster
10G / 25G
16
. Ports not licensed (17 - 48)
49 MetroCluster 5, Local Cluster interface
elc e0d e3a e3b
50 (Note 1}
51 MetroCluster 5, MetroCluster interface ola e1b ela c1b
52 {Note 1)
o3 ISL, MetraCluster, native speed 151, MetraCluster 15L, MetroCluster
54 40G / 100G (Note 1)
= ISL, Local Cluster I5L, Local Cluster I5L, Local Cluster
56 native speed / 100G

A ERX LD

|IE

HERMIMIIF AT,
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* JE2: REEE—MNMEAAFF A320 R 4 AIY TS saMetroClusteriE i 2 32 4o

IR ERXFHFFERTMYERFRIINEE. HPEiEMetroCluster FCE|IPRTEM A BRI L,

MetroCluster IP EZE FINVIDIAZ 13RI SN2100 IP N SO 59 S
MetroCluster IP Bt & Vs O E R B REBUR TR B SFF 558
EFERERERZE. BEEUTIESI

s BEER/\ N RgE T EMetroClusterfitE. FEEFAONTAP 9.14 15 EShRAS LIRRCFX42.00H Em
k7S

@ RCFX A5 AT HHIRCFXHE 28 TERAEARRE, B0, ErIUFERRCFXXH
4 ¥ 28v1.6cE A 2.00hRRCF X 4,

* NREEALLIEEZZ MMetroCluster FLE. IFIRBHENNRH#ITIRME. HI90:

° YNRE(FRLSLIEZT NI JAFF A7008979 75 s=MetroCluster BRE. 1HEZAFF A7T00RF SR
JMetroCluster 1895 —“MMetroCluster #1Z s /IMetroCluster 285 —“MetroCluster,

S0113R1 14T DUE 25540 GbpsFl100 GbpsBIEA HEEMR TR, A IMESSTER TERAIL
(i)  =#%4x25 Gbpsaax10 Gbps, MEEAERANEEER, NERTHHO13M14, WREAE
5 21%304%25 GbpsTH4x10 Gbps. MFRRAEHA13s0-3F114s0-3

UTETRATBYIERLMR, EHAILISZE "RefFileGenerator" BXIFHAMMLIE R,
HNENEERERERMITER
ERTRAEENERNTLR.

EHRSR Rt RLEER...
AFF A150. ASAA150 NVIDIA SN2100F 5w EC(481)

FAS500f
AFF C250. ASA C250

AFF A250. ASAA250

AFF A20 NVIDIA SN2100F & im B2 (5524H)
AFF C30. AFF A30 TREVRTFEERAR25G ($3a8)it2100G (53bAH) UM+,
FAS50 AFF C60

* NVIDIA SN2100F & w73 Ec(4H3a -25G)
* NVIDIA SN2100F & x5 e (55 3b2E-100G4H)
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BRS

FAS9300 AFF C400

« ASA C400 AFF A400
« ASAA400 FAS4700
FAS9000. AFF A700

AFF A50

AFF C800. ASA C800
AFF A800. ASAA800
FAS9500 AFF A900

« ASAA900

FAS70. AFF A70 AFF
C80 FAS90. AFF A90
AFF A1K

NVIDIA SN2100F 5w 43 FC(461)

EEAFF A150. ASAA150. FAS500f. AFF C250. ASA C250.

ZINVIDIA SN210033#a41

ERLREE...
NVIDIA SN2100FE & ix O A (5E44R)

NVIDIA SN2100F & im 9B (5854H)
NVIDIA SN2100F & x5 B (5564H)

NVIDIA SN2100F & ixm 2 EC(5574H)

EAFF A2508ASA A250 & ik 1%

FASS00F
) AFF A150 AFF €250
switch Port use ASA A150 ASAC250
Port AFF A250
ASA A2S0
IP_Switch x 1 | IP_Switch x 2 | IP_Switch x 1 | IP_Switch_x 2
1-6 Unused disabled disabled
7s0 elc | el0d elc | edd
751-3 MetroCluster 1, disabled disabled
8s0 Shared Cluster and MetroCluster interface elc | eld elc | edd
8s51-3 disabled disabled
9s0 elc | eld elc | eld
951-3 MetroCluster 2, disabled disabled
10s0 Shared Cluster and MetroCluster interface elc | e0d elc | e0d
1051-3 disabled disabled
11s0 elc | eld elc | edd
11s1-3 MetroCluster 3, disabled disabled
12s0 Shared Cluster and MetroCluster interface elc | eld elc | edd
1251-3 disabled disabled
13/1350-3 MetroCluster ISL I15L, MetroCluster I5L, MetroCluster
14/ 14s0-3 40/100G or 4%x25G or 4x10G
S ISL, Local Cluster ISL, Local Cluster I15L, Local Cluster
16 100G

NVIDIA SN2100F &% [ 53 B (5524H)

EEBAFF A20R5E

ZINVIDIA SN21003 M PR B F &k 5o AL
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Switch AFF A20
Port use -
Port IP_Switch _x_1 IP_Switch x_2
1s0 ela eda
51s1-3 MetroCluster 1, disabled
2s0 Local Cluster interface ela | eda
251-3 disabled
3s0 ela | eda
3s1-3 MetroCluster 2, disabled
4s0 Local Cluster interface ela | eda
4s1-3 disabled
5s0 ela | eda
Es1-3 MetroCluster 3, disabled
650 Local Cluster interface e2a | eda
Bs1-3 disabled
7 MetroCluster 1,
8 MetroCluster interface e2b ¢Ab
g9 MetrnCIus_ter 2 a7b silF
10 MetroeCluster interface
11 MetroCIus_ter 3, e3b edb
12 MetroCluster interface
13/ 13s50-3 MetroCluster ISL
14/ 1450-3 40/100G or 4x25G or 4x10G ', Metrotieer
':2 13 Lnfgésusmr I5L, Local Cluster

NVIDIA SN2100F &%t (E3a28)
EEFBMNIEO25GLULAM-EIFAFF A30. AFF C30. AFF C603XFAS50Z&45EEZINVIDIA SN210033 B
aimOahe:

() HERERSEEmAARE—OBOBCHUARE, SUEEAHERTIHAZD,
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Switch BFE 30256 Cluster/HA) FAS50 (256G Cluster/HA) AFE C60 (25G Cluster/HA)
et Port use AFF A30 (25G Cluster/HA)
IP_Switch x_1 IP_Switch_x 2 IP_Switch x 1 IP_Switch x 2 IP_Switch x 1 IP_Switch x 2
1s0 eda edb eda edb eda edb
s1s1-3 MetroCluster 1, disabled disabled disabled
250 Local Cluster interface eda ‘ edb eda | edh eda | edb
2s51-3 disabled disabled disabled
3s0 eda ‘ edb eda | edb eda | edb
3s1-3 MetroCluster 2, disabled disabled disabled
4s0 Local Cluster interface eda ‘ edb eda | edb eda | edb
4s1-3 disabled disabled disabled
5s0 eda ‘ edb eda | edb eda | edb
5s1-3 MetroCluster 3, disabled disabled disabled
6s0 Local Cluster interface eda ‘ edb eda | edb eda | edb
651-3 disabled disabled disabled
! MetroCIus-ter . e2a e2b e2a e2b e2a e2b
8 MetroCluster interface
2 MetroCIus.ter 2 e2a e2b e2a e2b e2a e2b
10 MetroCluster interface
12 MetroCIusFer 3 e2a e2b e2a e2b e2a e2b
12 MetroCluster interface
/B0 MEEGARELERISt ISL, MetroCluster ISL, MetroCluster ISL, MetroCluster
14 / 14s0-3 40/100G or 4x25G or 4x10G
15 [ELglnes) Ciger ISL, Local Cluster ISL, Local Cluster ISL, Local Cluster
16 100G
NVIDIA SN2100F &ix 52 EE(553bH)

EEFERNIHC100GLLIKMEIFAFF A30. AFF C30. AFF C60E{FAS50&R ik E

FAHOSE:

®

ZINVIDIA SN210033 #4189

A E EKIEEAPRE — P WK 100G LAKM*. AT EEAEERFNHARE O,

AFF C30 (100G Cluster/HA
Switch ( uster/HA) FAS50 (100G Cluster/HA) AFF C60 (100G Cluster/HA)
ot Port use AFF A30 (100G Cluster/HA)
or
IP_Switch_x_1 IP_Switch_x_2 IP_Switch_x_1 IP_Switch_x_2 IP_Switch_x_1 IP_Switch_x_2
1 MetroCluster 1, eda edb eda edb eda edb
2 Local Cluster interface eda edb eda edb eda edb
3 MetroCluster 2, eda edb eda edb eda edb
4 Local Cluster interface eda edb eda edb eda edb
5 MetroCluster 3, eda edb eda edb eda edb
6 Local Cluster interface eda edb eda edb eda edb
7 MetroCluster 1
SHO us‘er i e2a e2b ea e2b e2a e2b
8 MetroCluster interface
9 MetroCluster 2
i us-er A e2a e2b e2a e2b e2a e2b
10 MetroCluster interface
[ MetroCluster 3
etro usler 4 e2a e2b e2a e2b e2a e2b
12 MetroCluster interface
13 / 13s0-3 MetroCluster ISL
5 SO ISL, MetroCluster ISL, MetroCluster ISL, MetroCluster
14 / 1450-3 40/100G or 4x25G or 4x10G
ISL, Local Clust
i5 Q8L LR ISL, Local Cluster ISL, Local Cluster ISL, Local Cluster
16 100G

NVIDIA SN2100F & i/ EC(F44H)
EEERSIEIEFASI300. AFF C400. ASA C400. AFF A400. ASA A400HYFE&iH

. FAS9000E{AFF A700&R 45 E1ZEINVIDIA SN210033HaH] :

A53Ee.

¥EFAS4700
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FAS8300
STeh AFF C400 AFF A400 FASS000
Vol Port use ASA C400 ASA A4LDD AFF ATO0
o
FASB700
IP_Switch x 1 IP_Switch x 2 1P Switch x 1 IP_Switch x 2 IP_Switch x 1 IP_Switch x 2

1 MetroCluster 1, o0 — s 36 - ede [ e8a
2 Local Cluster interface Note 1
3 MetroCluster 2, s0c — i 16 _ ede [ e8a
4 Local Cluster interface Note 1
5 MetroCluster 3, soc . . 36 - ede [ e8a
6 Local Cluster interface Note 1
z Metoglustend, ela elb ela elb e5a esh
8 MetroCluster interface
9 MetroCluster 2,

ey ela elb ela elb e5a e5h
10 MetroCluster interface
1n MEtoCusterd, ela elb ela elb e5a e5h
12 MetroCluster interface

13/ 13s0-3 MetroCluster ISL
/ I5L, MetroCluster I5L, MetroCluster I5L, MetroCluster
14/ 14s0-3 40/100G or 4x25G or 4x10G
15 ISL, Local Cluster
ISL, Local Cluster ISL, Local Cluster ISL, Local Cluster

16 100G

F 1 ANRIEFEREX91440A1EAC2840GBps, 15F Ak edafledeTiedatle8a, NRFEAAIEXI1153AEMA

#3(100Gbps). EfEAIRedaFlledbTHedaFlesa,

NVIDIA SN2100F &7 53 BC(55540)

EEEAFF AS0RFIEIZFINVIDIA SN2100 N A ENFE S iH O 9 e :

Switch AFF AS0
Port use
Port
IP_Switch x 1 IP_Switch x 2

1 MetroCl .

etroCluster 1 43 o4b
2 Local Cluster interface
3 MetroCl .

etroCluster 2 43 o4b
4 Local Cluster interface
] MetroCl )

etroCluster 3 43 o4b
7} Local Cluster interface
7 MetroCl .

etroCluster 1 673 a7h
8 MetroCluster interface
9 MetroCl .

etroCluster 2 673 a7h
10 MetroCluster interface
11 MetroCl )

etroCluster 3 673 a7h
12 MetroCluster interface

13/ 13s0-3 MetroCluster ISL
/135 Stroliuster I5L, MetroCluster
14 f 1450-3 40/100G or 4x25G or 4x10G
15 I5L, Local Clust
ocal tuster I5L, Local Cluster

16 100G

NVIDIA SN2100F & i[53 Ed(5564H)

ZEFE/IAFF C800. ASA C800. AFF A800. ASAA800. FAS9500.

ZINVIDIA SN210033#a41
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AFF CB00
FAS9500
. ASA CE00
Switch AFF AS00
Port use AFF AS00
Port ASA AS00
ASA ABOO
IP_Switch_x_1 IP_Switch_x_2 IP_Switch_x_1 IP_Switch_x_2
1 MetroCluster 1, 0a ol s edb(e) [ e8a
2 Local Cluster interface Note 1
3 MetroCluster 2, 02 ola oda edb(e) /[ e8a
4 Local Cluster interface Note 1
5 MetroCluster 3, 0a ol s edb(e) / eda
& Local Cluster interface MNote 1
7 MetroCluster 1
i elb elb e5h e7b
8 MetroCluster interface
9 MetroCluster 2, a0b e1b asb a7b
10 MetroCluster interface
11 MetroCluster 3
i elb elb e5h e7b
12 MetroCluster interface
13/ 13s0-3 MetroCluster ISL
/135 etratiuster ISL, MetroCluster ISL, MetroCluster
14 / 14s0-3 40,/100G or 4x25G or 4x10G
15 ISL, Local Cluster
I5L, Local Cluster I5L, Local Cluster
16 100G

F1ANREFEREX91440A1EAC2840GBps, 15F Ak HedaflledeTiedatle8a, NRFEAAIEXI1153AEH
#3(100Gbps). EFERAIHOedafle4bTHedaFllesa,
NVIDIA SN2100F & iix (5 BC(5£74H)

BEEFERSLIEFAS70. AFF A70. AFF C80. FAS90. AFF A90EXAFF AMKZRFIEIZEINVIDIA SN21003%3#
MM EEImOSE:

Switch A0 AFF C80 EASS0 AFF A1K
witc
n Port use AFFA70 AFF A90
o
IP_Switch_x_1 IP_Switch_x 2 IP_Switch _x_1 IP_Switch_x_2 IP_Switch_x_1 IP_Switch_x_2 IP_Switch_x_1 IP_Switch_x 2
MetroCIus‘ter L ela e7a ela e7a ela e7a ela e7a
2 Local Cluster interface
3
MetroCluster 2,
== us‘ er s, ela e7a ela e7a ela e7a ela e7a
2 Local Cluster interface
5 MetroCluster 3,
=Rl us‘ 2, ela e7a ela e7a ela e7a ela e7a
6 Local Cluster interface
7 MetroCluster 1,
o us.er ! e2a e2b e2a e3b e2b e3b e2b e3b
8 MetroCluster interface
g MetroCluster 2,
£90 us.er L e2a e2b e2a e3b e2b e3b e2b e3b
10 MetroCluster interface
11 MetroCluster 3,
el us-er ’ e2a e2b e2a e3b e2b e3b e2b e3b
12 MetroCluster interface
13/ 13s0-3 MetroCluster ISL
f 135 i e ISL, MetroCluster ISL, MetroCluster ISL, MetroCluster ISL, MetroCluster
14 / 14s0-3 40/100G or 4x25G or 4x10G
ISL, Local Clusts
12 ’ OICSOG uster ISL, Local Cluster ISL, Local Cluster ISL, Local Cluster ISL, Local Cluster

7£MetroCluster IP i & E1ZONTAPIT 2SR RS

BN RTERNS, EEMBIEERZREH SR RIE O A L.

WX MetroCluster BCE RIS MEH BHEIRIITILES

MR RR EE DNERM NRORILEENFXRo
I M P8 R AR &R/ )V B 1 GbE o

1. HEZEDAMEOHNERLURUERNEXR, ARRIICIEESRNERETL TNEEE,
AT ARORBIERO LBUIERNEXR, FRTAKRAOUTAERNFAEBRMESHETLE,
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"B SVM WFIRIFACE"
2. fERSARBITHIZR N EIRA SRR (SR At il S BRI SRR,

BERRPERTENTERNRERAHITIRNE "ONTAPREF RG0S

MetroCluster IPRFEE EANSEAIAMHA)KO, RIBENFEE. AIfEAMetroCluster. 78
() B =ER MetroClustert R HHATR, 1E1EF_ ONTAPREME RYIXH_ ZETA
Y. RSN E BRI HARO AL,

BidE MetroCluster IP 3324,

IR IEiHIMetroCluster IP 33| BEL & T T2

A EE B 1PN LUR I S imMetroCluster IPIERE. B ENEFBUAT ERI IR H
E Blo

* "E2E Broadcom IP AZE4/"
* "B2E& Cisco IP aZHE"
* "BEEENVIDIA IPAZ A"
AicE Broadcom IP IRAAL LASCIN &£ % B & Ml f5imMetroCluster IP %1%

BTG Broadcom IP XA ECE N R{EEE BiEH A T /5w MetroCluster IP iE#%.
() AUTERT. EHRERBHMOFIEEM00-CBHOFAIE):

* @B LUE R % 53F154 1 7940-Gbpsal100-Gbps MetroCluster 1SLo
* A LUER— N & At B FMetroCluster #2 ZEERIIFO49 - 52,

¥ Broadcom IP AN EE I FAINME
TELEMBIIRA AN hRASH] RCF Z A0, EAHEER Broadcom AR EHMITEAREE,

XFILES
* B33 MetroCluster IP BEEERIIEA IP IV EE XLHE,
© EATER BITIE G B E IR .
c WESKEBEEEMEHERE,
5B
1. BRARANGSRTE (#) | enable
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(IP_switch A 1)> enable
(IP switch A 1) #

2. BIREECE H MIFREE
a. BIREmECE
“RIRBRERE
(IP_switch A 1) #erase startup-config
Are you sure you want to clear the configuration? (y/n) y

(IP switch A 1) #

tar L AR R,
b. HIERAEIE:

TR ETEME ¢

(IP_switch A 1) #configure
(IP_switch A 1) (Config) # no set clibanner
(IP_switch A 1) (Config) #

3. BB * (IP_switch A 1) #reload *

Are you sure you would like to reset the system? (y/n) y

() wRFGEERMEKEZ AR RERRENRETREMNEE, WEE T,

4. ERFRNERNE, AREREZTH.
AINAF A madmin' ", RIRBEEE, WIRKEREMDUFUTRATHRET:

(Routing) >

. B NRA RS LIRRT:
=)
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Routing)> enable
(Routing) #

6. BARSIHOMIZEN none -

sERSSIROHINTE

(Routing) #serviceport protocol none
Changing protocol mode will reset ip configuration.
Are you sure you want to continue? (y/n) vy

(Routing) #

7. % P sthit S FERLR AR SS I O -
serviceport IP IP-address netmask gateway

UTFRAIETRT —NMREZIROSEA IP Hitk 10.10.10.10 , FMJg 255.255.255.0 , M%7 10.10.10.1 :

(Routing) #serviceport ip 10.10.10.10 255.255.255.0 10.10.10.1

8. WFRE IO EERELEH:
sU{AIfERA serviceport

UTFRAIERRAOERR, HEEDEIEMRAThIL:

(Routing) #show serviceport

Interface StatuS.....iii ittt eeeeenennns Up

TP AT eSS e it i it ittt ettt eeeeeeeeeeeeeeeeaeeeens 10.10.10.10
Subnet Mask. . ...ttt ittt ittt et 255.255.255.0
Defaull Gateway. . oo . ee e ettt ettt eeeeeeeneeeeans 10.10.10.1
IPv6 Administrative Mode........oiiiiiinnn.. Enabled

IPVO Prefix 18 vttt ettt ettt et e teeeeennn
fe80::dacd4:97ff:fe56:87d7/64

IPv6 Default Router.........iiiiiiiiinenennnnn. fe80::222:bdff:fef8:19ff
Configured IPv4 Protocol........uuiiiinininnnn.. None

Configured IPv6 ProtoCol.....iiiineeeennenenn. None

IPv6 AutoConfig Mode...... .ottt Disabled

Burned In MAC AddreSS . c .t eeeneneeeenneeeeannnn D8:C4:97:56:87:D7

(Routing) #
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9. S2FHEE SSH ARS8
@ ° %CF XHBEZE Telnet 1hilo MNRFEIE SSH ARSZSES, M2 AE(E R B1TiH ERE 18]

° WECE SSH ARS8 REfE A A EWEME MM T B,

a. 458 RSA &$A,

(Routing) #configure
(Routing) (Config)#crypto key generate rsa

b. 45 DSA Z$R (FIik)

(Routing) #configure
(Routing) (Config)#crypto key generate dsa

C. MNREERWENE FIPS B9 EFOS hrds, B4R ECDSA ZH, LU R EIEKEN52189% R,
BREN 256 , 384 7 521,

(Routing) #configure
(Routing) (Config)#crypto key generate ecdsa 521
d. [5A SSH RS 28.
MEXE, BRHEELETX.

(Routing) (Config) #end
(Routing) #ip ssh server enable

() unzgess, UTESEREERREHEN,

10. NRFE, FREHMRFARSE:
ficE

UTRHBIERT ip domain M ip name server i<
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(Routing) # configure

(Routing) (Config)#ip domain name lab.netapp.com
(Routing) (Config)#ip name server 10.99.99.1 10.99.99.2
(Routing) (Config)#exit

(Routing) (Config)#

N MRFE, BFREENXMEEREL (SNTP) o

UTRBIBRT sntp 8%, FATIEE SNTP fRS3250Y IP it AR A X,

(Routing) #

(Routing) (Config) #sntp client mode unicast
(Routing) (Config) #sntp server 10.99.99.5
(Routing) (Config)#clock timezone -7
(Routing) (Config)#exit

(Routing) (Config)#

XFEFOS 3.10.0.3%EZhRA. BEA ntp 832 WATRBIFAR:

> (Config)# ntp ?

authenticate Enables NTP authentication.

authentication-key Configure NTP authentication key.

broadcast Enables NTP broadcast mode.

broadcastdelay Configure NTP broadcast delay in microseconds.
server Configure NTP server.

source-interface Configure the NTP source-interface.
trusted-key Configure NTP authentication key number for
trusted time source.

vrf Configure the NTP VRF.

>(Config)# ntp server ?

ip-address|ipvé6-address|hostname Enter a valid IPv4/IPv6 address or
hostname.

>(Config)# ntp server 10.99.99.5

12. FEERMAB:
FHE ip switch A 1

AR TR R B R
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(Routing) # hostname IP switch A 1

(IP_switch A 1) #

13. REAE:
PN
Al & B S AR = St T

(IP_switch A 1) #write memory

This operation may take a few minutes.
Management interfaces will not be available during this time.

Are you sure you want to save? (y/n) y

Config file 'startup-config' created successfully .

Configuration Saved!

(IP_switch A 1) #

14. 3% MetroCluster IP EEBE I EM= AN EE ERFE,

THEHZLIRE Broadcom 32#E4|, EFOS {4t

BRTR SHRAR I RG] RCF X+ T &2 MetroCluster IP ECE B S 3ZHA

XFIAES
W3 MetroCluster IP EBEERRE TR EEHRITIES,

* EERUTEm: ¢

* M EFOS 3.4.x.x F4&%I EFOS 3.7 x.x HESARAES, 3SHHHNIETT EFOS 3.4.4.6 (HEShRDS
3.4.xx) o MREEITHERZHHINRE, BRIV ALE EFOS 3.4.4.6 (HESHRZ 3.4.x.x)
, REEBIRNALRE EFOS 3.7.x.X B E ShREs,

* EFOS 3.4.x.x fl 3.7.xx HESRAWEEEGIARE. E¥ EFOS hRASM 3.4.xx BA 3.7.xx HES
A, ERZ, WEBBRMHEENH FNE, FHEFHMBHEN EFOS HrasHY RCF X, Lttig
EP B EE BT RITES 8 i TIAE,

* M EFOS 3.7.x.x NEEARAFIE, ATLUERIE FIPS AN FIPS #EARA, MAES FIPS B9AR
FEZERTS FIPS BIRRZAEY, FHITRAREMNSE, RZIRA. & EFOS MARRTE FIPS BURRASER A
& FIPS B9hRZAS, ERZ, WSBZIMHEE AH FOAE, HREPBEEE L BTITH 8w
HITIAIE.
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p

- MTFERSHEAE 4" Broadcom sz 5k 5"

f£F3 show FIPS status' sy S B BMEFOSHRAZR B AFIPSHIEFIPS, 7R TRAIH. “IP_switch A _1°
FHEERTAFIPSHEFOS, ' IP_switch A_2 IF{EfERARF&FIPSHEFOS,

il

IP switch A 1 #show fips status
System running in FIPS mode

IP switch A 1 #

w512

IP switch A 2 #show fips status

A

[o)

% Invalid input detected at "*°

IP switch A 2 #

3. ERATRAWELIEBRIS A :

64

*RFTR

EFN (3E) FIPS #B
ngtzramz& EFOS K%
it

* WH EFOS higAs *
3.4.x.x

3.4.46 ([EShRZS

3.4.xx) BEhREs

3.4.46 ([EFHRZS
3.4.x.x)

fERAE 1 4% EFOS

o BRMNEE K 2R
INKE, HXF EFOS
3.4.x.x N A RCF X%

ERFE 1 REHB TE 3.7.xx HEERZS
EFOS %, BCEFIFR FIPS
EESHFRETE

RFFE FIPS B9 3.7.xx B} fEMAAE 1 A4k EFOS

marker.

* ¥ EFOS hR7s *
3.4.x.X

CERITER

ERAE 1 TEHMN
EFOS M{f&) BLEMiFr]
IEE BB FRE

RS FIPS B9 3.7.x.x T
o BRMNEENH B FahkE

INKE, HIT EFOS

3.7.xx HEShRANF

RCF X4

AFFE FIPS B 3.7.x.x
EEhRA

FE 3. 7xx WESRE FEAE 1 REHRN
FIPS EFOS MfR, BLEMIFr]
EEESRE TR


https://www.broadcom.com/support/bes-switch
https://www.broadcom.com/support/bes-switch
https://www.broadcom.com/support/bes-switch
https://www.broadcom.com/support/bes-switch
https://www.broadcom.com/support/bes-switch
https://www.broadcom.com/support/bes-switch
https://www.broadcom.com/support/bes-switch
https://www.broadcom.com/support/bes-switch
https://www.broadcom.com/support/bes-switch

FHEKE | M FIPS A A FIPS T4 FIPS EAAE 2 T3 EFOS
EFOS hrzdsgy5 18 &R, RIEAECEFIFR]

IHERRER.

o FiE 1 BIBINEREGETHEIRDBINDXFEALK EFOS BT E
° i 2. {5 ONIE #2ERALTLEHL EFOS T F

BRI R T HE S0 B2 XKL EFOS BT R
RBEHHE EFOS IRABIFFE FIPS S EFOS MiiAiIfF S FIPS BY, A BEMITIATHE,

()  WmR—EEFE FIPS , MS—MEATFHE FIPS , BNERXESE,

p

I

£

THH G E HIRIZHAL:  copy sftp :  /luser@50.50.50.50 switchsoftware/EFOS-3.4.6.stk backup’

7RI, EFOS-3.4.6.stk BERGIXIFIFMMIALS 50.5 BY SFTP IRSFHBEFFE N DK, EREERER

TFTP/SFTP ARSZ 2889 IP it IR BB LM RCF XHFHIXHR,

2. %%

=]

(IP_switch A 1) #copy sftp://user@50.50.50.50/switchsoftware/efos-
3.4.4.6.stk backup

Remote Password:***x**xxkkxkhkx

MO e it e ettt e e et e e ettt SFTP

Sel SerVETY TP . it ittt it ittt eeeeeeeeaeeeaneeens 50.50.50.50

Yl o /switchsoftware/
Fillename. v vt ittt ittt ettt e et e eeeaeeeeeeeeeannns efos-3.4.4.6.stk
Data Ty P e v e et et ettt et e e et et e eeeaeeeaeanoneeans Code

Destination Filename. ......eouoeeteeeeeeennnnenns backup

Management access will be blocked for the duration of the transfer
Are you sure you want to start? (y/n) y

File transfer in progress. Management access will be blocked for the
duration of the transfer. Please wait...
SFTP Code transfer starting...

File transfer operation completed successfully.

(IP_switch A 1) #

REANIRENTE T REFBEIZIANS ME D DX B
RG&EDR
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(IP_switch A 1) #boot system backup
Activating image backup

(IP_switch A 1) #

3. WIEBHRERE /KT NRBI A FEIRE:

stfAl/Zsh var

(IP_switch A 1) #show bootvar
Image Descriptions
active

backup

Images currently available on Flash

unit active backup current-active next-active

1 3.4.4.2 3.4.4.6 3.4.4.2 3.4.4.6

(IP_switch A 1) #

4. (RIFECE:
EPNATE

(IP_switch A 1) #write memory

This operation may take a few minutes.
Management interfaces will not be available during this time.

Are you sure you want to save? (y/n) y

Configuration Saved!

(IP_switch A 1) #

5. EHBEHITIEM:
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refi®f

(IP_switch A 1) #reload

Are you sure you would like to reset the system? (y/n) y

6. FHFRHNERBH,

@ FERDERBERT, MY AIGET AR, &RIR £/ ONIE BIFRZ T4k EFOS BUZEE LU
LEHIRIR

7. ANBRIGIHAIM EFOS 3.4.x.x BN EFOS 3.7.xx ¥k 2z, BIRBUTHRMNIENHIEHRNESE ( RCF
) -

a. Y% Broadcom IP XM EE R ZIAE
b. T#FH %% Broadcom RCF X4
8. XF MetroCluster IP ELEFHIER = IP ZRHNEE LRFE,
{EF ONIE 121FRAARLEFHR EFOS NP

YNR—> EFOS WRASFFE FIPS , M5 —1 EFOS IRAERFTE FIPS , WATLIHITUTEI R, MR TER
&), AL@EE AT EM ONIE &3 FIPS 3% FIPS & EFOS 3.7 .x.x M{&,

p
1. RBRIRHBENZE ONIE REE,

fE/2shHRiE, WRHIMLLTRES, 5k ONIE !

PR "ONIE" 5, SHRAVRF NS EEER LR

67



| *ONIE: Install OS
| ONIE: Rescue

| ONIE: Uninstall OS

| ONIE: Update ONIE

| ONIE: Embed ONIE

| DIAG: Diagnostic Mode
| DIAG: Burn-In Mode
|

|

|

|

|

LERY, HAIEBEIE ONIE ZRIRH.
2. {21k ONIE ZRMFHECE AKX MIZEO
HEIMUATHEERE, ¥& <ENTER> LU ONIE i=4I&:
Please press Enter to activate this console. Info: eth0O: Checking

link... up.
ONIE:/ #

(D oNExmBLE, HEHEBITORERA,

Stop the ONIE discovery

ONIE:/ # onie-discovery-stop
discover: installer mode detected.
Stopping: discover... done.

ONIE:/ #

3. EEELAKMIZOHER ifconfig eth0 <ipAddress> netmask <netmask> up #l route add
default gw <gatewayAddress> ZINEREH

ONIE:/ # ifconfig eth0O 10.10.10.10 netmask 255.255.255.0 up
ONIE:/ # route add default gw 10.10.10.1

4. IIFFEE ONIE REXHRIARS SRS AIAIE:
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ONIE:/ # ping 50.50.50.50

PING 50.50.50.50 (50.50.50.50): 56 data bytes

64 bytes from 50.50.50.50: seg=0 ttl=255 time=0.429 ms

64 bytes from 50.50.50.50: seg=1 ttl=255 time=0.595 ms

64 bytes from 50.50.50.50: seg=2 ttl=255 time=0.369 ms

~C

-—-- 50.50.50.50 ping statistics ---

3 packets transmitted, 3 packets received, 0% packet loss
round-trip min/avg/max = 0.369/0.464/0.595 ms

ONIE:/ #

O. REHTHISHRA IR

L

ONIE:/ # onie-nos-install http:// 50.50.50.50/Software/onie-installer-
x86 64

discover: installer mode detected.

Stopping: discover... done.

Info: Fetching http:// 50.50.50.50/Software/onie-installer-3.7.0.4
Connecting to 50.50.50.50 (50.50.50.50:80)

installer 100% |*******************************| 48841k
0:00:00 ETA

ONIE: Executing installer: http:// 50.50.50.50/Software/onie-installer—
3.7.0.4

Verifying image checksum ... OK.

Preparing image archive ... OK.

FRREHEMBNIH . LR EREEFHSEEFTHY EFOS hRZs,

6. IR A B LMV HAN IR

7.

it

° s¥fal bootvar *

(Routing) #show bootvar

Image Descriptions

active

backup

Images currently available on Flash

unit active backup current-active next-active
1 3.7.0.4 3.7.0.4 3.7.0.4 3.7.0.4
(Routing) #

PR &%
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TN EARNBERRENER TERRBE, HEEAH BAME. BRUTRADXXERR, RRHEND
REEMHERKEHNA RCF Xf4+:

a MERENERNIRE, RRIE 4 NEShHRASHITIRIE: & Broadcom IP M EE N H FHINME
b. SIEEHNF RCF X4, MR T H %% Broadcom RCF X

T#H %% Broadcom RCF {4

&I IMetroCluster IPERE IS A AL FH RIS IRCF X 5

FaZ

WEFSEEFERXHEEEE, Gl FTP, TFTP, SFTP 8 SCP, BXHE4I3IiEN.

KXFUIAES
W 73F MetroCluster IP EEEFBIE A IP STRNEEHRITXEDSE,

B RCF Xff, MetroCluster IP B &I ZIRH IR BIENRIEN—1 SRR RIENIE S
fEFIEHERY RCF X 14,

STHRA RCF X4

IP_switch_A_1 v1.32_Switch-A1.txt
IP_switch_A_2 v1.32_Switch-A2.ixt
IP_switch_B_1 v1.32_Switch-B1.txt
IP_switch_B 2 v1.32_Switch-B2.txt

T

)
e

@ EFOS 3.4.4.6 SXEmIRZAS 3.4.x.x BY RCF X{HhRZH EFOS higZs 3.7.0.4 R[El, EREBHIRAI
MAIZITHY EFOS hRZAS G T IEFHRY RCF X1

EFOS hx# RCF Xfhras
3.4.x.x v1.3x, v1.4x
3.7.x.X v2.X

PSIE

1. &3 MetroCluster IP %A% Broadcom RCF X4,
a. T# &8 TF MetroCluster IP By RcfFileGenerator"
b. {5 /& FMetroCluster IPHIRcfFileGenerator I AR & 4 B RCF XX 14>

()  FHETHEERRCFXE,

2. & RCF X EHZI3HAN .
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a. BRCFXHEHIFIE—IHAM: copy sftp. //user@ftp-server-IP-
address/RcfFiles/switch-specific RCF/BES-53248 v1.32 Switch-Al.txt nvram
. script BES-53248 v1.32 Switch-Al.SCR

7t RBIG, 35 "BES-53248 v1.32_Switch-A1.txt" RCF XM AITF "50.050.50" B9 SFTP RSS2 E !l
EIZs3 bootflash » EFEEF TFTP/SFTP fRSZ28HY IP it INFEREM RCF XHHIXHZ.
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(IP_switch A 1) #copy sftp://user@50.50.50.50/RcfFiles/BES-
53248 v1.32 Switch-Al.txt nvram:script BES-53248 v1.32 Switch-Al.scr

Remote Password:***x**xxkxkxihkx

Lo L SFTP

SeL SerVEer TP . . ittt ittt ettt oeenesonanesannanens 50.50.50.50
= ol o /RcfFiles/
Filename. @ vv ettt i ittt t et e teeeeeneeeeeneenenns BES-

53248 v1.32 Switch-Al.txt

L= it T 7 1 Config Script
Destination Filename. ... ..ot eeeeeeeeeneeenns BES-

53248 v1.32 Switch-Al.scr

Management access will be blocked for the duration of the transfer
Are you sure you want to start? (y/n) y

File transfer in progress. Management access will be blocked for the
duration of the transfer. Please wait...

File transfer operation completed successfully.

Validating configuration script...

config

set clibanner

LRI S b b b S b b b b A b S b 2R b b b I I 2 b b db b b db b SR dh b S b b db b AR b db b R Ib b b Sb b 2b S Ih b db b 2R S b db b db b i

* kkkk kK

* NetApp Reference Configuration File (RCF)

* Switch : BES-53248

The downloaded RCF is validated. Some output is being logged here.

Configuration script validated.
File transfer operation completed successfully.

(IP_switch A 1) #



b. 38IF RCF X BB ERF M
sIERFIE
(IP_switch A 1) #script list

Configuration Script Name Size (Bytes) Date of Modification

BES-53248 v1.32 Switch-Al.scr 852 2019 01 29 18:41:25

1 configuration script(s) found.
2046 Kbytes free.
(IP_switch A 1) #

C. NZF3 RCF B Z:

sIERMA BES-53248 v1.32 Switch-Al.SCR
(IP_switch A 1) #script apply BES-53248 v1.32 Switch-Al.scr

Are you sure you want to apply the configuration script? (y/n) y

config

set clibanner
LU 2 b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b i b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b 4

KAk khkkhkhkkhkkKk kKK

* NetApp Reference Configuration File (RCF)

* Switch : BES-53248
The downloaded RCF is validated. Some output is being logged here.

Configuration script 'BES-53248 v1.32 Switch-Al.scr' applied.

(IP switch A 1) #

d. (RFECE:



PN

(IP_switch A 1) #write memory

This operation may take a few minutes.
Management interfaces will not be available during this time.

Are you sure you want to save? (y/n) y

Configuration Saved!

(IP_switch A 1) #

e. EfEEhIRL:

refi#

(IP switch A 1) #reload

Are you sure you would like to reset the system? (y/n) vy

a. WEM= P PHE— I THNEE LRADE, HBRFLEN RCF XA EHZIMENAIIZHA
3. EFTINEIIIRM:

refa#y

IP switch A 1# reload

4. 3% MetroCluster IP EEE R EM= 83N EE LR E,

% SR (S FR AV IS L AN i @

NetAppEiXZBARERAMISLIEOMIF@E. LiBER & AN ENEITIRTER,
1. fEFARCF X 1&g E A A BYISLis O Mk OEE :

(D KID% mHAATF ORI MEES < PEE RO R MR sE S RCIFIEBEFIEE N R FRARE.
TR LAEFRCAESR XX E IR & Mo
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BXISLIEOFAER. 50

IB{TE% show port allo

BXmO@EEFAEE. HER

BT < show port-channel all,

2. AR EHAMNISLEE DM &EE,

i
al
N
=4
B
b

T 1 B E RIAR G AR M Sin @EIRT

SwtichA 1)> enable
SwtichA 1)# configure

( )

( )

(SwtichA 1) (Config)# <port name>
(SwtichA 1) (Interface 0/15)# shutdown
(SwtichA 1) (Interface 0/15)# end
(SwtichA 1)# write memory

BCE Cisco IP 334/l
B2 E Cisco IP A LA £ BE B & f5imMetroCluster IP EiE
182t Cisco IP XM ECE N AIEEEF B EUMN AT Eim MetroCluster IP &%,

KFIAES
AR NERRIRILE, ERERITSISEERSERESHEXEIZEA,

& Cisco IP 3HRHEE AU FIAE

EREE RCF X2 a1, BRI Cisco RNEBEHRNITEAREE. NMREALNRERVEERRE
[E— RCF XfF, SHEBLEMARAR RCF X, NWFZIIEEDE .

KXFUIAES
* B MetroCluster IP EEBEFEIED IP JRHIESE XLEDE,
* BRIE R BRITIEH & EE R AL
* BESRKEEEENEKNEE,

g
1 BRI EBENH BIARE:

a. BRI BEKE:
PN
b. EHNEIIRMIR M -
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refi#

ARAREMBHFHENLEERS. TEsHEAE, ﬁﬂ%&xﬂ&?'ﬁ%ﬁ'\ "Abort Auto Provisioning and continue
with normalsetup ? (/%) [n]' ", EBRHEZE 8 MILEL,
C. ZEEEMSTH, MAERHNIGE:
- BIERED
" MBI
- HINEIRRE
= BROIARIX
* SSH kS5 (RSA)

FTREERFE, XRVISERBH.
d. HIRRET, HWNAFRMED USRI,
UTRBIERTEEIRRTHRAIN, RES (<<<') ERESNEALE.

-—-—- System Admin Account Setup ----
Do you want to enforce secure password standard (yes/no) [y]:y
*h LKL KK

Enter the password for "admin": password
Confirm the password for "admin": password
—-—-—-- Basic System Configuration Dialog VDC: 1 —----

This setup utility will guide you through the basic configuration of
the system. Setup configures only enough connectivity for management
of the system.

Please register Cisco Nexus3000 Family devices promptly with your
supplier. Failure to register may affect response times for initial
service calls. Nexus3000 devices must be registered to receive
entitled support services.

Press Enter at anytime to skip a dialog. Use ctrl-c at anytime
to skip the remaining dialogs.

TR UET—ARTHRANERER, SERINZM, SEMUAMMX, A% SSH with RSA

(D IR FERTEERCER FRBHNRIEES. ENARCIER 5. FILECEEMIET, )
. el ATEN AARCP/EECESNMPYV3. NTPE(SCPESFTP,



Would you like to enter the basic configuration dialog (yes/no): yes
Create another login account (yes/no) [n]:
Configure read-only SNMP community string (yes/no) [n]:
Configure read-write SNMP community string (yes/no) [n]:
Enter the switch name : switch-name **<<<**
Continue with Out-of-band (mgmt0O) management configuration?
(yes/no) [yl:
MgmtO IPv4 address : management-IP-address **<I<*x*
MgmtO IPv4 netmask : management-IP-netmask **<<<**
Configure the default gateway? (yes/no) [y]l: y **<<<**
IPv4 address of the default gateway : gateway-IP-address F**<<<**
Configure advanced IP options? (yes/no) [n]:
Enable the telnet service? (yes/no) [n]:

Enable the ssh service? (yes/no) [y]: y F**<<<**
Type of ssh key you would like to generate (dsa/rsa) [rsal: rsa
**<<<~k*

Number of rsa key bits <1024-2048> [1024]:
Configure the ntp server? (yes/no) [n]:
Configure default interface layer (L3/L2) [L2]:
Configure default switchport interface state (shut/noshut)
[noshut] : shut **<<<**
Configure CoPP system profile (strict/moderate/lenient/dense)
[strict]:

Ka—HR TR TTAECE

77



The following configuration will be applied:
password strength-check
switchname IP switch A 1
vrf context management
ip route 0.0.0.0/0 10.10.99.1
exit
no feature telnet
ssh key rsa 1024 force
feature ssh
system default switchport
system default switchport shutdown
copp profile strict
interface mgmtO
ip address 10.10.99.10 255.255.255.0
no shutdown

Would you like to edit the configuration? (yes/no) [n]:

Use this configuration and save it? (yes/no) [y]:
2017 Jun 13 21:24:43 Al %$ VDC-1 %$ %COPP-2-COPP_POLICY: Control-Plane
is protected with policy copp-system-p-policy-strict.

[HAFHHHHAHHH A A H A A AR HH] 1003
Copy complete.

User Access Verification

IP switch A 1 login: admin

Password:

Cisco Nexus Operating System (NX-0S) Software

IP switch A 1#

2. (RFECE:

IP switch-A-1# copy running-config startup-config

3. EHRSIRNH F R IR E NS -

IP switch-A-1# reload

4. 3% MetroCluster IP BB EM =8N EE LRT R,
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THFZE Cisco A NX-0S 25
TSGR IR ER A RCF X4 T #:Z| MetroCluster IP B2 & HIE X IRHo

KXFIAES
IESFTEERAXGERARYG, FIWFTP, TFTP, SFTP 3 SCP, RXMHEHIZIIEN.

WZxF MetroCluster IP BEE RIS IP KN EEFITXEDS R,
18 7456 PR S2 Y SHRATL AR (R 2o
"NetApp Hardware Universe"

p 3
1. THZHFHY NX-0S X

"Cisco BRIE T &"
2. BRI S H B3I

copy sftp . //root@server-IP-address/tftpboot/NX-os-file-name bootflash :
management

EZ7, nxos.7.0.3.14.6.bin X431 EPLD BRMEM SFTP AR3328 10.10.99.99 EHIZI 7 Bootflash:

VRF
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IP switch A 1# copy sftp://root@10.10.99.99/tftpboot/nxos.7.0.3.I4.6.bin
bootflash: vrf management

root@10.10.99.99's password: password

sftp> progress

Progress meter enabled

sftp> get /tftpboot/nxos.7.0.3.I4.6.bin

/bootflash/nxos.7.0.3.I4.6.bin

Fetching /tftpboot/nxos.7.0.3.I4.6.bin to /bootflash/nxos.7.0.3.I4.6.bin
/tftpboot/nxo0s.7.0.3.I4.6.bin 100% 666MB 7.2MB/s
01:32

sftp> exit

Copy complete, now saving to disk (please wait)...

Copy complete.

IP switch A 1# copy sftp://root@10.10.99.99/tftpboot/n%000-
epld.9.3.5.img bootflash: vrf management

root@10.10.99.99's password: password

sftp> progress

Progress meter enabled

sftp> get /tftpboot/n9000-epld.9.3.5.img /bootflash/n9000-
epld.9.3.5.img

Fetching /tftpboot/n9000-epld.9.3.5.img to /bootflash/n9000-
epld.9.3.5.1img

/tftpboot/n9000-epld.9.3.5.img 161MB 9.5MB/s 00:16
sftp> exit

Copy complete, now saving to disk (please wait)...

Copy complete.

3. EENEN _EIIERIRAN NX-0S XHB T FE N RIEMAY bootflash BRH:
dAiY bootflash :

MR ERXHAITF ip_switch_A_1 E:

80



IP switch A 1# dir bootflash:

698629632 Jun 13 21:37:44 2017 nxos.7.0.3.I4.6.bin

Usage for bootflash://sup-local
1779363840 bytes used
13238841344 bytes free
15018205184 bytes total

IP switch A 1#

/|

4. REITIAIR M -
LEFA nxos bootflash ! nxos.version-number.bin
REXBAIRFE, KIEIGEIEMME (EMED) .
UTFRBIETRT IP_switch A 1 ERYERHERE:
IP switch A 1# install all nxos bootflash:nxos.7.0.3.I4.6.bin

Installer will perform compatibility check first. Please wait.
Installer is forced disruptive

Verifying image bootflash:/nxos.7.0.3.I4.6.bin for boot variable "nxos".
[#f#fdfHd#H#HH4#4###4] 100% —— SUCCESS

Verifying image type.
[##fH#H 44 HSH#4#4H#] 100% —— SUCCESS

Preparing "nxos" version info using image
bootflash:/nxo0s.7.0.3.I4.6.bin.
(4SS #FHFH4#4##4#] 1005 —— SUCCESS

Preparing "bios" version info using image
bootflash:/nxo0s.7.0.3.I4.6.bin.

(#4444 #4444 4###4#] 1008 —— SUCCESS [#AfH##HHfHHAHSHHEHEHS] 1003
—-— SUCCESS
Performing module support checks. [#Af##HHSHHAHSHHEHEHS] 100D
—-— SUCCESS
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Notifying services about system upgrade. [H#efH#HHfHHAHSH#EHEHS] 1003
SR SUCECESIS

Compatibility check is done:

Module bootable Impact Install-type Reason
1 yes disruptive reset default upgrade is not
hitless

Images will be upgraded according to following table:

Module Image Running-Version (pri:alt) New-Version Upg-
Required
1 nxos 7.0(3)I4 (1) 7.0(3)I4(6) yes
1 bios v04.24(04/21/2016) v04.24(04/21/2016) no

Switch will be reloaded for disruptive upgrade.
Do you want to continue with the installation (y/n)? [n] vy
Install is in progress, please wait.

Performing runtime checks. [##FHFHAHAHAFEHEHHH#HH] 100 -——
SUCCESS

Setting boot variables.

[####4#HHHHERH AR #E#H#E] 1005 —— SUCCESS

Performing configuration copy.
[#AfHHHHSH#HHSHHH#EH#] 100% —— SUCCESS

Module 1: Refreshing compact flash and upgrading bios/loader/bootrom.
Warning: please do not remove or power off the module at this time.
(A H#HH##4#H#H] 1005 —— SUCCESS

Finishing the upgrade, switch will reboot in 10 seconds.
IP switch A 1#

o FRFMNEFME, ARERIIZHA.
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RNEFEDE, BRETERRER:

User Access Verification

IP switch A 1 login: admin

Password:

Cisco Nexus Operating System (NX-0S) Software

TAC support: http://www.cisco.com/tac

Copyright (C) 2002-2017, Cisco and/or its affiliates.
All rights reserved.

MDP database restore in progress.
IP switch A 1#

The switch software is now installed.

6. RIFREERERMY M. + show version

UTFREIERT i



IP switch A 1# show version

Cisco Nexus Operating System (NX-0S) Software

TAC support: http://www.cisco.com/tac

Copyright (C) 2002-2017, Cisco and/or its affiliates.
All rights reserved.

Software
BIOS: version 04.24
NXOS: version 7.0(3)I4(06) **<<< switch software version**

BIOS compile time: 04/21/2016
NXOS image file is: bootflash:///nxos.7.0.3.I4.6.bin
NXOS compile time: 3/9/2017 22:00:00 [03/10/2017 07:05:18]

Hardware
cisco Nexus 3132QV Chassis
Intel (R) Core(TM) i3- CPU @ 2.50GHz with 16401416 kB of memory.
Processor Board ID FOC20123GPS

Device name: Al
bootflash: 14900224 kB
usbl: 0 kB (expansion flash)

Kernel uptime is 0 day(s), 0 hour(s), 1 minute(s), 49 second(s)
Last reset at 403451 usecs after Mon Jun 10 21:43:52 2017
Reason: Reset due to upgrade
System version: 7.0(3)I4(1)
Service:
plugin

Core Plugin, Ethernet Plugin
IP switch A 1#

7. 4% EPLD BREGH EH BN
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IP switch A 1# install epld bootflash:n9000-epld.9.3.5.img module 1
Compatibility check:

Module Type Upgradable Impact Reason
1 SUP Yes disruptive Module Upgradable
Retrieving EPLD versions.... Please wait.

Images will be upgraded according to following table:

Module Type EPLD Running-Version New-Version Upg-
Required
1 SUP MI FPGA 0x07 0x07 No
1 SUP IO FPGA 0x17 0x19 Yes
1 SUP MI FPGA2 0x02 0x02 No

The above modules require upgrade.
The switch will be reloaded at the end of the upgrade
Do you want to continue (y/n) ? [n] vy

Proceeding to upgrade Modules.
Starting Module 1 EPLD Upgrade

Module 1 : IO FPGA [Programming] : 100.00% ( 64 of 64 sectors)
Module 1 EPLD upgrade is successful.
Module Type Upgrade-Result

1 SUP Success
EPLDs upgraded.

Module 1 EPLD upgrade is successful.

8. AR EFBGE, BRERHRIERSEMINMNEFARAH EPLD o
show version module 1 epld
9. 3f MetroCluster IP FEEEHFHEF=1 IP TR EE LRBE,
THFHRE Cisco IP RCF X1
&7 7IMetroCluster IPECE RIS MR E R H RERCFX 4,

RFUIES
IESTEERAXGEmAG, FIMFTP, TFTP, SFTP 3 SCP, RXMHEHIFIZMR.
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WZF MetroCluster IP EEEHRHIE IP RN EERITXEDSE,
&L ZBUE FA 7 Y SRR AR AR
"NetApp Hardware Universe"

NRIEFERNZQSFP-SFP+iERCeE. MrIaeFERISLIsAEENATEERR. MARH EER. FEN
STHRA AR 7 A LA RE IS L 1R E AR o

B RCF Xf#, MetroCluster IP ECE I NN P HIE D IN—1 BRI NFRERRSHRIE S
fEFLEMRY RCF X5

AT RCF X f¥

IP_switch_A_1 NX3232_v1.80_Switch-A1.txt
IP_switch_A_2 NX3232_v1.80_Switch-A2.ixt
IP_switch_B_1 NX3232_v1.80_Switch-B1.txt
IP_switch_B_2 NX3232_v1.80_Switch-B2.txt
R

1. FIMetroCluster IPA X Cisco RCCX 14,
a. T "'&FHF MetroCluster IP By RcfFileGenerator"
b. {# & B FMetroCluster IPBIRcIFileGenerator 5 R EIER B 4 B RCF X {4,

() FxBHETHEERRCFXHS,
2. ¥ RCF XA SIS
a. ¥ RCF XA EHISIE— 1 5ebL:

copy sftp ¢ //root@ftp-server-ip-address/tftpboot/switch-specific — rCF
bootflash .| vrf management

TEUHRBIF, NX3232_v1.80_Switch-A1.txt RCF &M TF 10.10.99.99 Y SFTP R332 8 452
b bootflash o EWATER TFTP/SFTP BRSZ 2889 IP st IR FEELLER RCF XHHIXHFR,
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IP switch A 1# copy
sftp://root@10.10.99.99/tftpboot/NX3232 v1.80 Switch-Al.txt bootflash:
vrf management

root@10.10.99.99's password: password

sftp> progress

Progress meter enabled

sftp> get /tftpboot/NX3232 v1.80 Switch-Al.txt
/bootflash/NX3232 v1.80 Switch-Al.txt

Fetching /tftpboot/NX3232 v1.80 Switch-Al.txt to
/bootflash/NX3232 v1.80 Switch-Al.txt

/tftpboot/NX3232 v1.80 Switch-Al.txt 100% 5141 5.0KB/s
00:00

sftp> exit

Copy complete, now saving to disk (please wait)...

IP switch A 1#

a. WEHM=PZHENPHE—IRINEE LR FIE, HBHERKLER RCF XAEHIZIMENBISZ L.
3. EB/N AN LIS RCF XA B TEN3IRHIAY bootflash BRH:

dM bootflash :

UG ERXEALTF ip_switch_ A 1 E:

IP_switch A 1# dir bootflash:

5514 Jun 13 22:09:05 2017 NX3232 v1.80 Switch-Al.txt

Usage for bootflash://sup-local
1779363840 bytes used
13238841344 bytes free
15018205184 bytes total

IP switch A 1#

4. 7f Cisco 3132Q-V I Cisco 3232C 3| LAZE TCAM X1z,
(D)  m:eeE Cisco 3132Q-V 3 Cisco 3232C ST, BB,

a. 7f Cisco 3132Q-V Xl L, ELT TCAM X1 :
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conf t

hardware access-list tcam region span O
hardware access-1list tcam region racl 256
hardware access-list tcam region e-racl 256
hardware access-list tcam region qos 256

b. 7 Cisco 3232C 3X#it/l L, KB LT TCAM Xig:

conf t

hardware access-list tcam region span O
hardware access-1list tcam region racl-lite O
hardware access-list tcam region racl 256
hardware access-list tcam region e-racl 256
hardware access-list tcam region gos 256

. igE TCAM X#Eifa, RFECEHEMMBEIIR:

copy running-config startup-config
reload

5. B ILEZHY RCF X4 M7t bootflash EHIE| & RN _EBVIEITEE
copy bootflash ! switch-specific-RCF.txt running-config

6. 3§ RCF XM IETEIETHEE S FIZIS NN LB E |

copy running-config startup-config

TNEFEMUTFUTATRRES:

IP switch A 1# copy bootflash:NX3232 v1.80 Switch-Al.txt running-config
IP switch-A-1# copy running-config startup-config

7. ERTINESHRAL:

refi®

IP switch A 1# reload

8. Xf MetroCluster IP fREFRHEM= 8 XIEHNEE LIRTE,
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FER 25 Gbps EENARIKBIERHEIRELE

NREHNRKRECEIER 25 Gbps &%, WENA RCF X, BREEFHFIEMT
%jj*lzﬂo RCF S‘UL'FTF_FEJJZIZ'LREO

KXFIAES
EHRITIIREZ B Z AT, & 25 Gbps sk,

"Cisco 3232C B} Cisco 9336C 3Z##| IS im[O 4 "

LEAESSXBRIEER 25-Gbps EZRNEATR T

» AFF A300
» FAS 8200
» FAS 500f
* AFF A250

WIS MetroCluster IP BBEHRRIFTE & IR HIT I ESS

STIE
1. FEIEZRRITHISSEIRAIE 1 25 Gbps w0 L3 FEC BEU&E R off , REBIEEE
=

a. HANRERIN: config t
b. s EEEIER 25-Gbps #%: interface interface-ID
C. § FECIEE N off . fEC off
d. 33 _EBEA 25 Gbps InAEE LIRS,
e BHEERT: exit
U FRHGIERT $3F3HA IP_switch_A_1 ERIEDO Ethernet1/2/1 Ba<:
IP switch A 1# conf t
IP switch A 1(config)# interface Ethernetl/25/1
IP switch A 1(config-if)# fec off
IP switch A 1(config-if)# exit

IP switch A 1(config-if)# end
IP switch A 1# copy running-config startup-config

2. 3t MetroCluster IP BREHREHM=8 N EE LIRS E
= kA RISLEE O &
NetAppfE IV B R ERMISLIE QMR @EE. LUER&E B AR EMEITIRRER,

1. HaTE R B A RYISLE R0 EE

EIREIE (FEC) &#1%

[ —

=17

HECE & HI 2 B EhEC
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seNfEIEAEORE T
2. ZRKRFEAISLE iR COEE.,

BT E BifE R ER RO N R EEETU T,
SwitchA 1# config t
Enter configuration commands, one per line. End with CNTL/Z.
SwitchA 1 (config)# int Ethl/14
SwitchA 1 (config-if)# shutdown
SwitchA 12 (config-if)# exit
SwitchA 1 (config-if)# copy running-config startup-config
[HAFHHHHAHFH A A H A AR A HH] 1003

Copy complete, now saving to disk (please wait)...
Copy complete.

7EMetroCluster IP i S Cisco 9336C 33iE#|_FEIE MACsec %

@ MACsec HIZ5 RAER BT WAN ISL i,

1 Cisco 9336C it -EZE MACsec %

& D REfEIh 2 181531 THY WAN ISL i _EEEE MACsec 1N%2, EMNAIEMAY RCF X4fE, BHNEE
MACsec o

MAC BIiFRIE R

MACsec EELZEIFANIE, B* Cisco NX-OS ¥l A ZE U INEFREF BRI el IR EEIHBE, EE8W " (
Cisco NX-OS #FrJfgm) "

1EMetroCluster IPEZE /= FHCisco MACsec/I1IZWAN ISL
B LLTE MetroCluster IP EZ& /5 WAN ISL By Cisco 9336C 33 #i#/1/5 A MACsec &R,

p
1. #EAN2BEEEN:

B R

IP switch A 1# configure terminal
IP switch A 1(config)#

2. 111%% B MACsec 1 MKA :

IJEE MACsec
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https://www.cisco.com/c/en/us/td/docs/switches/datacenter/sw/nx-os/licensing/guide/b_Cisco_NX-OS_Licensing_Guide/b_Cisco_NX-OS_Licensing_Guide_chapter_01.html
https://www.cisco.com/c/en/us/td/docs/switches/datacenter/sw/nx-os/licensing/guide/b_Cisco_NX-OS_Licensing_Guide/b_Cisco_NX-OS_Licensing_Guide_chapter_01.html
https://www.cisco.com/c/en/us/td/docs/switches/datacenter/sw/nx-os/licensing/guide/b_Cisco_NX-OS_Licensing_Guide/b_Cisco_NX-OS_Licensing_Guide_chapter_01.html
https://www.cisco.com/c/en/us/td/docs/switches/datacenter/sw/nx-os/licensing/guide/b_Cisco_NX-OS_Licensing_Guide/b_Cisco_NX-OS_Licensing_Guide_chapter_01.html
https://www.cisco.com/c/en/us/td/docs/switches/datacenter/sw/nx-os/licensing/guide/b_Cisco_NX-OS_Licensing_Guide/b_Cisco_NX-OS_Licensing_Guide_chapter_01.html
https://www.cisco.com/c/en/us/td/docs/switches/datacenter/sw/nx-os/licensing/guide/b_Cisco_NX-OS_Licensing_Guide/b_Cisco_NX-OS_Licensing_Guide_chapter_01.html

IP switch A 1(config)# feature macsec

3. BIEFETHNEREERZIEMECE:

copy running-config startup-config

IP switch A 1(config)# copy running-config startup-config

BdEMACsecZ A 5H
SR E LIE— 13 Z 1> MACsec Z A%

s RIFE AR TE RZBIHARD *
— MACsec ZH R LB ZMEZEEH (PSK) , SNRPHMEEEE—1EH ID — e iENESRA
HA, ZiRE AR T ERHBEMEIEAETE], MMREBEGARERE, NWEOAESRABE LR, KA
ETEGEE, WEESEPIEE, MKARBREZPRETHN T I ERENTIHERH, BHENNXELUZ
Aoy UTC o EMARIX D UTC ., MNREEEF 1 EHH (EEHPED) HAE—IEPREEXEE, NEA
LURDHEIE— 12 R E 1N EH. HE— RN E SRR, ©s8ahRehEFIRPHT—1E
A, MREHRMIGENEE TR—1NEH, WERBHRsHELHR (B, ZBHERFYCREMNIE R THTELR

o

p
1. #EAN2BEEE:

[=t237

IP switch A 1# configure terminal
IP switch A 1(config)#

2. BREMZNEHR/N\UFETHFERS, B show running-configand show startup-config <
0 R UL T T B R R B BC AT -

IP switch A 1(config)# key-chain macsec-psk no-show

() sEEREIXHN, \IATHEBREHE,
ESAERT, psk BALUMBHMRET, HEALBRRE, HSUERT MACsec B
3. BIE— MACsec ZHHELITEI—2H MACsec ZH# N MACsec ZiAHEECEET |

BEAPER R MACsec
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IP switch A 1(config)# key chain 1 macsec
IP switch A 1(config-macseckeychain)#

4. glE—1 MACsec ZiHF#H N MACsec ZAECEIRT :

92

key key-id

LESEEA 1 Bl 32 PHN#HFHRFRF AT H, RAKNNA 64 MFo

IP switch A 1 switch(config-macseckeychain)# key 1000
IP switch A 1 (config-macseckeychain-macseckey)#

- ERERAR/ \(IF T FAT R

key-octet-string octet-string Cryptographic -orl AES-128 CMACAES_256_CMAC

IP switch A 1(config-macseckeychain-macseckey)# key-octet-string
abcdef0123456789%abcdef0123456789%abcdef0123456789%abcdef0123456789
cryptographic-algorithm AES 256 CMAC

(D J\IFNFRESHRRZSAIEE 64 N #HEIFR. /\(IFNREPERASHITRD, FHLLEE
NN ZIPARSERTE show running-config MACsec S HIHIH A,

FEZRNAEESER (U RELD)
s FHIARY Bl 42T B]

IP switch A 1(config-macseckeychain-macseckey)# send-lifetime 00:00:00
Oct 04 2020 duration 100000

RINBERT, RESRFRIERA UTC » start-time S EZAENBIBEAF B EARTEl, duration 42
EUMRBANEGEARRKE. RAKEN 2147483646 7 (£979 68 £F) o

REREGTHNEEEHZIBHERE:

copy running-config startup-config

IP switch A 1(config)# copy running-config startup-config

EREAERE:
sYNfRIfE P ZE SATE R TR



IP switch A 1 (config-macseckeychain-macseckey)# show key chain 1

FCEMACT)HREE

p
1. #HN2BREER:

[=t2377

IP switch A 1# configure terminal
IP switch A 1 (config)#

. Bl MAC Fhaseg:
mACSEC RERZR

IP switch A 1(config)# macsec policy abc
IP switch A 1(config-macsec-policy)#

. BEELU &S Z— GCM-AES-128 , GCM-AES-256 , GCM-AES-XPN-128 3 GCM-AES-XPN-256 :

BIEEMRR

IP switch A 1(config-macsec-policy)# cipher-suite GCM-AES-256

- ECERARSBMATL, UETEBAIREAE RIS ZERIEKR

key-server-priority number

switch (config-macsec-policy)# key-server-priority O

- BEEE R RIS LIE X BHREMIEH SR e r R E A
sRERBRERE
MECRED AR — N R 2 EREE

° must secure —& &5 MAC FUMRkHBIEE B ER
° should secure —AFAREH MAC #IirkBVEIEE (XZ2EOAE)

IP switch A 1(config-macsec-policy)# security-policy should-secure
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6. LEEMHFRIFEO, FLE2EORES/NTFREETFOANEIESR: window-size number

@ ERFRIFEOANRT MACsec IZR BEAREFHFIIIIMIKRAIE. SEEH 0 F
596000000 o

IP switch A 1(config-macsec-policy)# window-size 512

7. ERERGIEFISE SAK ZiAREtE (R EEAL) -
sAK EIHARY(E]

SR LUEA e S B 2B AE ORI TR EliElfR. FATAEA 0.
IP switch A 1 (config-macsec-policy)# sak-expiry-time 100

8. TEFFIAMNZEE 2 BIAPEREE U TINZ RISz —:
conf-offsetconfidentiality offset
MU T IR

° CONF 1% -0,
° CON-offset-30 o
° CONF 1®#% -50 o

IP switch A 1(config-macsec-policy)# conf-offset CONF-OFFSET-0

@ ':IJI‘EHKE;MTLEE‘E?%E@%%%%;E@% MPLS tri2F &% (DMAC, SMaC,
etype ) o

S. BEAEBITHNEREESZIBECE:

copy running-config startup-config
IP switch A 1(config)# copy running-config startup-config

10. 7~ MACsec FRECE :

sOEER MACsec HRB&

IP switch A 1(config-macsec-policy)# show macsec policy
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F3£0 LB ACisco MACsec&
1. ANEREER:
Bo & K

IP switch A 1# configure terminal
IP switch A 1(config)#

2. EEREAMACHINZE R EREO,

ERILEEEOREMIRR, WFLUXREEO, HERUKRERE / 0.

IP switch A 1(config)# interface ethernet 1/15
switch (config-if) #

3. AMEEEN LA EMNZ AN LURIIMACseciiE :

mAcSEC keychain keychain-name policy policy-name

IP switch A 1(config-if)# macsec keychain 1 policy abc

4. WEAREMACsecIZNFAIEIZOEE S E1F2,
S BIEHEETHEESH ZIEoEE

copy running-config startup-config

IP switch A 1(config)# copy running-config startup-config

7EMetroCluster IPEZ & T2 FHCisco MACsec/lIZWAN ISL

7E MetroCluster IP EEEH, EAJREEE N WAN ISL £ Cisco 9336C A1 22F MACsec /%R,

p
1. #N2BREER:

[=t23

IP switch A 1# configure terminal
IP switch A 1 (config)#

2. 518& 2 H MACsec & :
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mAcSEC shutdown

IP switch A 1(config)# macsec shutdown

@ PR "no’ " EIN R IE R MACsec ThgE,
3. EREEE MAC M9iEO,
eI LIS EZROXBMFR, M FUKXNImE, EERUIKMIERE / mE.
IP switch A 1(config)# interface ethernet 1/15
switch (config-if) #

4. WFREC_EECE R ZE AR SREE LIMFRMACSsecEC & -

no MACsec keychain keychain-name policy policy-name

IP switch A 1(config-if)# no macsec keychain 1 policy abc

5. WEIE T MACsec HFrB1IEOAEESE 3 M4,
6. BIEHEBETHEEESHIEIBECE:

copy running-config startup-config

IP switch A 1(config)# copy running-config startup-config

I6iF MACsec BCE

p
1. HECEFME SN LEE FRFIEEZUEIL MACsec &ifo
2. BT U T < IEX RN RGN 2 B B IIINE

a. Run : sWfElfAfT MACsec MKA HE
b. Run : s3fAHIT MACsec MKA RiE

C. Run: s¥lfal4bIE MACsec MKA FRIHER

e UER L T a2 IIE MACsec FiRE :

i3

5 FREX ... WEE
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sUIfElfEMA MACsec MKA RIEEORAN lot/ If HFFEEMOSFIEEOR MACsec MKA &i%

0s

s YN fsE R 2R SR TR 7R RIARARE

sHMAHIT MACsec MKA FHE MACsec MKA Bt &

sHNAfER MACsec policy policy-name 1¥E MACsec HBESPTE MACsec HREEHIECE

ECENVIDIA IP3ZHEH],
BEZENVIDIA IP SN2100 3334 A SS I £ 8 B i f5imMetroCluster IP &%

A TENVIDIA SN2100 IPREN AL E 0 BB ESE R B & f5imMetroCluster IPIER,

[EEZHE]] JENVIDIA IP SN21003THAHEE I BRIAE
SR UM AT A AR RGN EE I H BOIARE,

* FHARCFX M EIMEE RN

* FHHZECumulusiitt

[RCFX4i%E1n] {#FIRCFX 431N 8 B XX

EREMIIRCFECEZAT. ERIUERNVIDIASHRINIZE.

KFUIAES

BERHIANERNEINRE . BER restoreDefauIt EBUZITRCFX . IR &HNRIEXHEHZIHR
AIE. AREHBMM. ENEGE. TS ERETTRCFXXAEE TR HIRIGEC &I,

REBTREFMAEE:
* BRHERRRE
* ECEEIEMLKiReth0

() mBRCFX#H#AIaL £RFTE LR E BUE s TR E.

FaZ Al

* WRIARIEECE SHRAL T EH ZENVIDIA RCFX . MIRERUXMA R HITEE. HEETITRCFXH
ZBECE T HhIheE. NTEERIRIES R,

Tt MetroCluster IP BREFHIE IP KRN EEXLET E,
* EATE BRI TIEH B 1E R EIE T 3 o
c WESBEEEENENEE,

p
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1. BIFR S EEABERSRENRCFXX RN ARCFRE. URENXHREFT.

@ A U EREDX4. REOXARIME, IREMHXAEIRENXAERERERL
. WFEERLRED R,
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2.

cumulus@IP switch A l:mgmt:~$ sudo python3
SN2100 v2.0.0 IP switch A 1.py

[sudo]

password for cumulus:

>>> Opened RcfApplylLog
A RCF configuration has been successfully applied.

Backup files exist.

Preserved files exist.

Listing completion of the steps:

Success: Step: 1l: Performing Ba
Success: Step: 2: updating MOTD
Success: Step: 3: Disabling apt
Success: Step: 4: Disabling cdp
Success: Step: 5: Adding 1lldp c
Success: Step: 6: Creating inte
Success: Step: 7: Configuring s
SNMP
Success: Step: 8: Configuring s
allocation
Success: Step: 9: Configuring s
Success: Step: 10: Configuring
dscp remark
Success: Step: 11: Configuring
egress cos mappings
Success: Step: 12: Configuring
classification
Success: Step: 13: Configuring
Success: Step: 14: Configuring
Success: Step: 15: Configuring
Success: Step: 16: Configuring
Success: Step: 17: Configuring
cluster and MetroCluster interfaces
Success: Step: 18: Configuring
cluster and MetroCluster interfaces
Success: Step: 19: Configuring
cluster and MetroCluster interfaces
Success: Step: 20: Configuring
Success: Step: 21: Configuring
Success: Step: 22: Final commit
Success: Step: 23: Final reboot
Exiting

<<< Closing RcfApplyLog

cumulus@IP switch A 1:mgmt:

~$

IBITRCFX 4 HIEFIRREAIAE: restoreDefault

ckup and Restore

file
-get
onfig
rfaces
witch basic settings: Hostname,
witch basic settings: bandwidth
witch basic settings: ecn
switch basic settings: cos and
switch basic settings: generic
switch basic settings: traffic

LAG load balancing policies
the VLAN bridge

local cluster ISL ports
MetroCluster ISL ports
ports for MetroCluster-1, local

ports for MetroCluster-2, local
ports for MetroCluster-3, local

L2FC for MetroCluster interfaces
the interface to UP

of the switch
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cumulus@IP switch A l:mgmt:~$ sudo python3
SN2100 v2.0.0 IP switch A 2.py restoreDefaults
[sudo] password for cumulus:

>>> Opened RcfApplyLog

Can restore from backup directory. Continuing.
This will reboot the switch !!!

Enter yes or no: yes

3. WRTEIE "yes"s RENIEIEREIRIGEEHEHB .
4. ERFAEFRBE.

KNG EEHFREVRERE. MINEENSEEMLREE. BNENENARCFXHZAEFE. B
BEpfa. ErRILERBRENARMZAHIRCF X 4R N A E.,

THHAZECumulusiitt

XFIAES
NREBBEINACUMUlUSIRETTEE BRI, BHITUTIE,

FIaZ Al
* BIE R R ITIE ] & EEE R I 3T
* ALEIHTTPIABI Cumulus 3R AR IR AR

(D BxzECumulus Linu##AES. BB "NVIDIA SN21003HH S HIE B A"

s SR T sudo er 21 1) PR BYroot g,

p
1. MCumulusi=il & FHEIIRANRAF L ZFHFEIMA, #n % onie-install -a -i" FERAHAN IR RIS R IZ

TR AE. AEEH cumulus-1linux-4.4.3-mlx-amd64.bin MHTTPARS328"50.50.50.50.50"E |
E AR R Ao

cumulus@IP switch A l:mgmt:~$ sudo onie-install -a -i
http://50.50.50.50/switchsoftware/cumulus-1inux-4.4.3-mlx-amd64.bin
Fetching installer: http://50.50.50.50/switchsoftware/cumulus-linux-
4.4.3-mlx-amd64.bin

Downloading URL: http://50.50.50.50/switchsoftware/cumulus-linux-4.4.3-
mlx-amd64.bin

S
# 100.0%

Success: HTTP download complete.

tar: ./sysroot.tar: time stamp 2021-01-30 17:00:58 is 53895092.604407122
s in the future
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tar: ./kernel: time stamp 2021-01-30 17:00:58 is 53895092.582826352 s in
the future

tar: ./initrd: time stamp 2021-01-30 17:00:58 is 53895092.509682557 s in
the future

tar: ./embedded-installer/bootloader/grub: time stamp 2020-12-10
15:25:16 is 49482950.509433937 s in the future

tar: ./embedded-installer/bootloader/init: time stamp 2020-12-10
15:25:16 is 49482950.509336507 s in the future

tar: ./embedded-installer/bootloader/uboot: time stamp 2020-12-10
15:25:16 is 49482950.509213637 s in the future

tar: ./embedded-installer/bootloader: time stamp 2020-12-10 15:25:16 is
49482950.509153787 s in the future

tar: ./embedded-installer/lib/init: time stamp 2020-12-10 15:25:16 is
49482950.509064547 s in the future

tar: ./embedded-installer/lib/logging: time stamp 2020-12-10 15:25:16 is
49482950.508997777 s in the future

tar: ./embedded-installer/lib/platform: time stamp 2020-12-10 15:25:16
is 49482950.508913317 s in the future

tar: ./embedded-installer/lib/utility: time stamp 2020-12-10 15:25:16 is
49482950.508847367 s in the future

tar: ./embedded-installer/lib/check-onie: time stamp 2020-12-10 15:25:16
is 49482950.508761477 s in the future

tar: ./embedded-installer/lib: time stamp 2020-12-10 15:25:47 is
49482981.508710647 s in the future

tar: ./embedded-installer/storage/blk: time stamp 2020-12-10 15:25:16 is
49482950.508631277 s in the future

tar: ./embedded-installer/storage/gpt: time stamp 2020-12-10 15:25:16 is
49482950.508523097 s in the future

tar: ./embedded-installer/storage/init: time stamp 2020-12-10 15:25:16
is 49482950.508437507 s in the future

tar: ./embedded-installer/storage/mbr: time stamp 2020-12-10 15:25:16 is
49482950.508371177 s in the future

tar: ./embedded-installer/storage/mtd: time stamp 2020-12-10 15:25:16 is
49482950.508293856 s in the future

tar: ./embedded-installer/storage: time stamp 2020-12-10 15:25:16 is
49482950.508243666 s in the future

tar: ./embedded-installer/platforms.db: time stamp 2020-12-10 15:25:16
is 49482950.508179456 s in the future

tar: ./embedded-installer/install: time stamp 2020-12-10 15:25:47 is
49482981.508094606 s in the future

tar: ./embedded-installer: time stamp 2020-12-10 15:25:47 is
49482981.508044066 s in the future

tar: ./control: time stamp 2021-01-30 17:00:58 is 53895092.507984316 s
in the future

tar: .: time stamp 2021-01-30 17:00:58 is 53895092.507920196 s in the
future
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Staging installer image...done.

WARNING:

WARNING: Activating staged installer requested.
WARNING: This action will wipe out all system data.
WARNING: Make sure to back up your data.

WARNING:

Are you sure (y/N)? y

Activating staged installer...done.

Reboot required to take effect.
cumulus@IP switch A l:mgmt:~$

2. THHBIEREE. MRTFEE Yy UHIALER,
3. EfBMIRNIUAL LY. sudo reboot

cumulus@IP switch A l:mgmt:~$ sudo reboot

@ TRANGERBHFENZIN ARG R, WEIZFE—RIE, RETHE. JEIEE
B EhFHRIFTE log-in-"HE R T4k,

4. BEBEREATHRINISE
a. BRI AEERIERTAERHBAEE,.

@ BRFP&A"cumulus". ERIAZEES A "cumulus”s
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Debian GNU/Linux 10 cumulus ttySO

cumulus login: cumulus

Password:

You are required to change your password immediately (administrator
enforced)

Changing password for cumulus.

Current password:

New password:

Retype new password:

Linux cumulus 4.19.0-cl-1-amd64 #1 SMP Cumulus 4.19.206-1+cl4.4.3ul
(2021-12-18) x86 64

Welcome to NVIDIA Cumulus (R) Linux (R)

For support and online technical documentation, visit

http://www.cumulusnetworks.com/support

The registered trademark Linux (R) is used pursuant to a sublicense from
LMI,

the exclusive licensee of Linus Torvalds, owner of the mark on a world-
wide

basis.

cumulus@cumulus:mgmt:~$

5. BLEBIEMLLED.
EfERRY R LEURT FIETRISIRANE kv o

@ UTFRAIGSEENZEENIP_switch A 1. IP#HLERE #10.10.10.10. MLEHLEE
79255.255.255.0 (24). MxitERE /910.10.10.10

103



104

Cumulus 4.4.x

TR LEEITCUMULUS 4.4 xBISTHRAL EECE EANR. IPHIAE, OLSHERIF0M X

cumulus@cumulus
cumulus@cumulus
10.0.10.10/24

cumulus@cumulus

cumulus@cumulus

cumulus@cumulus

rmgmt:
:mgmt:

rmgmt :
:mgmt:

rmgmt:

net add/del commands

~$ net
~$ net

~$ net
~$ net

~$ net

add hostname IP switch A 1
add interface ethO ip address

add interface ethO ip gateway 10.10.10.1
pending

commit

since the last "net commit"

User Timestamp Command

cumulus 2021-05-17 22:21:57.437099 net add hostname Switch-A-1
cumulus 2021-05-17 22:21:57.538639 net add interface eth0O ip address

10.10.10.10/24

cumulus 2021-05-17 22:21:57.635729 net add interface eth0O ip gateway

10.10.10.1

cumulus@cumulus:mgmt:~$

CUMULUS 5.4 xNES AR
UTREIESSEBZITCUMULUS 5.4 x93 EECE FA R IPHItE, PISSIERDFIRM K< o 8 & has,



cumulus@cumulus:mgmt:~$

cumulus@cumulus:mgmt:~$
10.0.10.10/24

cumulus@cumulus:mgmt:~$
cumulus@cumulus :mgmt:~$

cumulus@cumulus:mgmt:~$

6. {3 sudo reboot Fp L EF RN .o

nv

nv

nv

nv

nv

set system hostname IP switch A 1

set interface eth0O ip address

set interface eth0O ip gateway 10.10.10.1
config apply

config save

cumulus@cumulus:~$ sudo reboot

RNEFELE. ERIUERRIST BN AMECE T2+ ZENVIDIA RCFX o

[(FHFHZE] THHZENVIDIA RCFXHF

B IMetroCluster IPECE FRBYE DRI E B R STHRIIRCFX o

FaZ Al

* AR sudo ar 2 iA RN R AYrootZB g,
© ARG REIEN G H I E EIEMLE,
s SRS BER A E G E28 R RE .

* MIRRER. BRNAEMEMEE.

() mREEEHEHNENRRARCFXHZ T SRE. NELERIRESE,

KXFULES

i3 MetroCluster IPECE (& 5P RS NP S B A IRH G ER)EE ERPE,

NRE(EANZQSFP-SFP+HERCEE. NIFIEH

STHRAVAE N 2 SO LA RE IS L R E AR o
p

1. ZIMetroCluster IPAFENVIDIA RCFX 4,
a. & "iIEBT MetroCluster IP #J RcfFileGenerator",
b. {5 F3i&F FMetroCluster IPRIRcfFileGenerator N & BIER B 4 BIRCF XX
c. SMEIEFER. WREL "umulus"BIFEZRIER. MXXHEFERZ/ /home/umulus’s

ERFISLIDEENAHEER. MARIEER. HEL
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cumulus@IP switch A l:mgmt:~$ cd ~
cumulus@IP switch A 1l:mgmt:~$ pwd
/home/cumulus

cumulus@IP switch A l:mgmt:~S$

d. BRCFXHTHEIMWBER, UTRHIERREFERASCPTHXME
SN2100_v2.0.0 IP switch A 1.txt MARS328"50.50.50.50.50"FICNEER. HEEBEFNRN
SN2100 v2.0.0 IP switch A 1l.py:

cumulus@Switch-A-1:mgmt:~$ scp
username@50.50.50.50:/RcfFiles/SN2100 v2.0.0 IP switch A 1.txt
./SN2100 v2.0.0 IP switch-Al.py

The authenticity of host '50.50.50.50 (50.50.50.50)" can't be
established.

RSA key fingerprint is
SHA256:B5gBtOmNZvdKiY+dPhh8=72K9DaKG7g6sv+2gF1GVFESE.

Are you sure you want to continue connecting (yes/no)? yes

Warning: Permanently added '50.50.50.50"'" (RSA) to the list of known
hosts.

R IR I e b b 2 S b b b b 2h b b IR b db b 2 db b b S b 2h b b b I 2b b e I b S b dR Sh b db b 2b b b db b b db B 2 db b b Sb b db b b b i db o 4

* x

Banner of the SCP server

R IR I b b 2 b b b b b 2h b b SR b S b 2 S b b b dh b b b b i db b e A b S b 2R db S b b 2b b b db b b db B 2 Sb b b Sb b db b b Ib b i db o 4

* %

username@50.50.50.50"s password:
SN2100 v2.0.0 IP switch Al.txt 100% 55KB 1.4MB/s 00:00
cumulus@IP switch A 1:mgmt:~$

2. FUTRCFX o RCFXHFE— MR A—IMHE NP E, BRIFRAZHET. SNIBEERERG LT
B R FBITRCFX . BWIERCFX A& NI ERITTRCRS. BEREI -1"8" 28" N B A (fF
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cumulus@IP switch A l:mgmt:~$ sudo python3

SN2100 v2.0.0 IP switch A 1.py

all

[sudo] password for cumulus:

The switch will be rebooted after the step(s) have been run.
Enter yes or no: yes

the steps will apply - this is generating a lot of output

Running Step 24: Final reboot of the switch

The switch will reboot if all steps applied successfully
3. NIREAECEEADACH . IBTET AR £ /B FADACIED

cumulus@IP switch A l:mgmt:~$ sudo python3 SN2100 v2.0.0-X10 Switch-
Al.py runCmd <switchport> DacOption [enable | disable]

AT RARE AR O S ADACEDT swp7:

cumulus@IP switch A l:mgmt:~$ sudo python3 SN2100 v2.00 Switch-Al.py
runCmd swp?7 DacOption enable
Running cumulus version : 5.4.0
Running RCF file version : v2.00
Running command: Enabling the DacOption for port swp7
runCmd: 'nv set interface swp7 link fast-linkup on', ret: O
runCmd: committed, ret: O
Completion: SUCCESS
cumulus@IP switch A l:mgmt:~$

4. R3O LIS FBDACETE. BB

sudo reboot

()  WENS I EHBORETDACET. MR BEHR SRR,
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7fEF25 GbpsiEENARIREFMFIREIE

NRIERIRFECE N EMA25 GopsiE:. BENARCFEFMKFIEMEIZREIE(FEC)SHIKENXH, RCHESR
AN ALIRE,

EXFIAES
s IESUERTFFERE25 GhpsiEZETF S, EER "NVIDIASZIFAISN2100 IPAZHEA B F & im0 598

* WX MetroCluster IP BECEHRBIFRAE K & SHAHAITILES
* BRIEBRREHRE RO, BREEESSHREE S MO EE.

p
1. B 25 GbpsEEMNE — P MIHONSEILE fec Hoff:

sudo python3 SN2100 v2.0 Switch-Al.py runCmd <switchport> fec off
2. INEZIITHISRERNE 25 GbpsRiEHimOES I P&,

& EMetroCluster IP1Z ORI IAA K R E

XFIES
* BRI R UT AR RN iHHREIZE /100G:
° AFF A70. AFF A90. AFF A1K. AFF C80
° AFF A30. AFF C30. AFF A50. AFF C60
° FAS50. FAS70. FAS90
* BRSERERERENRIENEO. BREEGSHIEEZ MmO OERE,

p
1. EAHEEBMRCFX M runcnd IRERE, HIREENAIREHFRERE,

T ap< a1 EMetroClusteriZz O FIAVIRE swp7 swp8:

sudo python3 SN2100 v2.20 Switch-Al.py runCmd swp7 speed 100

sudo python3 SN2100 v2.20 Switch-Al.py runCmd swp8 speed 100

° ¢
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cumulus@Switch-A-1l:mgmt:~$ sudo python3 SN2100 v2.20 Switch-Al.py runCmd
swp7 speed 100
[sudo] password for cumulus: <password>
Running cumulus version : 5.4.0
Running RCF file version : v2.20
Running command: Setting switchport swp7 to 100G speed
runCmd: 'nv set interface swp7 link auto-negotiate off', ret: 0
runCmd: 'nv set interface swp7 link speed 100G', ret: 0
runCmd: committed, ret: O
Completion: SUCCESS
cumulus@Switch-A-1:mgmt:~$

B AR EARISLIE QiR CEE

NetAppEINFERARERRISLIEOMiKMEE. UERLKEFCENEITRAER. EONBHERES M IKRAK
IHMEE. ERREEn<HIEES 1Nin 0 inERE,

HIB
1. {EFRRCF X 4 1E1EHaE AR E A RIS Lin O #im OEE :

(D MRFEARTF ORI WEER <L PIEEN RO R FRAIBESRCIFAEIBHIEERI B IFARE.
TR RI AEFARCAESR X EH IR A R0

net show interface

2. EFARCFX A RARMERRISLE O FiK &@iE,
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cumulus@mccl-integrity-al:mgmt:~$ sudo python3 SN2100 v2.0 IP Switch-
Al.py runCmd
[sudo] password for cumulus:
Running cumulus version : 5.4.0
Running RCF file version : v2.0
Help for runCmd:
To run a command execute the RCF script as follows:
sudo python3 <script> runCmd <option-1> <option-2> <option-x>
Depending on the command more or less options are required. Example
to 'up' port 'swpl'
sudo python3 SN2100 v2.0 IP Switch-Al.py runCmd swpl up
Available commands:
UP / DOWN the switchport
sudo python3 SN2100 v2.0 IP Switch-Al.py runCmd <switchport>
state <up | down>
Set the switch port speed
sudo python3 SN2100 v2.0 Switch-Al.py runCmd <switchport>
speed <10 | 25 | 40 | 100 | AN>
Set the fec mode on the switch port
sudo python3 SN2100 v2.0 Switch-Al.py runCmd <switchport>
fec <default | auto | rs | baser | off>
Set the [localISL | remoteISL] to 'UP' or 'DOWN' state
sudo python3 SN2100 v2.0 Switch-Al.py runCmd [localISL |
remoteISL] state [up | down]
Set the option on the port to support DAC cables. This option
does not support port ranges.
You must reload the switch after changing this option for
the required ports. This will disrupt traffic.
This setting requires Cumulus 5.4 or a later 5.x release.
sudo python3 SN2100 v2.0 Switch-Al.py runCmd <switchport>
DacOption [enable | disable]
cumulus@mccl-integrity-al :mgmt:~$

T eb SRS AR swp14”:
sudo python3 SN2100 v2.0 Switch-Al.py runCmd swpl4 state down

MRRNE MR ERNRE O SR EEEE LT E,

7INVIDIA SN2100 MetroCluster IP ZJ3R4 L2 AR WA IEA (R IS 2SA0 B XX 4
F7E NVIDIA IR A AR E UKW ZR LT, BRBUTTEBIRE
YR NVIDIA X190006-PE #1 X190006-P| S TS /A EMRIN, MERXLEWEE, v LUEIEIETT system

switch ethernet show B EWAI S 2E BR“OTHER ., EiRFZH NVIDIA IHNEL S, BEERAUTHISE
HERES “nv show platform hardware ¥t NVIDIA CL 5.8 &E R hRZE], "nv show platform iE&AFE S hRZs,
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WMRIEFELEEIE NVIDIA CL 5.11.x 5LLTF ONTAP fRASEESERAT, iETRRMEN B SUkELE
PBIRTEA T, tHEBNERITXESE, RANESEXESE, EITRREEN B EWERTEE
() DREREST, ERERESETUHE—IERET.
* 9.10.1P20. 9.11.1P18. 9.12.1P16. 9.13.1P8. 9.14.1. 9.15.1 NEZ4N T k7
FHIaZ Hi
* IfafRONTAP &8 E BRI BIETEIETo
* ERIRA _E/Z A SSH LUER CSHM Hr] FRYFR B THEE.
* 3&F% “/mroot/etc/cshm_nod/nod_sign/ FiE TR LB R:

a. i A\noshell:

system node run -node <name>
b. EEHERINER:

priv set advanced

C. %umaima'\maﬁwr /etc/cshm_nod/nod_sign, MIRERFEHEBESEEXMH. WEFIHXH

ls /etc/cshm nod/nod sign
d. kRS PMIEEIRHEL S NPT R E X o
NREFHE. B LRSS ZIFRSHWMBEEXH. AR THHLEXLERSHERRENH.
rm /etc/cshm nod/nod sign/<filename>

a. BIAMBRHEEXHABATFERTF:

ls /etc/cshm nod/nod _sign

p

1. ARIEAERBIONTAPARZAS T A KA HAIS TR ST 88 EC B zip X o S RT MBTEIAIE] "NVIDIALLAR
PISZHEATL" o

a. 7ZENVIDIA SN21003k 14 F#IE L, %4F*Nvidia CSHM File*,

b. fECau/t FEAE L. EPEIEELHAR —Ko

C. E'RLAPFAMYTIEL, EHEFEURER, AFBREL*Accept & Continue*s
d. 7ENvidia CSHMX - T H A L. @EFESHANREXH. TERMUT X4 :

1M
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ONTAP 9.15.1 XES R4
« MSN2100-CB2FC-v1.4.Zip

* MSN2100-CB2RC-v1.4.zip
+ X190006-PE-v1.4.zip
« X190006-PI-v1.4.zip

ONTAP 9.11.159.14.1
- MSN2100-CB2FC_PRIOR_R9.15.1-v1.4.zip

« MSN2100-CB2RC_PRIOR_R9.15.1-v1.4.zip
« X190006-PE_PRIOR_9.15.1-v1.4.Zip
« X190006-PI_PRIOR_9.15.1-v1.4.zip

1. BEArzipX L EEIREWebARSS 28
2. NEBPRH— 1 ONTAPRAAIS RIERIEIGE,

set -privilege advanced

3. BITRMMBI TR EIT R ER .

clusterl::> system switch ethernet configure-health-monitor

4. I T EEIONTAPHRZA. d<HiH LALTFXXas4:

ONTAP 9.15.1 XE Sk
RN TR ST B R E R E S

ONTAP 9.11.1%9.14.1
shmB R EX Fo

ONTAP 9.10.1
BRI ECSHM TR 6.

NREEFEIR, BELR NetApp HFER Jo

1. [[step 6]|FFUXMRIEAIEI TR R BT 28018 B PR MR (BT 51T E system switch ethernet
polling-interval show), ARBTM T—%,

2. i&z17%E<% “system switch ethernet configure-health-monitor show ZEONTAPR&ZiH, HIRE AR
M, HEBITFERISEN True, FFSFEARER Unknown,

clusterl::> system switch ethernet configure-health-monitor show
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() wREmRSENRREXHERETOTA, ES5NetAppSiFh R,

EE RIS A TR E-RE-U SN T RES AL,
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BREIHETRRLE(FER)

51% MetroCluster IP A BYIEITIR,

7 % MetroCluster IP EC& PRSI TINR S5

Llitﬂé&?ﬁ*)l‘“’ﬂkzﬁ”* Z25(CSHM)TA SRR EEBF MR AE M AS SN AT TR, FUREE
x*ﬁ*ﬂalb\ ﬂﬁto

7£ MetroCluster IP EgEHAE CSHM HWEEFEEIM

ATIEETE Cisco. Broadcom 1 NVIDIA SN2100 34 LEZE SNMPv3 flHEWERER T B, S IiEE
MetroCluster IP B0 & 2 1FRIAIENE R ASIIE 3B, 15E " Hardware Universe" 3 iE 2 1589 B4k

7£ MetroCluster EeEH, REARMERE N AL E I TR ST,

F+FfF Broadcom #0 Cisco 3‘5?&1‘&”&%5 EWER, MEXREN EASNERAT BEWEINRENER6IE—
MNP, £ MetroCluster BEgE&EH, XELK#E MetroCluster 1. MetroCluster 2. MetroCluster 3 #1
MetroCluster 4 #3FBERIGN LEEERMIER . XERBHAZFR—HAPFERZANSSHE, HITHMEM
HihHERE R EREEAFPNEAEBSSHE,

fEECE CSHM Z A, EMNIZERAARFERR ISL LU ERARLER ISL EiR,

BiE SNMPv3 K51z MetroCluster IP 32 BVIZITIRR
EMetroCluster IPECE . &R LUESNMPVIELE 7 81 IPARAAYIEI TR Mo

%ﬁ&iﬁ&?&ﬁmtﬁﬂﬁ SNMPV3 BUBRAZE, AL IHE HFRASAIBEAR R MetroCluster IP BCE >

& 53588 MetroCluster IP BRE Z3FHIIGHE IR BT BIZ(E, 188/ "Hardware Universe"I8IE 7 $FAY[E
1¢H)§Z!Ko

* {XONTAP 9.12. 1 N EEhR4sZ $FSNMPV3,

* ONTAP 9.13.1P12. 9.14.1P9. 9.15.1P5. 9.16.1 RESRAMEE T LA TR Nal:

@ ° "3FF Cisco 3 ?ﬁ@ﬂﬁ'] ONTAP iZ1TIRR ST, YRR SNMPV3 #1751 G aEE E
SNMPV2 iE2"

"SNMP B[& A& £ BY iR R RN UGS 1 R R E R

EFIES
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Broadcom3Z#i#]
7£Broadcom BES-532487#4/l_EEZE SNMPV3FH F & network-operator,

* ¥#F*no authentication (TTH 5 5E1E)*:

snmp-server user SNMPv3UserNoAuth NETWORK-OPERATOR noauth

* X F*MD5/SHAS R I0IIE*:

snmp-server user SNMPv3UserAuth NETWORK-OPERATOR [auth-md5|auth-sha]

* XFREAAES/DESHNIZRI*MD5/SHABR 338 E*

snmp-server user SNMPv3UserAuthEncrypt NETWORK-OPERATOR [auth-
md5 |auth-sha] [priv-aesl28|priv-des]

U T e < EONTAPIRECESNMPV3IEF A

security login create -user-or-group-name SNMPv3 USER -application snmp
—authentication-method usm -remote-switch-ipaddress ADDRESS

U T e BERCSHMEIISNMPYVIEF A :

clusterl::*> system switch ethernet modify -device DEVICE -snmp-version
SNMPv3 -community-or-username SNMPv3 USER

p
1. 7R3 L& BESNMPV3F P LUE R S 10IEM N Z |

show snmp status
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(swl) (Config) # snmp-server user <username> network-admin auth-md5
<password> priv-aesl28 <password>

(csl) (Config) # show snmp user snmp

Name Group Name Auth Priv
Meth Meth Remote Engine ID
<username> network-admin MD5 AES128

8000113d03d8c497710bee

2. 7EONTAP HIZESNMPV3FF

security login create -user-or-group-name <username> -—-application
snmp -authentication-method usm -remote-switch-ipaddress
10.231.80.212

clusterl::*> security login create -user-or-group-name <username>
-application snmp -authentication-method usm -remote-switch
-ipaddress 10.231.80.212

Enter the authoritative entity's EngineID [remote EngineID]:

Which authentication protocol do you want to choose (none, md5, sha,
sha2-256)

[none] : md5

Enter the authentication protocol password (minimum 8 characters
long) :

Enter the authentication protocol password again:

Which privacy protocol do you want to choose (none, des, aesl28)
[none]: aesl28

Enter privacy protocol password (minimum 8 characters long):
Enter privacy protocol password again:

3. ¥ CSHMECE N EFAFSNMPV3FA A #1TE1E:

system switch ethernet show-all -device "swl" -instance
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clusterl::*> system switch ethernet show-all -device "swl

(b8:59:9£:09:7c:22)" -instance

Device Name:

IP Address:

SNMP Version:

Is Discovered:

DEPRECATED-Community String or SNMPv3 Username:
Community String or SNMPv3 Username:

Model Number:

Switch Network:

Software Version:

Reason For Not Monitoring:

display this if SNMP settings are valid

Source Of Switch Version:

Is Monitored ?:

Serial Number of the Device:
RCF Version:

Cluster/HA/RDMA

clusterl::*>

swl
10.228.136.24
SNMPv2c

true

cshml!
BES-53248
cluster—-network
3.9.0.2

None <---- should
CDP/ISDP

true

QTFCU3826001C
v1.8X2 for

clusterl::*> system switch ethernet modify -device "swl" -snmp

-version SNMPv3 -community-or-username <username>

4. FEFF CSHM ®iHAfE, WIEMAKMIRTNFSISEE BIET.

system switch ethernet polling-interval show



clusterl::*> system switch ethernet polling-interval show
Polling Interval (in minutes): 5

clusterl::*> system switch ethernet show-all -device "swl" -instance

Device Name: swl
IP Address: 10.228.136.24
SNMP Version: SNMPv3
Is Discovered: true
DEPRECATED-Community String or SNMPv3 Username: -
Community String or SNMPv3 Username: <username>
Model Number: BES-53248
Switch Network: cluster-network
Software Version: 3.9.0.2

Reason For Not Monitoring: None <---- should

display this if SNMP settings are valid
Source Of Switch Version: CDP/ISDP
Is Monitored ?: true
Serial Number of the Device: QTFCU3826001C
RCF Version: v1.8X2 for
Cluster/HA/RDMA

Cisco switches
7£Cisco 9334c-9663 Al B2 E SNMPV3FE &2 SNMPv3 _user:

* 3 F*no authentication (LB {H3EIE)*:

snmp-server user SNMPv3 USER NoAuth

* X F*MD5/SHAS A IIE":

snmp-server user SNMPv3 USER auth [md5|sha] AUTH-PASSWORD

* W FEFEAES/DESHIZER*MD5/SHAS {2 IS :

snmp-server user SNMPv3 USER AuthEncrypt auth [md5]|sha] AUTH-
PASSWORD priv aes-128 PRIV-PASSWORD

U T e <STEONTAPIHECESNMPVIEHF & :
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security login create -user-or-group-name SNMPv3 USER -application snmp

—authentication-method usm -remote-switch-ipaddress ADDRESS

T en S ERCSHMEIISNMPYVIFEF

system switch ethernet modify -device DEVICE -snmp-version SNMPv3
-community-or-username SNMPv3 USER

p
1. 7R3 L& B SNMPV3FA P LUER S 1 IEMINZ :

show snmp user

(swl) (Config) # snmp-server user SNMPv3User auth md5 <auth password>
priv aes-128 <priv_password>

(swl) (Config) # show snmp user

SNMP USERS
User Auth Priv (enforce) Groups
acl filter
admin md5 des (no) network-admin
SNMPv3User md5 aes-128 (no) network-operator

NOTIFICATION TARGET USERS (configured for sending V3 Inform)
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2. 7ZONTAP iHIZESNMPV3FF:

security login create -user-or-group-name <username> -application
snmp -authentication-method usm -remote-switch-ipaddress
10.231.80.212

clusterl::*> system switch ethernet modify -device "swl
(b8:59:9£:09:7c:22)" -is-monitoring-enabled-admin true

clusterl::*> security login create -user-or-group-name <username>
-application snmp -authentication-method usm -remote-switch
-ipaddress 10.231.80.212

Enter the authoritative entity's EngineID [remote EnginelID]:

Which authentication protocol do you want to choose (none, md5, sha,
sha2-256)

[none] : md5

Enter the authentication protocol password (minimum 8 characters
long) :

Enter the authentication protocol password again:

Which privacy protocol do you want to choose (none, des, aesl28)
[none] : aesl28

Enter privacy protocol password (minimum 8 characters long):
Enter privacy protocol password again:

3. ¥ CSHMECZE AERFSNMPV3A P #1TIAIE:

system switch ethernet show-all -device "swl" -instance
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clusterl::*> system switch ethernet show-all -device "swl" -instance

Device Name:

IP Address:

SNMP Version:

Is Discovered:

SNMPv2c Community String or SNMPv3 Username:
Model Number:

Switch Network:

Software Version:

swl
10.231.80.212
SNMPv2c

true

cshml!
NO9K-C9336C-FX2
cluster—-network

Cisco Nexus

Operating System (NX-0S) Software, Version 9.3 (7)

Reason For Not Monitoring:
when SNMP settings are valid
Source Of Switch Version:
Is Monitored ?:
Serial Number of the Device:
RCF Version:
Cluster/HA/RDMA

clusterl::*>

None <---- displays
CDP/ISDP

true

QTFCU3826001C

v1.8X2 for

clusterl::*> system switch ethernet modify -device "swl" -snmp

-version SNMPv3 -community-or-username <username>

clusterl::*>

4. HBINEFERHEIZNSNMPVIAF N FSIS 5CSHVR AT MG L —F iR ES | SEE,

system switch ethernet polling-interval show



clusterl::*> system switch ethernet polling-interval show
Polling Interval (in minutes): 5

clusterl::*> system switch ethernet show-all -device "swl" -instance

Device Name: swl
IP Address: 10.231.80.212
SNMP Version: SNMPv3
Is Discovered: true
SNMPv2c Community String or SNMPv3 Username: SNMPv3User
Model Number: N9K-C9336C-FX2
Switch Network: cluster-network
Software Version: Cisco Nexus
Operating System (NX-0S) Software, Version 9.3 (7)
Reason For Not Monitoring: None <---- displays
when SNMP settings are valid
Source Of Switch Version: CDP/ISDP
Is Monitored ?: true
Serial Number of the Device: QTFCU3826001C
RCF Version: v1.8X2 for
Cluster/HA/RDMA

clusterl::*>

NVIDIA-CL 5.4.0
7£i1517 CLI 5.4.0 Y NVIDIA SN2100 34 LA E SNMPv3 FIF % SNMPv3_USER:

* 3F*no authentication (TTH 7 3EIE)*:

nv set service snmp-server username SNMPv3 USER auth-none

* IWFF*MD5/SHAS L83

nv set service snmp-server username SNMPv3 USER [auth-md5]|auth-sha]
AUTH-PASSWORD

* ¥ FRAAES/DESHNZRY*MD5/SHAZ 734" :

nv set service snmp-server username SNMPv3 USER [auth-md5|auth-sha]
AUTH-PASSWORD [encrypt-aes|encrypt-des] PRIV-PASSWORD
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T e < EONTAPIRECESNMPVIEF &

security login create -user-or-group-name SNMPv3 USER -application snmp
—authentication-method usm -remote-switch-ipaddress ADDRESS

T en S ERCSHMEIISNMPYVIER

system switch ethernet modify -device DEVICE -snmp-version SNMPv3

-community-or-username SNMPv3 USER

TR
1. 7R3 L& BESNMPV3F P LUER S 1IEM N Z

net show snmp status

cumulus@swl:~$ net show snmp status
Simple Network Management Protocol (SNMP) Daemon.

Current Status active (running)
Reload Status enabled
Listening IP Addresses all vrf mgmt
Main snmpd PID 4318

Version 1 and 2c¢ Community String Configured
Version 3 Usernames Not Configured
cumulus@swl:~$
cumulus@swl:~$ net add snmp-server username SNMPv3User auth-md5
<password> encrypt-aes <password>
cumulus@swl:~$ net commit
-—— /etc/snmp/snmpd.conf 2020-08-02 21:09:34.686949282 +0000
+++ /run/nclu/snmp/snmpd.conf 2020-08-11 00:13:51.826126655 +0000
@@ -1,26 +1,28 Q@@
# Auto-generated config file: do not edit. #
agentaddress udp:@mgmt:161
agentxperms 777 777 snmp snmp
agentxsocket /var/agentx/master
createuser snmptrapusernameX
+createuser SNMPv3User MD5 <password> AES <password>
ifmib max num ifaces 500
iquerysecname _snmptrapusernameX
master agentx
monitor -r 60 -o laNames -o laErrMessage "laTable" laErrorFlag != 0
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pass -p 10 1.3.6.1.2.1.1.1 /usr/share/snmp/sysDescr pass.py
pass persist 1.2.840.10006.300.43
/usr/share/snmp/ieee8023 lag pp.py

pass persist 1.3.6.1.2.1.17 /usr/share/snmp/bridge pp.py
pass persist 1.3.6.1.2.1.31.1.1.1.18
/usr/share/snmp/snmpifAlias pp.py

pass persist 1.3.6.1.2.1.47 /usr/share/snmp/entity pp.py
pass persist 1.3.6.1.2.1.99 /usr/share/snmp/entity sensor pp.py
pass persist 1.3.6.1.4.1.40310.1 /usr/share/snmp/resq pp.py
pass persist 1.3.6.1.4.1.40310.2

/usr/share/snmp/cl drop cntrs pp.py

pass persist 1.3.6.1.4.1.40310.3 /usr/share/snmp/cl poe pp.py
pass_persist 1.3.6.1.4.1.40310.4 /usr/share/snmp/bgpun_pp.py

pass persist 1.3.6.1.4.1.40310.5 /usr/share/snmp/cumulus-status.py
pass persist 1.3.6.1.4.1.40310.6 /usr/share/snmp/cumulus-sensor.py
pass persist 1.3.6.1.4.1.40310.7 /usr/share/snmp/vrf bgpun pp.py

+rocommunity cshml! default
rouser _snmptrapusernameX

+rouser SNMPv3User priv
sysobjectid 1.3.6.1.4.1.40310
sysservices 72

—rocommunity cshml! default

net add/del commands since the last "net commit"

User Timestamp Command

SNMPv3User 2020-08-11 00:13:51.826987 net add snmp-server username
SNMPv3User auth-md5 <password> encrypt-aes <password>

cumulus@swl:~$
cumulus@swl:~$ net show snmp status
Simple Network Management Protocol (SNMP) Daemon.

Current Status active (running)

Reload Status enabled

Listening IP Addresses all vrf mgmt

Main snmpd PID 24253

Version 1 and 2c¢ Community String Configured

Version 3 Usernames Configured <---- Configured
here

cumulus@swl:~$
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2. TEONTAP iRI& ESNMPV3FF :

security login create -user-or-group-name SNMPv3User -application
snmp -authentication-method usm -remote-switch-ipaddress
10.231.80.212

clusterl::*> security login create -user-or-group-name SNMPv3User
-application snmp -authentication-method usm -remote-switch
-ipaddress 10.231.80.212

Enter the authoritative entity's EngineID [remote EngineID]:
Which authentication protocol do you want to choose (none, md5, sha,
sha2-256)

[none] : md5

Enter the authentication protocol password (minimum 8 characters
long) :

Enter the authentication protocol password again:

Which privacy protocol do you want to choose (none, des, aesl28)
[none]: aesl28

Enter privacy protocol password (minimum 8 characters long):
Enter privacy protocol password again:

3. FCSHMECE N {EFAEHSNMPV3FA P #1TiaE:

system switch ethernet show-all -device "swl (b8:59:9f:09:7c:22)"
—-instance



clusterl::*> system switch ethernet show-all -device "swl

(b8:59:9£:09:7c:22)" -instance
Device Name:
(b8:59:9f:09:7c:22)
IP Address:
SNMP Version:
Is Discovered:
DEPRECATED-Community String or SNMPv3 Username:
Community String or SNMPv3 Username:
Model Number:
Switch Network:
Software Version:
version 5.4.0 running on Mellanox Technologies
Reason For Not Monitoring:
Source Of Switch Version:
Is Monitored ?:
Serial Number of the Device:
serial number to check
RCF Version:
Cluster-LLDP Aug-18-2022

clusterl::*>

swl

10.231.80.212
SNMPv2c

true

cshml!
MSN2100-CB2FC
cluster—-network

Cumulus Linux

Ltd. MSN2100

None
LLDP
true
MT2110X06399 <----

MSN2100-RCF-v1.9X6-

clusterl::*> system switch ethernet modify -device "swl

(b8:59:9£:09:7c:22)" -snmp-version SNMPv3 -community-or-username

SNMPv3User

system switch ethernet polling-interval show

4. HFIAZEAIHEEZNSNMPVIA R EENFYIS 5CSHMIC A AT R E L —F RiFAFT I S8R,
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clusterl::*> system switch ethernet polling-interval show

Polling Interval (in minutes): 5

clusterl::*> system switch ethernet show-all -device "swl

(b8:59:9£:09:7¢c:22)" -instance
Device Name:
(b8:59:9f:09:7c:22)
IP Address:
SNMP Version:
Is Discovered:
DEPRECATED-Community String or SNMPv3 Username:
Community String or SNMPv3 Username:
Model Number:
Switch Network:
Software Version:
version 5.4.0 running on Mellanox Technologies
Reason For Not Monitoring:
Source Of Switch Version:
Is Monitored ?:
Serial Number of the Device:
serial number to check
RCF Version:
Cluster-LLDP Aug-18-2022

NVIDIA-CL 5.11.0

swl

10.231.80.212
SNMPv 3

true

SNMPv3User
MSN2100-CB2FC
cluster-network

Cumulus Linux

Ltd. MSN2100

None
LLDP
true
MT2110X06399 <----

MSN2100-RCF-v1.9X6-

7£1517 CLI 5.11.0 B9 NVIDIA SN2100 34| _EALE SNMPv3 FHF & SNMPv3_USER:

* 3 F*no authentication (LB H3IE)*:

nv set system snmp-server username SNMPv3 USER auth-none

* X F*MD5/SHAS A IRIE":

nv set system snmp-server username SNMPv3 USER [auth-md5]|auth-sha]

AUTH-PASSWORD

* W FHRFEAES/DESHIZEHRI*MD5/SHAS 135G IE

nv set system snmp-server username SNMPv3 USER [auth-md5]|auth-sha]

AUTH-PASSWORD [encrypt-aes|encrypt-des]
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T e < EONTAPIRECESNMPVIEF &

security login create -user-or-group-name SNMPv3 USER -application snmp

—authentication-method usm -remote-switch-ipaddress ADDRESS

T en S ERCSHMEIISNMPYVIER

system switch ethernet modify -device DEVICE -snmp-version SNMPv3

-community-or-username SNMPv3 USER

TR

1. 7R3 L& BESNMPV3F P LUER S 1IEM N Z

nv show system snmp-server

cumulus@swl:~$ nv show system snmp-server

[username]
[username]
[username]
[username]
[username]
trap-link-up

check-frequency
trap-link-down

check-frequency
[listening-address]
[readonly-community]
state

cumulus@swl:~$

2. 7EONTAP iRi&ESNMPV3FF :

security login create -user-or-group-name SNMPv3User -application

applied

SNMPv3 USER
limiteduserl
testuserauth
testuserauthaes
testusernoauth

60

60

all
Snvsec$94d69b56e921aecl790844eb53e772bt
enabled

snmp -authentication-method usm -remote-switch-ipaddress

10.231.80.212
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clusterl::*> security login create -user-or-group-name SNMPv3User
-application snmp -authentication-method usm -remote-switch
-ipaddress 10.231.80.212

Enter the authoritative entity's EngineID [remote EngineID]:
Which authentication protocol do you want to choose (none, md5, sha,
sha2-256)

[none] : md5

Enter the authentication protocol password (minimum 8 characters
long) :

Enter the authentication protocol password again:

Which privacy protocol do you want to choose (none, des, aesl28)
[none]: aesl28

Enter privacy protocol password (minimum 8 characters long):

Enter privacy protocol password again:

3. JBCSHMECE N{EAFSNMPVIFE P #ITIAIE:

system switch ethernet show-all -device "swl (b8:59:9f:09:7c:22)"
-instance



clusterl::*> system switch ethernet show-all -device "swl

(b8:59:9£:09:7c:22)" -instance
Device Name:
(b8:59:9f:09:7c:22)
IP Address:
SNMP Version:
Is Discovered:
DEPRECATED-Community String or SNMPv3 Username:
Community String or SNMPv3 Username:
Model Number:
Switch Network:
Software Version:
version 5.11.0 running on Mellanox Technologies
Reason For Not Monitoring:
Source Of Switch Version:
Is Monitored ?:
Serial Number of the Device:
serial number to check
RCF Version:
Cluster-LLDP Aug-18-2022

clusterl::*>

swl

10.231.80.212
SNMPv2c

true

cshml!
MSN2100-CB2FC
cluster—-network
Cumulus Linux
Ltd. MSN2100
None

LLDP

true
MT2110X06399 <----

MSN2100-RCF-v1.9X6-

clusterl::*> system switch ethernet modify -device "swl

(b8:59:9£:09:7c:22)" -snmp-version SNMPv3 -community-or-username

SNMPv3User

4. HFIAZEAIHEEZNSNMPVIA R EENFYIS 5CSHMIC A AT R E L —F RiFAFT I S8R,

system switch ethernet polling-interval show
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clusterl::*> system switch ethernet polling-interval show
Polling Interval (in minutes): 5
clusterl::*> system switch ethernet show-all -device "swl

(b8:59:9£:09:7¢c:22)" -instance
Device Name:
(b8:59:9f:09:7c:22)
IP Address:
SNMP Version:
Is Discovered:
DEPRECATED-Community String or SNMPv3 Username:
Community String or SNMPv3 Username:
Model Number:
Switch Network:
Software Version:
version 5.11.0 running on Mellanox Technologies
Reason For Not Monitoring:
Source Of Switch Version:
Is Monitored ?:
Serial Number of the Device:
serial number to check
RCF Version:
Cluster-LLDP Aug-18-2022

7Z MetroCluster IP 334 FECE HEWE

swl

10.231.80.212
SNMPv 3

true

SNMPv3User
MSN2100-CB2FC
cluster-network
Cumulus Linux
Ltd. MSN2100
None

LLDP

true
MT2110X06399 <----

MSN2100-RCF-v1.9X6-

7£ MetroCluster IP EEH, Er]UECE BEWE U ER Y B E B FRER B #Y,

O

KFIES

AR S RAB TR
i EEFESETMIRERE
EEIE,

£ Broadcom #1 Cisco &l £, S 1ABEBEWRENEENEREFHEE— N ER. Hi0
, MetroCluster 1. MetroCluster 2. MetroCIuster 3 1 MetroCluster 4 EEFRHY LEEER
HRAF, AEZFAE—BFEEZ1 SSH %,

(CSHM)fa ST R EEBEANTFAE M STHANBNIST TR, HREEIRH B EL#H 1T
. BRIFMAB*Support* BEUN B A&/ EAutoSupporti &£ B EHR* 41

ED “INREBEAFIPSIETY, Masiseni AT RE:

1. 3R AN IR BRI E EFE M SSHE A,
2. {EFTEONTAPHEFHEMSSHZEH debug system regenerate-systemshell-key-

pair

®

3. {§F “system switch ethernet log setup-password &5 < BT HEUWE IS B HIF2
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ez Al

) @F%Eﬁﬁ‘éﬂ%iﬁl‘ﬂfi?ﬁm show B3 %, WMIRXLENRATA. BEE—MTAAHEZAPRTUERNN

© IRRIHRAN B RN TIROR SR, @R Is Monitored: FERTEHIEFIEE A true “system switch
ethernet show &5 <

* EfEfBroadcom#ICisco3 iU ERE. BHRITLUTIRE:
o AP TE B MK EIE AR,

© NN ENERT BEWENS M ERECE— AR, XETBHAXER—AFAERZ
NSSHEH, HITHEMEMBETRERESZBERAFNEREESSHE .

* EFANVIDIARISNMESFFEE. B FATWEBRETH _user 1T “cl-support in. MERIRME
B, ERFEALSGS. BWEITUTH:

echo '<user> ALL = NOPASSWD: /usr/cumulus/bin/cl-support' | sudo EDITOR='tee
-a' visudo -f /etc/sudoers.d/cumulus

TE
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ONTAP 9.15.1 XES R4

1. EREHTWE. BHESMNEITU TSRS RASRTERNIRIEI. AR 2NEELIRE
A&

AR MNRMARPNBERTEE ty, BREBFABVENNR, MFFHBZE] .

system switch ethernet log setup-password

clusterl::*> system switch ethernet log setup-password
Enter the switch name: <return>

The switch name entered is not recognized.

Choose from the following list:

csl

cs2

clusterl::*> system switch ethernet log setup-password
Enter the switch name: csl
Would you like to specify a user other than admin for log

collection? {y|n}: n

Enter the password: <enter switch password>
Enter the password again: <enter switch password>

clusterl::*> system switch ethernet log setup-password
Enter the switch name: cs2

Would you like to specify a user other than admin for log
collection? {y|n}: n

Enter the password: <enter switch password>
Enter the password again: <enter switch password>

@ F CL5.11.1, BIEZBF cumulus F 3 LA TEREIS y: Would you like to specify a user
other than admin for log collection? {y|n}: y

1. BRTEHRSE:

system switch ethernet log modify -device <switch-name> -periodic
—enabled true
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clusterl::*> system switch ethernet log modify -device csl -periodic
-enabled true

Do you want to modify the cluster switch log collection
configuration? {yln}: [n] y

csl: Periodic log collection has been scheduled to run every hour.

clusterl::*> system switch ethernet log modify -device cs2 -periodic
-enabled true

Do you want to modify the cluster switch log collection
configuration? {yln}: [n] y

cs2: Periodic log collection has been scheduled to run every hour.

clusterl::*> system switch ethernet log show

Periodic Periodic
Support
Switch Log Enabled Log State
Log State
csl true scheduled
never-run
cs?2 true scheduled

never-run
2 entries were displayed.

2. ERZREH TS

system switch ethernet log collect-support-log -device <switch-name>
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clusterl::*> system switch ethernet log collect-support-log -device
csl

csl: Waiting for the next Ethernet switch polling cycle to begin
support collection.

clusterl::*> system switch ethernet log collect-support-log -device
cs2

cs2: Waiting for the next Ethernet switch polling cycle to begin
support collection.

clusterl::*> *system switch ethernet log show

Periodic Periodic
Support
Switch Log Enabled Log State
Log State
csl false halted
initiated
cs2 true scheduled
initiated

2 entries were displayed.

3. EEERAXTKENFMEFAES. BEBA. KEHEE. EHWRENTAREBMXHR. FRRE.
RS HB AR W ER R BRI X &, BERU TSRS

system switch ethernet log show —-instance
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clusterl::*> system switch ethernet log show -instance

Switch Name:
Periodic Log Enabled:
Periodic Log Status:

scheduled to run every hour.
Last Periodic Log Timestamp:
Periodic Log Filename:

cluster-info.tgz

Support Log Requested:
Support Log Status:

csl
true

Periodic log collection has been

3/11/2024 11:02:59
clusterl:/mroot/etc/log/shm-

false
Successfully gathered support logs

- see filename for their location.

Last Support Log Timestamp:
Support Log Filename:
cluster-log.tgz

Switch Name:
Periodic Log Enabled:
Periodic Log Status:
halted.

Last Periodic Log Timestamp:
Periodic Log Filename:

cluster-info.tgz
Support Log Requested:
Support Log Status:

3/11/2024 11:14:20
clusterl:/mroot/etc/log/shm-

cs?2
false
Periodic collection has been

3/11/2024 11:05:18
clusterl:/mroot/etc/log/shm-

false
Successfully gathered support logs

- see filename for their location.

Last Support Log Timestamp:
Support Log Filename:
cluster-log.tgz
2 entries were displayed.

ONTAP 9.14.1 B EhRZA
1. BIGEHERE. BREINZENIETUTHS. RASRTEBAIIENZIR. AP IMBELKE

A&

3/11/2024 11:18:54
clusterl:/mroot/etc/log/shm-

ED NREE 'y BRASERT, BWARAFS ABERMRRSERR[FT I8 Z E

system switch ethernet log setup-password
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clusterl::*> system switch ethernet log setup-password
Enter the switch name: <return>

The switch name entered is not recognized.

Choose from the following list:

csl

cs2

clusterl::*> system switch ethernet log setup-password
Enter the switch name: esl
Would you like to specify a user other than admin for log

collection? {y|n}: n

Enter the password: <enter switch password>
Enter the password again: <enter switch password>

clusterl::*> system switch ethernet log setup-password
Enter the switch name: cs2

Would you like to specify a user other than admin for log
collection? {y|n}: n

Enter the password: <enter switch password>
Enter the password again: <enter switch password>

@ XF CL5.11.1, BIEAF cumulus FH 3T LU TFHRREIE y: Would you like to specify a user
other than admin for log collection? {y|n}: y

1. EBERIFHEWEFBEEIHKE, BHETUTHS, IEFEmFHRENEEWRE: 4
Support HEMB/NITEIEUE Periodic,

system switch ethernet log modify -device <switch-name> -log-request
true
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clusterl::*> system switch ethernet log modify -device csl -log
-request true

Do you want to modify the cluster switch log collection

configuration? {yln}: [n] y
Enabling cluster switch log collection.

clusterl::*> system switch ethernet log modify -device cs2 -log
-request true

Do you want to modify the cluster switch log collection

configuration? {yln}: [n] y

Enabling cluster switch log collection.

FF100. AEKNEASWERSTR:

system switch ethernet log show

@ MR HEWEDEEIRS T AEMAEIRKSTEREE R0 system switch ethernet log
show), IBEBNUTHREZIFMMER, "W HEWSEHITHIEHR"

E1E MetroCluster IP 2 & A I LUK MR 1535

FERZHERT. UAMRZENSEHONTAPEIAMFBHCSHMF TSR, MATFRIR
BB E BB X4 (Reference Configuration File. RCF)ZFINAER] /5 A Ciscok ILMY(CDP)
F/3H 5ERE B & B MY (Link Layer Discovery Protocol. LDP), 1B2. ErRIeEEBEF A
RE BN H PR A B ERRZIEN. EE A LUITER IRV R B EARCE P RYE = LE
SETIEEIE. GISNTELEFHAIEL,

BIBR— M RIEMSFE. LU{EONTAPR LA E 1T %

KTUAES

fEF “system switch ethernet create’ sp L AIEEBIAX MRV FohECEN /S B 51T, SISRONTAPKRBhAN
RiEN. FEEZ AR T KIENMHAFEEFRNE. MikIhaeIEEE R,

system switch ethernet create -device DeviceName -address 1.2.3.4 —-snmp
-version SNMPv2c -community-or-username cshml! -model NX3132V -type

cluster—-network

BRI AR A IN—1 & H[DeviceName I 3Z Al IPHE4ES1.2.3.4. SNMPV2cEIEIZEEN* cshm1! *, WIE
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EREFMEIEN. 1BFEHR. -type storage-network MIAE -type cluster-networko

B T A BRI A
IREBEFEWE LR, BNRZZEAUERSE, BERESH. MAREH is-

monitoring-enabled-admim B,

f5lan:

system switch ethernet modify -device DeviceName -is-monitoring-enabled
—admin false

XiF, EREILUMRBSHNIFAEEMECE. MEFTENHERIEH LI,
RIFFA B R E B

‘system switch ethernet delete' FFMIBREMFIEIZEHABEEZRIRNL:

system switch ethernet delete -device DeviceName

FINERT. RELHONTAPYAIRIET COPZLDPICNEZHEMNET, Wi A S, BERFRE AR
. 1BEA -force B

system switch ethernet delete -device DeviceName -force

fEMRY -force. FIRONTAPERINENZA A, NFTGER B A EFH AR

I9IE MetroCluster IP B2 & FHY LUK MRS HA M5 1E

L)(i(lﬂ?‘&?ﬁﬂi]ﬂkzﬁ”" "%%(CSHM)%QE)JEW BIEERIAAN; BE. R
ECEARIEH. WA AB o TR, BNERIEEE EIEE%EEE“’“«INR”*? S8 AT
Ao

Hi bt B E A LIRS A

XFIAES
EIAEERB ARSI EER 5T, 15I51T:

system switch ethernet show

R "Model 72 R*OTA*ZL IS Monitored FE& B "*false*, MIONTAPTELIER N, E*HMM EFER
RONTAPARSZ 35 FiZ I H I TIE TR R 15
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HFEFEEPIEENRRA, Itk IS Monitored FEEIGIEEN*false* “Reasone

@ NRap L PRTI LI, WONTAPHIBERARAIME, WIAKIYAVERLIER, MRFE,
TR AF RN, IEESR"E IR IR A B 1T T R E 2115,

HIAEHFIRCIELR hRZA N &=

RN ITHERRNEMESH. FEENARETNSEEEXMH(RCF). BXIFHAER, /7S
Dihttps://mysupport.netapp.com/site/downloads["NetApp3z 1% F & T1E "o

RINER T, BITRRSIESERATELXFRE cshm1! *BISNMPv2c# Tias. BRI UECESNMPV3,

INRFBEENEIASNMPV2ctE X F TR, IEHRE SR LECEFTRRISNMPV2ctt X F 1 o

system switch ethernet modify -device SwitchA -snmp-version SNMPv2c
—-community-or-username newCommunity!

()  BXMESNVPVIUEERIEES. EENT5%E: RESNVPS,

HIAEEMRERE
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