ONTAP SANZEANLAHIEF
ONTAP SAN Host Utilities

NetApp
January 21, 2026

This PDF was generated from https://docs.netapp.com/zh-cn/ontap-sanhost/index.html on January 21,
2026. Always check docs.netapp.com for the latest.



H=x

ONTAP SANZEHLRTEF
THESANTHEE
ZHESAN Host Utilities
T f#SAN Host Utilities
AlX Host Utilities
{AIX Host Utilities & 1T3tB8)
T AIX EVERER
T f#E&FFONTAPZfERY AIX SAN TAS
8/ AIX Host Utilities #5 S I0IEONTAPTEEAL &
HP-UX Host Utilities
HP-UX ENSEAEZRFAZTTIRA
ZEIE AT ONTAPEERIHP-UX Host Utilities 6.0
T ##E A FONTAPZEfiERY SAN THEE
fF HP-UX Host Utilities S5 S I0IEONTAPTZEEAC B
Linux Host Utilities
Linux EHEBIEFA1TiRE
RE Linux ENEAER
T ARONTAPTEfERY “sanlun"SE ATZF
£ Linux Host Utilities s 30 IFONTAPIZEEZE
Solaris Host Utilities
Solaris FAEAIEF L1718
Z#ESolaris Host Utilities
T RERTONTAPTESERY SAN TES®
£/ Solaris Host Utilities s <30 IFONTAPIZEEZE
Windows Host Utilities

{Windows Host Utilities & 171 ER)
Z% Windows FHLFHREF
K ZONTAPTE(ERY Windows A2 BEFEE
FRiE A FONTAPTEAER Windows Host Utilities

B2 HMFFRIER FONTAPTEAER Windows Host Utilities
{EFIONTAPTEAERECZ & X Windows Host Utilities 31T PEHER

{EFFCPAISCSIEZE 41
A
AIX 1 PowerVM/VIOS

{EFIONTAPTZfiEA FCP 1 iSCSI EZE AIX 7.3/VIOS 4.x
{EFAONTAPTZfiZ /g FCP #1iSCSI B2 & AIX 7.2/VIOS 3.1

{EFHONTAPTZfi&y FCP 1 iSCSI BtE AIX 7.1
CentOS

BRE CentOS 8.x LU 1F FCP #1 iSCSI LA FONTAPTEfE

A WO W W WDN -~

12
12

22
22

23
24
24

30
30

32
36
37

44
44

44
50
51

56
56

57
66
78
78
79
81
81
81
81
88
94

99
99



Citrix
{#H ONTAP 7253 FCP #1iSCSI EZE Citrix Xenserver 8.4

£/ ONTAP 7£fi&3 FCP #1 iSCSI E2& Citrix Hypervisor 8.2
ESXi

$¥VMware vSphere 8. x5ONTAPL &

¥¥VMware vSphere 7.x50ONTAPZ &1

¥ VMware vSphere 6.5f16.750ONTAPZ &
HP-UX

fEEFAONTAPTZfi& s FCP #1 iSCSI fig& HP-UX 11i v3
Oracle Linux

A& Oracle Linux 9.x L Z#F FCP 1 iSCSI LA K ONTAPTZf#

B2E Oracle Linux 8.x LAz #§ FCP #1 iSCSI LA K ONTAPTZ %
BT nilhE i

ACE Proxmox VE 9.x LASZ#F FCP #1iSCSI LIKONTAPTE(#

BZE Proxmox VE 8.x LLZ#F FCP 1 iSCSI LAKZONTAPTZ %
RHEL

B2 & RHEL 10.x LAZ#% FCP #1 iSCSI LU ONTAPZ %

BCE RHEL 9.x L% ¥ FCP # iSCSI LA ONTAPTZfi#

fitE RHEL 8.x LAz FCP # iSCSI LIK&ZONTAPE(E
EELinux

A2 E Rocky Linux 10.x LASZ#F FCP # iSCSI LIXONTAPTEfi#

B2 & Rocky Linux 9.x LAz #F FCP #iSCSI LA K&z ONTAP7Efi&

B2 E Rocky Linux 8.x L3 #%F FCP #1 iSCSI LA K ONTAP7Z %
Solaris

fEFIONTAPTZfiE7y FCP # iSCSI EC& Solaris 11.4

fEFIONTAP#Zfi& 3 FCP #1 iSCSI EC& Solaris 11.3
SUSE Linux Enterprise Server

AL & SUSE Linux Enterprise Server 15 SPx LASz#F FCP #1 iSCSI LUI&ZONTAP7Efi&
Ubuntu

{EFONTAPTZf& FCP 1 iSCSI EZ& Ubuntu 24.04
{EFIONTAPTZfiE FCP 1 iSCSI EZ& Ubuntu 22.04

fEFHONTAPTZfi&EA FCP #1 iSCSI EZE Ubuntu 20.04
Veritas

BZ & Veritas Infoscale 9 LA # FC. FCoE 1 iSCSI LIXZONTAPTZ#
BZE Veritas Infoscale 8 LAz3F FC. FCoE #iSCSI LAKZONTAPTZf%
BOE Veritas Infoscale 7 LAz #F FC. FCoE #1iSCSI LA ONTAPTE (&

B2 E Veritas Infoscale 6 LA FC. FCoE #iSCSI LIz ONTAPTZfi%
Windows

BicE Windows Server 2025 LAZ3F FCP #1 iSCSI LUK ONTAPTZ#
BoE Windows Server 2022 LA373F FCP #1 iSCSI LI ONTAPTZ#
FCE Windows Server 2019 LASz# FCP 1 iSCSI LA ONTAP7Z{i
BCE Windows Server 2016 LAz#F FCP #1 iSCSI LA ONTAPTZfi#

104
104

109

114
114

122
130

137
137

142
142

148
152
152
158
163
163
168
175
183
183
188
195

200
200

210

220
220

226
226

230
235

240
240

247
253
259

265
265

269
273
277



BidE Windows Server 2012 R2 L3z #F FCP # iSCSI A& ONTAPTZi#
fEFANVMe-oF BC & 41
T fRAN{AIfEEA NVMe-oF BZE ONTAP SAN F4
£ NVMe-oF JJONTAPTZAEEZE AIX
FTE A WAENNZRERE
S8 2. & NVMe/FC
S8 3: I8IE NVMe/FC
S8 4. EREHMIAHA
S5 WEEHRR
ESXi
iEATHREONTAP BHIESXi 8.xHINVMe-oF FAECE

IEAT A ONTAP B ESXi 7.x BY NVMe-oF FHEE
Oracle Linux

THERONTAPXT Oracle Linux AR 3FFITHEE,

BidE Oracle Linux 9.x 1 NVMe-oF LLFFONTAPTEfE

B2 & Oracle Linux 8.x #1 NVMe-oF LIFAFONTAP7ZEf%

B & Oracle Linux 7.x 1 NVMe-oF LIFFONTAP7ZEf%
e R

T f# Proxmox ENIFTONTAP B9Z #FF1INAE

BCE Proxmox VE 9.x LAz #F NVMe-oF F1IONTAP7Zfi#

B2 E Proxmox VE 8.x LAz NVMe-oF FIONTAP7Efi
RHEL

T HEONTAPXT RHEL AR FMTHAE

B2 E RHEL 10.x LUEA NVMe-oF HIONTAP7Efi&

Bt & RHEL 9.x LU#EA NVMe-oF FIONTAPTEfi&

ACE RHEL 8.x LUEA NVMe-oF FIONTAPTEfi#
EELinux

T fi# Rocky Linux XfONTAP BYSZ3FF1IhAE

BCE Rocky Linux 10.x LASZ#F NVMe-oF F1ONTAP7Zfi#

B2 E Rocky Linux 9.x LASZ#F NVMe-oF F1ONTAP7Efi#

BCE Rocky Linux 8.x LASZ#F NVMe-oF FIONTAP7Efi#
SUSE Linux Enterprise Server

T ## SUSE Linux Enterprise Server XfONTAP B9z $35F1IhRE

fid®E SUSE Linux Enterprise Server 15 SPx LAz #F NVMe-oF F1ONTAP7Zfi#
Ubuntu

EATFFHAONTAPHIUbuntu 24.04B9NVMe-oF XA E

EAFFHAONTAPHIUbuntu 24.0489NVMe-oF =X ECE
Windows

ZAWindows Server 202580 &i&FH FONTAPHINVMe/FC
7JONTAPEZE K FANVMe/FCHIWindows Server 2022

iEATFHA ONTAP B Windows Server 2019 B9 NVMe/FC EAEE
ZAWindows Server 2016f0 &i&FH FONTAPHINVMe/FC

281
286
286
286
287
288
291
292
292

293
293

300

307
307

308
332
347
355
355
355
371

388
388

389
413
439
452
452
453
476
503

521
521

522

555
556

570

580
580

585
591
597



JIONTAPHEZ & X FANVMe/FCHIWindows Server 2012 R2
fEFAONTAPTZAEXS NVMe-oF #1THIEHER (ERTF Linux ENIKRAER)
BREFHAEEICR
= LAY nvme-cli" B IR R RIRT5 75
A R A
JETRFER
hRAN
AR
=2
PRFABER

603
609

609
611
613
614
614
614
614
614



ONTAP SANZA\SLRERE



THESANEAECE

R IZASANENEEE ZHKRE. HAEREERESHINIKE. XESHMGEN TIERE
%owmpumkﬁﬁﬁiiéﬁoIM%%limﬁﬁ%ﬁﬂwuﬁ o [EHMEEEXNT
RIFREMREMMINHITHERREXREE,

1ERESANEANACE JEFANetApp SANEHSEATER. SAN Host Utilities AT ZE BN & B IRFN MAITLUNFI =M 5 4%
iEECER(HBA), B30, ZE]LIfEEFSAN Host UtilitiestZRBRET B EABIFFELUNKGR. SE T BTN
ELUNBFREBMRTIR, MIREBINFEEEBMIR. NetAppZE F ZHRE 8] LI#ERISAN Host Utilitiesii g
BEXENEENES.

WERSANENETA. NetAppiRiXfEHSAN Host Utilitiesik .

ZID%SANEEESE%SANF'E}J MEe] LU EAECE A EASANBEIRE LB ZEHIRS A Bit. £ASANES
& G LB RS MRS SR IEEEISANHE EE N B ERBEXLEHRSH. IFRLTFESERS
%%J:%?E?E%Eﬁﬂf%éﬁ\ NIIRER =g T8

ERISANEAMONTAP ZERI AL T RER. =, WA LIRB I F X E,
() a=mEs TNESHAERE. INEROMEINSEERLEERGR ZEP %

Blan, &R BB AHIONTAPTZEE LUEIE R A4 SAN 4180 SAN =& F ik, EXRA UEEESHIEFBEITH
1ZMERRSS, HIU0"Cloud Volumes ONTAP"8{E"iZ T NetApp ONTAP Y Amazon FSX"EHER At SAN 48]
SAN E%‘F‘lﬂ'ﬁo

HEXER
* "ONTAP SANFE&£"
* "ONTAP SANTZfiEEE"
" {ONTAP 9 Z1TiiBA) "
* FRBEYSANTLricity BRI "ER T ARG


https://docs.netapp.com/us-en/cloud-volumes-ontap/index.html
https://docs.netapp.com/us-en/storage-management-fsx-ontap/index.html
https://docs.netapp.com/us-en/storage-management-fsx-ontap/index.html
https://docs.netapp.com/us-en/storage-management-fsx-ontap/index.html
https://docs.netapp.com/us-en/storage-management-fsx-ontap/index.html
https://docs.netapp.com/us-en/storage-management-fsx-ontap/index.html
https://docs.netapp.com/us-en/storage-management-fsx-ontap/index.html
https://docs.netapp.com/us-en/storage-management-fsx-ontap/index.html
https://docs.netapp.com/us-en/storage-management-fsx-ontap/index.html
https://docs.netapp.com/us-en/storage-management-fsx-ontap/index.html
https://docs.netapp.com/us-en/ontap/san-config/index.html
https://docs.netapp.com/us-en/ontap/san-config/index.html
https://docs.netapp.com/us-en/ontap/san-config/index.html
https://docs.netapp.com/us-en/ontap/san-config/index.html
https://docs.netapp.com/us-en/ontap/san-config/index.html
https://docs.netapp.com/us-en/ontap/san-config/index.html
https://docs.netapp.com/us-en/ontap/san-config/index.html
https://docs.netapp.com/us-en/ontap/san-config/index.html
https://docs.netapp.com/us-en/ontap/san-config/index.html
https://docs.netapp.com/us-en/ontap/san-management/index.html
https://docs.netapp.com/us-en/ontap/san-management/index.html
https://docs.netapp.com/us-en/ontap/san-management/index.html
https://docs.netapp.com/us-en/ontap/san-management/index.html
https://docs.netapp.com/us-en/ontap/san-management/index.html
https://docs.netapp.com/us-en/ontap/san-management/index.html
https://docs.netapp.com/us-en/ontap/san-management/index.html
https://docs.netapp.com/us-en/ontap/san-management/index.html
https://docs.netapp.com/us-en/ontap/san-management/index.html
https://library.netapp.com/ecm/ecm_download_file/ECMLP2492508
https://library.netapp.com/ecm/ecm_download_file/ECMLP2492508
https://library.netapp.com/ecm/ecm_download_file/ECMLP2492508
https://library.netapp.com/ecm/ecm_download_file/ECMLP2492508
https://library.netapp.com/ecm/ecm_download_file/ECMLP2492508
https://library.netapp.com/ecm/ecm_download_file/ECMLP2492508
https://library.netapp.com/ecm/ecm_download_file/ECMLP2492508
https://library.netapp.com/ecm/ecm_download_file/ECMLP2492508
https://library.netapp.com/ecm/ecm_download_file/ECMLP2492508
https://library.netapp.com/ecm/ecm_download_file/ECMLP2492508
https://library.netapp.com/ecm/ecm_download_file/ECMLP2492508
https://docs.netapp.com/us-en/e-series/index.html
https://docs.netapp.com/us-en/e-series/index.html
https://docs.netapp.com/us-en/e-series/index.html
https://docs.netapp.com/us-en/e-series/index.html
https://docs.netapp.com/us-en/e-series/index.html
https://docs.netapp.com/us-en/e-series/index.html
https://docs.netapp.com/us-en/e-series/index.html
https://docs.netapp.com/us-en/e-series/index.html
https://docs.netapp.com/us-en/e-series/index.html
https://docs.netapp.com/us-en/e-series/index.html
https://docs.netapp.com/us-en/e-series/index.html
https://docs.netapp.com/us-en/e-series/index.html
https://docs.netapp.com/us-en/e-series/index.html

ZIESAN Host Utilities

T #2SAN Host Utilities
T #EB XSAN Host UtilitylfR A< =FTEE. FiARERFTENFENEENZTETIE,

NetAppz#Fih = _FIRHE T % SAN Host UtilitiesER &, SIRSANENIATA. NetAppZZiXFEHASAN Host
Utilities3R 4

AIX. HP-UX. Linux#1Solaris Host Utilities3x it 7 — a7 LA E, kT AR EEEEEONTAP LUN
MENDLISEER(HBA), WMRTBEIEZEFEBMIEE. NetAppZE F XFA 0] LIESAN Host Utilities &R *
THEIBME R, ZTEEHost Utilitiesfi BN BohLRZT A,
EFAWindows AL AFZF A] LUEWindows EH T BN IEIZEINetAppEER S, ZHGEIE—NZERER. B
FiS B ZERNWindows T RITHBAS R, X#E. WindowsEH @RI EFMIEONTAPHIER S FESMNEERAK
Th

@ AT EREFASEMIET. BER BIREEERT E RIS EN ST IR BNE TR LN

BINVMe (B EEFTCPHINVMeFI B F 4T @IEHINVMe). iSCSI. FCE{FCoEECE,

AIX Host Utilities

{AIX Host Utilities % 1Ti5%B8)

RATWPRATAR T heEMIIESRINAE. SRIARAPEERIRE. EMPEMRSG, URSE
FIONTAPEZERRECEM EIRFE AIX ENEXRNERETEET,

B XHost Utilities < RVIRERRIRATEMBSERE R, BSH"ERFIERTA"

AIX Host Utilities ki Zs8 & LA T #TheEFIE 58INEE,

AIX Host Utilities 8.0 Y IHAE

IBM IIREHEE 2 (ifix) IZBF AIX Host Utilities 8.0, BI#fR “sanlun fcp show adapter —v' a5 < 2R 1IEFERY
HBAREFER, BINEERZIFMDEIIRE, ERILTELLT AIX #1 VIOS kA E%k ifix:
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iR ID AL Rl Description
RiEH 7.0 ONTAP iSCSI LUN AIX Host Utilities 7.01X %
BISCSI UNMAPZ 3% FFCi&&AISCSI UNMAP
INEE. UMEhRARSZIF
XFiSCSII&&HISCSI
UNMAP,
"1069147" AIX HU SanluniR&EHIHBA 3Z1T sanlun fcp show
REARNIER adapter—v' aa By, iR
Lsanlun B R 1EH
BIHBARRE RIS

{5, “sanlun fcp show
adapter—v' &5 A &
TRHBAREE. HlaNiEkED
TR EM DR AR
E. XUERR—NMRE
)R, EHELPRIR

E. 1&fEH fcstat fesx &p
A
Yo

"NetApp Bug Online" I# HE XA ZHEMPENTREER. SEAENEBINBRSE, ErREEAn—&
KRFASMEIRLE .

* FCPEM: ERS5HEENILEXHIFCHIHBATEIR,
« FCP—AIX

T—FEHA?

"7 fRUN{AI &3 AIX Host Utilities"

i AIX ENEREF
JIONTAP7ZfiEZ%E AIX Host Utilities 8.0

AIX Host Utilities RIZEBNIEEIRIEIZ T AIX ENIBIONTAPTE B, NetAppiRFUiEiN i
AIX Host Utilities RBUHONTAPTEEEIEH MEINetAppZiF N ER X ENEERE R,

AIX Host Utilities 8.0 Sz3F LA T EiathilAl AIX IF1E

* FC. FCoE #1iScCsI
* AIX ZE&72 1/10 (MPIO)
* PowerVM

B X PowerVM B &, 155# IBM PowerVM Live Partition Mobility 2157,

KXFIAES


https://mysupport.netapp.com/site/bugs-online/product/HOSTUTILITIES/BURT/1069147
https://mysupport.netapp.com/site/

s BEEBLRIEEAF AIX MPIO BJ AIX Host Utilities SAN Toolkit SREIEZEIZR AIX THEIONTAPTESE,
&% AIX Host Utilities B, BfIARASER AIX EH EREAILE,

Lk

>

FFeaZ /i
s FEA"BEIZEER T E OIEER AIX OS. WYXFIONTAPRRARE X5 SAN BHf,.
* J@i¥iz1T “chdev -l <fscsi_device> -a dyntrk=ye AIX £AH| LHIEH<,

HIg
1. ZFRAEHIEMN:

AIX
FEAX ENLE, 1R * BHER.

PowerVM
£ PowerVM E# L

a. I padmin B9&F,
b. p%}9 root AP :

oem setup env

2. HifE "NetApp ZiFih 2" HREEEFENLBIEFNESEXXH FTHEIEN LB RS,
3 RIBEETHABTHER.
4. RIEZESE FHEEESESAN ToolkitiR 46 :

tar -xvf ntap aix host utilities 8.0.tar.gz

X “ntap_aix_host_utilities_8.0." FRAEBEX 4N EIEER. ZBEREEUTFERZ—: MPIO
. NON_MPIO 5% SAN_Tool_Kit,
5. 2% AIX MPIO:

installp -aXYd /var/tmp/ntap aix host utilities 8.0/MPIO
NetApp.MPIO Host Utilities Kit

6. & SAN TEE:

installp -aXYd /var/tmp/ntap aix host utilities 8.0/ NetApp.SAN toolkit

7. EHRThEN.
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8. IF&#,

1slpp -1 |grep -i netapp

Bt

NetApp.MPIO Host Utilities Kit.config
8.0.0.0 COMMITTED NetApp MPIO PCM
Host Utilities
NetApp.MPIO Host Utilities Kit.fcp
8.0.0.0 COMMITTED NetApp MPIO PCM
Host Utilities
NetApp.MPIO Host Utilities Kit.iscsi
8.0.0.0 COMMITTED NetApp MPIO PCM
Host Utilities
NetApp.MPIO Host Utilities Kit.pcmodm
8.0.0.0 COMMITTED NetApp MPIO PCM Host
Utilities
NetApp.SAN toolkit.sanlun 8.0.0.0 COMMITTED NetApp SAN Toolkit

sanlun

9. WA f4hiA<798.0.1f0fc74c:

sanlun version

10. Z&3iF SCSI UNMAP “Ibp_enabled &2 NZI/ODM:

odmget -g "uniquetype=disk/fcp/NetAppMPIO" PdAt |grep "lbp enabled"

Tl

attribute = "lbp enabled"

odmget -g "uniquetype=disk/fcp/NetAppMPIO and attribute=lbp enabled"
PdAt "



btk

PdAt:
uniquetype = "disk/fcp/NetAppMPIO"
attribute = "lbp enabled"
deflt = "true"
values = "true, false"
width = ""
type = "R"
generic = ""
rep = "s"

nls index = 18
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JIONTAP7ZfiEZ % AIX Host Utilities 7.0
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AIX Host Utilities 7.0 ZHF LA T ERITMYA AIX IF1E
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* AIX Microsoft ZE&1Z 1/0 (MPIO)
* PowerVM

B X PowerVM B 8., 5% IBM PowerVM Live Partition Mobility 2157,

XFIAES
s IMEBLRIERH AIX MPIO B AIX Host Utilities SAN Toolkit SREIEIEZ R AIX EHAIONTAPTE &,

* HELE AIX Host Utilities BY, EfIRZELR AIX EN EREMIZE,
Feaz i
s FA"EIREMRT B "I AIX OS. thiXFIONTAPRRZAZE X SAN Bl
* J@i3i51T “chdev -I <fscsi_device> -a dyntrk=ye AIX £ EMEES,

p
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AIX
EAX ENLE, LR * BRER,

PowerVM
1£ PowerVM EA Lt :

a. I padmin S45&F,
b. pXJ root AP :

oem setup env

- BE| "NetApp ZHFIER" HIGE A Host UtilitiesHIEREX 4 FHEIEH LB R,
- REIESTHRABHER.
- PREAASC I FRRIEZESAN ToolkitiR {61

tar -xvf ntap aix host utilities 7.0.tar.gz

FRIEZE S BT RIZ L TER: ntap aix host utilities 7.0, LWEBRBEUTFERZ—:
MPIO. NNO_MPIOZESAN_Tool Kit,
- R AIXMPIO :

installp -aXYd /var/tmp/ntap aix host utilities 7.0/MPIO
NetApp.MPIO Host Utilities Kit

. RESAN TEAE:

installp -aXYd
/var/tmp/ntap aix host utilities 7.0/SAN Tool Kit/NetApp.SAN toolkit

- BB EN.

- BIERE,

1slpp -1 |grep -i netapp
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NetApp.MPIO Host Utilities Kit.config
7.0.0.0 COMMITTED NetApp MPIO PCM Host
Utilities
NetApp.MPIO Host Utilities Kit.fcp
7.0.0.0 COMMITTED NetApp MPIO PCM Host
Utilities
NetApp.MPIO Host Utilities Kit.iscsi
7.0.0.0 COMMITTED NetApp MPIO PCM Host
Utilities
NetApp.MPIO Host Utilities Kit.pcmodm
7.0.0.0 COMMITTED NetApp MPIO PCM Host
Utilities
NetApp.SAN toolkit.sanlun 7.0.0.0 COMMITTED NetApp SAN Toolkit sanlun

9. WA

sanlun version

7.0.725.3521

10. 3&3F SCSI UNMAP “Ibp_enabled &4 112IODM:

odmget -g "uniquetype=disk/fcp/NetAppMPIO" PdAt |grep "lbp enabled"

attribute = "lbp enabled"

odmget -g "uniquetype=disk/fcp/NetAppMPIO and attribute=lbp enabled"
PdAt "



PdAt:
uniquetype = "disk/fcp/NetAppMPIO"
attribute = "lbp enabled"
deflt = "true"
values = "true, false"
width = ""
type = "R"
generic = ""
rep = "s"
nls index = 18

TRt A?

"THEAIX SAN TAS",

ZEE AT ONTAPEAEAJAIX Host Utilities 6.1

AIX Host Utilities RIZEBNIEEIRIEIZ R AIX ENIBIONTAPTE S, NetAppiRZIiEiN &
AIX Host Utilities SREGHONTAPTZE B IRH hBINetApp L IFINEB X BN B B

AIX Host Utilities 6.1 S23F LA T EiatMNAD AIX I71E

* FC. FCoE #iSCSI

* AIX Microsoft ZE&%E 1/0 (MPIO)
* PowerVM

BXPowerVMIVIFHE E. 12 ILIBM PowerVM Live Partition Mobility4T 7 4,

*FIES
s REELRIEEEH AIX MPIO BJ AIX Host Utilities SAN Toolkit SREIEZEIZR AIX EHEIONTAPTESE,

* YR AIX Host Utilities BY, EI1ARSER AIX A EBEMNIEE,
Feazai
s FA"EIREMRT A IS AIX OS. thiXFIONTAPRRZAZE X SAN Bl
* 383517 “chdev -l <fscsi_device> -a dyntrk=ye AIX 4| EMEE<,

p
ERBEN.
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AIX
EAX ENLE, LR * BRER,

PowerVM
1£ PowerVM EA Lt :

a. I padmin S45&F,
b. pXJ root AP :

oem setup env

2. ¥ E "NetApp ZHFLR" HIFE EHost UtilitiestIEEX 4 FHEI N LB R,
3 BEGSTHRENER.
4. fRIEZEXHHHREY SAN TRBRHEE,

tar -xvf ntap aix host utilities 6.l1.tar.gz

REEXHNREIZUTER: ntap aix host utilities 6.1, WERFEBEUTFERZ—:

MPIO , non_MPIO 5 SAN_Tool_Kit

5. & AIX MPIO :

installp -aXY¥d /var/tmp/ntap aix host utilities 6.1/MPIO
NetApp.MPIO Host Utilities Kit

6. &2 SAN TEE:

installp -aXY¥d /var/tmp/ntap aix host utilities 6.1/SAN Tool Kit
NetApp.SAN toolkit

7. BRI EN.

8. IIFRE,

sanlun version

T—SRt4?

"THRAIXSAN TA®",

11


https://mysupport.netapp.com/site/products/all/details/hostutilities/downloads-tab/download/61343/6.1/downloads
https://mysupport.netapp.com/site/products/all/details/hostutilities/downloads-tab/download/61343/6.1/downloads
https://mysupport.netapp.com/site/products/all/details/hostutilities/downloads-tab/download/61343/6.1/downloads
https://mysupport.netapp.com/site/products/all/details/hostutilities/downloads-tab/download/61343/6.1/downloads
https://mysupport.netapp.com/site/products/all/details/hostutilities/downloads-tab/download/61343/6.1/downloads
https://mysupport.netapp.com/site/products/all/details/hostutilities/downloads-tab/download/61343/6.1/downloads
https://mysupport.netapp.com/site/products/all/details/hostutilities/downloads-tab/download/61343/6.1/downloads
https://mysupport.netapp.com/site/products/all/details/hostutilities/downloads-tab/download/61343/6.1/downloads
https://mysupport.netapp.com/site/products/all/details/hostutilities/downloads-tab/download/61343/6.1/downloads

T S FTONTAPTZ#ERY AIX SAN THE

AIX Host Utilities @—mNetAppENIERMF, BI7E IBMAIX EH LIREHGSITIAE, &
#ENetApp Host Utilities BEfth & %% SAN TR, ZTABRMT sanlun SSHER,
B BB EEIEONTAP LUN A ENE41ERACEE (HBA), X “sanlun’ iR [E]E X BRET I
NIEYONTAP LUN. ZEIEUKEIEEhesAEEENER.

LT rfliaE 27 7R[EIRIONTAP LUN £ “sanlun lun show' #5%:

controller (7mode)/ device host lun

vserver (Cmode) lun-pathname filename adapter protocol size mode

data vserver /vol/voll/lunl hdisk0 fcsO FCP 60g C
data vserver /vol/vol2/1lun2 hdiskO fcsO FCP 20g C
data vserver  /vol/vol3/lun3 hdiskll fcsO  FCP 20g C
data vserver /vol/vol4d/lun4 hdiskl4 fcsO FCP 20g C

(D SAN Toolkit ERATFFE AIX EANEEME AN, b, HIEFRBAGEERTEMEE, KME
RARNAGARSEERRSTIEGE. SAN Toolkit 7£ AIX #1 PowerVM/VIOS OS higads 523245,

TRfta?

"T #RE{AI{E A AIX Host Utilities THE"

{5/ AIX Host Utilities e <10 IFONTAPEEECE
R UER " AIXEN L RER " RHaG<SESEFER" TV EARER" T AN NetAppFiEic & i#

17 2 IS IE
St B B EHBOFR S ENUSEHAZRE
R U R B EN B EN BRI

sanlun fcp show adapter -v

12



adapter name:
WWPN :

WWNN :

driver name:
model:

model description:
serial number:
hardware version:
driver version:
firmware version:
Number of ports:
port type:

port state:
supported speed:
negotiated speed:
OS device name:
adapter name:
WWPN :

WWNN :

driver name:
model:

model description:
serial number:
hardware version:
driver version:
firmware version:
Number of ports:
port type:

port state:
supported speed:
negotiated speed:
0OS device name:
bash-3.2#

7.0 /1 6.1

7R AIX Host Utilities 8.0 FY7<151

fcs4
100000109pf606a8
200000109pf606a8
/usr/lib/drivers/pci/emfcdd
df1000e31410150

FC Adapter
YO50HY22L002

Not Available
7.2.5.201
00014000000057400007
1

Fabric

Operational

32 GBit/sec

32 GBit/sec

fcs4

fcsb
100000109pf606a9
200000109bf606a9
/usr/lib/drivers/pci/emfcdd
df1000e31410150

FC Adapter
YO50HY221.002

Not Available
7.2.5.201
00014000000057400007
1

Fabric

Operational

32 GBit/sec

32 GBit/sec

fcsb

13



&7 AIX Host Utilities 7.0 1 6.1 B9

bash-3.2# sanlun fcp show adapter -v
adapter name: fcsO

WWPN: 100000109b22e143

WWNN: 2000001090b22e143

driver name: /usr/lib/drivers/pci/emfcdd
model: df1000e31410150

model description: FC Adapter

serial number: YAS50HY79S117

hardware version: Not Available

driver version: 7.2.5.0

firmware version: 00012000040025700027
Number of ports: 1

port type: Fabric

port state: Operational

supported speed: 16 GBit/sec
negotiated speed: Unknown

OS device name: fcs0

adapter name: fcsl

WWPN: 1000001090b22e144

WWNN: 200000109b22e144

driver name: /usr/lib/drivers/pci/emfcdd
model: df1000e31410150

model description: FC Adapter

serial number: YAS50HY79S117

hardware version: Not Available

driver version: 7.2.5.0

firmware version: 00012000040025700027
Number of ports: 1

port type: Fabric

port state: Operational

supported speed: 16 GBit/sec
negotiated speed: Unknown

OS device name: fcsl

bash-3.2#

I HRGTEI EABIFRE LUN
TR LIRS EI EHBIFAE LUNBY TR,

sanlun lun show -p -v all

14



8.0

7R AIX Host Utilities 8.0 FY7<151

LUN: 88

LUN Size: 1b5g

Host Device: hdisk9
Mode: C

Multipath Provider: AIX Native
Multipathing Algorithm: round robin

host
path
state

vserver AIX
path MPIO
type path

AIX MPIO
host
adapter

vserver
LIF

path
priority

up
up
up
up

7.0 71 6.1

primary pathO
primary pathl
secondary path2
secondary path3

fcs0
fcsl
fcs0
fcsl

871 AIX Host Utilities 7.0 1 6.1 AVl

ONTAP Path:

vs_aix clus:/vol/gpfs 205p2 207pl vol 0 8/aix 205p2 207pl lun

LUN: 88
LUN Siz
Host De

Mode: C

e: 15g
vice: hdisk9

Multipath Provider: AIX Native
Multipathing Algorithm: round robin

host
path
state

vserver AIX
path MPIO
type path

AIX MPIO
host
adapter

vserver
LIF

path
priority

up
up
up
up

primary pathO
primary pathl
secondary path?2
secondary path3

fcs0
fcsl
fcs0
fcsl

15



HIIH MEATE SVM BRES | ENIAIFRTE LUN
&AM IS EBISVMIC ZRBRET B EHRIFFELUNRIZI R,

sanlun lun show -p -v sanboot unix
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8.0

7R AIX Host Utilities 8.0 FY7<151

ONTAP Path: sanboot unix:/vol/aix 205p2 boot 0/boot 205p2 lun

LUN: O

LUN Size: 80.0g

Host Device:

Mode:

hdisk85

Multipath Provider: AIX Native
Multipathing Algorithm: round robin

host
path
state

vserver
path
type

AIX MPIO
host
adapter

vserver
LIF

path
priority

7.0 71 6.1

primary
primary
secondary
secondary

271 AIX Host Utilities 7.0 1 6.1 BY/={5

ONTAP Path: sanboot unix

LUN: O

LUN Size: 80.0g

Host Device:

Mode :

hdisk85

:/vol/aix 205p2 boot 0/boot 205p2 lun

Multipath Provider: AIX Native
Multipathing Algorithm:

host
path
state

vserver
path

type

ATX MPIO
host
adapter

sanboot 1
sanboot 2
sanboot 3
sanboot 4

round robin

vserver
LIF

path
priority

primary
primary
secondary
secondary

sanboot 1
sanboot 2
sanboot 3
sanboot 4

17



S HBRETEI EABILGTE LUN BIFRB RS
TR LU ZRIREY B EMAVEE LUNBIFR B B 1ERY 7 &0

sanlun lun show -p -v
vs_aix clus:/vol/gpfs 205p2 207pl vol 0 8/aix 205p2 207pl lun

18



8.0
7R AIX Host Utilities 8.0 FY7<151

ONTAP Path:

vs_aix clus:/vol/gpfs 205p2 207pl vol 0 8/aix 205p2 207pl lun
LUN: 88

LUN Size: 1b5g

Host Device: hdisk9

Mode: C

Multipath Provider: AIX Native

Multipathing Algorithm: round robin

host vserver ATX AIX MPIO

path path MPIO host vserver path

state type path adapter LIF priority

up primary path0 fcs0 fc aix 1 1

up primary pathl fcsl fc aix 2 1

up secondary path2 fcsO0 fc aix 3 1

up secondary path3 fcsl fc aix 4 1
7.0 71 6.1

271 AIX Host Utilities 7.0 1 6.1 BY/={51

ONTAP Path:

vs _aix clus:/vol/gpfs 205p2 207pl vol 0 8/aix 205p2 207pl lun
LUN: 88

LUN Size: 1b5g

Host Device: hdisk9

Mode: C

Multipath Provider: AIX Native

Multipathing Algorithm: round robin

host vserver ATIX AIX MPIO

path path MPIO host vserver path
state type path adapter LIF priority
up primary path0 fcsO fc aix 1 1

up primary pathl fcsl fc aix 2 1

up secondary path2 fcsO fc aix 3 1

up secondary path3 fcsl fc aix 4 1

19



BENISEXHRZ5IHONTAP LUNE 4
Eo] OB IS E ENIZE X RB RICEONTAP LUNE 4R,

sanlun lun show -d /dev/hdiskl

8.0
271 AIX Host Utilities 8.0 HYR 15!

controller (7mode) /
device host lun
vserver (Cmode) lun-pathname

vs_aix clus /vol/gpfs 205p2 207pl vol O 0/aix 205p2 207pl lun

filename adapter protocol size mode

hdiskl fcs0 FCP 15g C

7.0 6.1
&7 AIX Host Utilities 7.0 1 6.1 BVl

controller (7mode) /
device host lun
vserver (Cmode) lun-pathname

vs_aix clus /vol/gpfs 205p2 207pl vol 0 0/aix 205p2 207pl lun

filename adapter protocol size mode

hdiskl fcs0 FCP 15g C

HIHEREEIEHIRIFAE SVM B4R LIF WWPN
ER] LU REREE EARIFRE SVMBHRLIF WWPNBFI &K,

sanlun lun show -wwpn

20



8.0
7R AIX Host Utilities 8.0 FY7<151

controller (7mode) /
target device host lun

vserver (Cmode) wwpn lun-pathname
vs_aix clus 203300a098ba7afe

/vol/gpfs 205p2 207pl vol O 0/aix 205p2 207pl lun

vs aix clus 203300a098ba7afe

/vol/gpfs 205p2 207pl vol 0 9/aix 205p2 207pl lun

vs aix clus 203300a098ba7afe

/vol/gpfs 205p2 207pl vol en 0 0/aix 205p2 207pl lun en
vs_aix clus 202f00a098ba7afe

/vol/gpfs 205p2 207pl vol en 0 1/aix 205p2 207pl lun en

filename adapter size mode
hdiskl fcs0 15g C
hdisk10 fcs0 15g C
hdiskl1l fcs0 15g C
hdiskl2 fcs0 15g C

7.0 /1 6.1



&7 AIX Host Utilities 7.0 1 6.1 B9

controller (7mode) /
target device host lun

vserver (Cmode) wwpn lun-pathname

vs aix clus 203300a098ba7afe

/vol/gpfs 205p2 207pl vol 0 0/aix 205p2 207pl lun
vs_aix clus 203300a098ba7afe

/vol/gpfs 205p2 207pl vol 0 9/aix 205p2 207pl lun

vs _aix clus 203300a098ba7afe

/vol/gpfs 205p2 207pl vol en 0 0/aix 205p2 207pl lun en
vs _aix clus 202£f00a098ba7afe

/vol/gpfs 205p2 207pl vol en 0 1/aix 205p2 207pl lun en

filename adapter size mode
hdiskl fcs0 15g C
hdisk10 fcs0 15g C
hdiskll fcs0 15g C
hdiskl2 fcs0 15g C

HP-UX Host Utilities

HP-UX NS AER &1Ti5HEA

RATRBANAT SERONTAPEEARE EMEIREE HP-UX EAA XAVFHIIEEFEE
Ihee. EREMEH. B, REMNEEEIESFI,

HP-UX Host Utilities 6.0 FHYFTILINAE
A HThAEFEIRINEE,
HP-UX Host Utilities 6.0 x#FLLF HP-UX 12{ERFthas

* HP-UX 11iv2.
* HP-UX 11iv3.

BN =) R
BB ERIR e RS,

22



T—$2H44?
"TRRI{AI %3 HP-UX Host Utilities"
ZHIEFH T ONTAPEEAIHP-UX Host Utilities 6.0

HP-UX Host Utilities AIEEBN & EIRIEIZE] HP-UX EHIHIONTAPTEE, NetApparZUiEil
L% HP-UX Host Utilities, {BXXAE5RHIMR, XLELBER T EEIEHEENetAppE
PXHWERXENEENEE,

HP-UX Host Utilities x1F LA TIFIE:

* Z&A#Microsoft%Z &{Z1/0 (MPIO)
* Veritasth& % %12 (DMP)

FaZ Al
ATEIEIEIT, FA "ERFEERTAEWIEZR iSCSI. FC 5 FCoE BLER TR X

p
1. ERFEH HP-UX Mo
2. MF#; HP-UX Host Utilities 3Xff netapp_hpux_host utilities 6.0 ia pa.depot.gz "NetApp 3

R R B E HP-UX Al
3. fRIE netapp hpux host utilities 6.0 ia pa.depot.gz Xff:

gunzip netapp hpux host utilities 6.0 ia pa.depot.gz

RS RIRIBVI BT REREFEEXXRE RH.
4. REWM:

swinstall -s /depot path

dept path IRMHTFMEEXHIIEREN BT,

swinstall B3 ANBIT—NREMA, BFIIE HP-UX RERS. MRENREFAHEER, HESE
sanlun SEFAEFMIZEIHIZSZ23E7E * /opt/netapp/santools/bin® B R,
S WIFRE,

sanlun version
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—H 2142
"THR SAN TEE",
T #ERFTONTAPTZE(ERY SAN TE S

HP UX Host Utilities &—FANetAppENERF, AI7E HP-UX N LREHGSITITASE, &
#ENetApp Host Utilities £28% %i“fzﬂxlﬁ@o 12%14:?&1 ‘sanlun'LFATER, AIES jJ"R

AEEONTAP LUN F1EHELIEACER. X sanlun @ SiR[EIE X R FEAAT LUN, 2R
RFRERUNEIEEohZsATE E’Mzw

FELULTFRBIH, “sanlun lun show #5<IR[EJONTAP LUN £ &,

# sanlun lun show all

controller (7mode)/ device host lun

vserver (Cmode) lun-pathname filename

adapter protocol size mode

sanboot unix /vol/hpux boot/boot hpux lun /dev/rdsk/c34t0d0
fclpl FCP 150g C

sanboot unix /vol/hpux boot/boot hpux lun /dev/rdsk/c23t0d0
fclpl FCP 1509 C

sanboot unix /vol/hpux boot/boot hpux lun /dev/rdsk/c12t0d0
fclpO FCP 1509 C

sanboot unix /vol/hpux boot/boot hpux lun /dev/rdsk/c81t0d0
fclpO FCP 1509 C

Itk SAN T E&i&BFFrE Host Utilities BEEEFIMY. Ftt, FHIEFFEAGENER FEMHELE,
@ RERAEARREMERAERE,

SAN Toolkit 7E AIX 1 PowerVM/VIOS OS hZs =1,

T EH4?

"T RN {E A HP-UX Host Utilities TH" ,

{EH HP-UX Host Utilities A5 <3 IFONTAPZEEEC B

{5/ HP-UX Host Utilities 6.0 Rfilfn < &%, 1@ Host Utilities TEXONTAPIZEEC & i
17 B i 2630 o

IR B EANBIFRE ENETHIERF
QERBRESE| EABIFRE NS THERHYFIR.

24



sanlun fcp show adapter -v

Bl
adapter name: fclp2
WWPN : 10000000c985ef92
WIWNN : 20000000c985e£f92
driver name: fclp
model: AJ763-63001
model description: HP 8Gb Dual Channel PCI-e 2.0 FC HBA
serial number: MY19034N9U
hardware version: 3
driver version: Q(#) FCLP: PCIe Fibre Channel driver (FibrChanl-02),

B.11.31.1805, Feb 5 2018, FCLP_IFC (3,2)
firmware version: 2.02X2 SLI-3 (U3D2.02X2)

Number of ports: 1 of 2

port type: Unknown

port state: Link Down

supported speed: 8 GBit/sec

negotiated speed: Speed not established

0S device name: /dev/fclp?2

adapter name: fclp3

WWPN : 10000000c985e£93

WWNN : 20000000c985e£93

driver name: fclp

model : AJ763-63001

model description: HP 8Gb Dual Channel PCI-e 2.0 FC HBA
serial number: MY19034N9U

hardware version: 3

driver version: Q(#) FCLP: PCIe Fibre Channel driver (FibrChanl-02),

B.11.31.1805, Feb 5 2018, FCLP IFC (3,2)
firmware version: 2.02X2 SLI-3 (U3D2.02X2)

Number of ports: 2 of 2
port type: Unknown
port state: Link Down
supported speed: 8 GBRit/sec

negotiated speed: Speed not established
0S device name: /dev/fclp3

5 tHBRESEI EABIFFE LUN
WERIRGSEI EARIFAE LUN 5%,



sanlun lun show -p -v all

bkt

ONTAP Path:
vs_hp cluster:/vol/chathpux 217 vol en 1 10/hp en 217 lun
LUN: 55
LUN Size: 1b5g
Host Device: /dev/rdisk/disk718
Mode: C
VG: /dev/vg_data
Multipath Policy: A/A
Multipath Provider: Native

host vserver /dev/dsk
HP A/A
path path filename host vserver

path failover

state type or hardware path adapter LIF
priority

up primary /dev/dsk/c37t6d7 fclpO hpux 7
0

up primary /dev/dsk/c22t6d7 fclpl hpux 8
0

up secondary /dev/dsk/c36ted’ fclpO hpux 5
1

up secondary /dev/dsk/c44ted7 fclpl hpux 6
1

FILHMELETE SVM BRESEI EANAIFAE LUN
WZREMEE SVM BRETEIEAAIFRAE LUN B5I%K,

sanlun lun show -p -v vs hp cluster
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btk

ONTAP Path:
vs_hp cluster:/vol/chathpux 217 vol en 1 10/hp en 217 lun
LUN: 55
LUN Size: 1b5g
Host Device: /dev/rdisk/disk718
Mode: C
VG: /dev/vg data
Multipath Policy: A/A
Multipath Provider: Native

host vserver /dev/dsk
HP A/A
path path filename host vserver

path failover

state type or hardware path adapter LIF
priority

up primary /dev/dsk/c37t6d7 fclpO hpux 7
0

up primary /dev/dsk/c22t6d7 fclpl hpux 8
0

up secondary /dev/dsk/c36t6d7 fclp0 hpux_ 5
1

up secondary /dev/dsk/c44ted7 fclpl hpux 6
1

FIHBRETEI EABILGTE LUN BIFRE RS
ZRIRETEI EAAVIEE LUN FREBIERTIR,

sanlun lun show -p -v

vs_hp cluster:/vol/chathpux 217 vol en 1 5/hp en 217 lun



btk

ONTAP Path:
vs_hp cluster:/vol/chathpux 217 vol en 1 5/hp en 217 lun
LUN: 49
LUN Size: 1b5g
Host Device: /dev/rdisk/disk712
Mode: C
VG: /dev/vg data
Multipath Policy: A/A
Multipath Provider: Native

host vserver /dev/dsk
HP A/A
path path filename host vserver

path failover

state type or hardware path adapter LIF
priority

up primary /dev/dsk/c37t6dl fclpO hpux 7
0

up primary /dev/dsk/c22t6dl fclpl hpux 8
0

up secondary /dev/dsk/c36t6dl fclp0 hpux_ 5
1

up secondary /dev/dsk/c44t6dl fclpl hpux 6
1

BENISEXHRZ5IHONTAP LUNE 4
BEIEEMENIRE XM RKEONTAP LUN E1455R,

sanlun lun show -dv /dev/rdisk/disk716
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btk

device
host lun
vserver lun-pathname
filename adapter protocol size mode
vs_hp cluster /vol/chathpux 217 vol en 1 14/hp en 217 lun
/dev/rdisk/disk716 0 FCP 15g C

LUN Serial number: 80D71?NiNP5U
Controller Model Name: AFF-A800
Vserver FCP nodename: 208400a098ba7afe
Vserver FCP portname: 207e00a098ba7afe
Vserver LIF name: hpux 5
Vserver IP address: 10.141.54.30
10.141.54.35
10.141.54.37
10.141.54.33
10.141.54.31
Vserver volume name: chathpux 217 vol en 1 14
MSID::0x00000000000000000000000080915935

Vserver snapshot name:

5 ENBIFRE SVM B4R LIF WWPN
KMZIEER TS SVM B LIF WWPN B9%13K,

sanlun lun show -wwpn



btk

controller (7mode) /
vserver (Cmode)

device filename

target wwpn

lun-pathname

vs _hp cluster

208300a098ba77afe

/vol/chathpux 217 vol en 1 10/hp en 217 lun /dev/rdsk/c22t6d7

vs _hp cluster

208100a098ba7afe

/vol/chathpux 217 vol en 1 10/hp en 217 lun /dev/rdsk/c44ted7

vs_hp cluster

208200a098ba77afe

/vol/chathpux 217 vol en 1 10/hp en 217 lun  /dev/rdsk/c37t6d7

vs _hp cluster

207e00a098ba7afe

/vol/chathpux 217 vol en 1 10/hp en 217 lun /dev/rdsk/c36t6d7

vs_hp cluster

/dev/rdsk/cl18t7d4
vs_hp cluster
/dev/rdsk/c42t7d4
host adapter 1lu
fclpl 15
fclpl 15
fclpO 15
fclpO 15
fclpl 30
fclpO 30

207d00a098ba7afe
207£00a098ba7afe

n size mode

g C

g C

g C

g €

g C

g C

Linux Host Utilities

Linux EVSLBIER&1T

AATIREANT A T ERONTAPEFE R A ECEM BB E ENAVMINGE. 1B58INEE. EREN
B, EXNEEA. RHENERITEEI,

B XHost Utilities S FFRRIERFRRAMEMRIFTERS, BSH EIRFEEERTIA"

B

Linux Host Utilities 8.0 FRYETIHAE

Linux Host Utilities 8.0 hirZSE1 & LA N EThRER 1R ThAE

/vol/chathpux 217 os/hp 217 os

/vol/chathpux 217 os/hp 217 os

Linux Host Utilities 8.0 3%} 64 (i3 E QLogic #1 Emulex FC EH24iEA028 (HBA) M2,

SEATRER S
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* Red Hat Enterprise Linux (RHEL) 9 #1 8 &7l
» SUSE Linux Enterprise Server

* Oracle Linux 9 #1 8 &%/
e Ubuntu

Linux Host Utilities 7.1 FAYFTINAEE
Linux Host Utilities 7.1k &1 & LA N FTIGThRERIG 52 THEE |
* Linux Host UtilitiesBRFEFF9_Linux Unified Host Utilities _. B EXFHETTSANtricityBINetApp ER T {HE
RGUUKIZITONTAPHIAFF. FASHIASARLE,
* XEFLUTRER S
o Citrix XenServer
° KVM #1 XEN. RHEV 6.5 #1 6.4
° Oracle VM 3.2Z&5%!
° Oracle Linux 7 1 6 &%
° RHEL 7 1 6 &%

° SUSE Linux Enterprise Server 1527l
o SUSE Linux Enterprise Server 11 SP4

* FERHEL6 M7 EH L, NAXFHATIRERSSEEXHIEAREE, ERILUER tuned-adm an LIRIEIF
RISERRNEEX M. a0, HEMAEIEFMHEATIRY LUN B, ERJLIEREMREREXHEFAIRERE
P, HEREUFHEEXHHITIRE, FAXELTRENNGEF LUIRSONTAPHELEMIER,

* Linux Host Utilities 7.1 &1 T X Broadcom Emulex #1 Marvell Qlogic #J 32GB FC &Ac2saI% 5,

@ NetApp4£4:5 Linux Host Utilities &1E, LUENIIXI¥IIGRAZ RRVTHEERYSZ 1. B XZFHIThEE
MFISIHEEM RIS R, B2 BEigEMHERTA,

EEERIRE

Linux Host Utilities FEEE LI T AL,

[SXEETTN Description
7.1 BITEY R E MBS ENURIERFPER) R “sanlun lun show -p”SUSE Linux Enterprise

Server 12 SP1. Oracle Linux 7.2. RHEL 7.2 #1 RHEL 6.8 &<,

B 1E) A PR
TNz B AT AT RERZ M4 E EALIERERY E R R AN PR
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NetApp $8i1x  FZPEhRZ v Description
ID

1457017 7.1 sanlun &#A)H 7£ SAN EM_EHTT Linux Host Utilities CLI
5 1ibdevmapper.so" #3<“sanlun fcp show adapter -v’B, Z#&p
> 1libnl.so FEHEXMELE TKMHETR—FRHBIREE, BRLEHRE
B, XLEERARN sanlun FVELEHEEE HBA R IPR R B EZEARHIIHN
kitBY T BE, :

‘[root@hostname ~J# sanlun fcp show

adapter -v

Unable to locate /usr/lib64/libHBAAPI.so

library

Make sure the package installing the

library is installed & loaded'i5& % NetApp

TELREAIR -"1508554" 6

"NetApp Bug Online" I HE XA ZSHENMBENTEER. BETENBIERRT .

T
"TRRANAIZREE Linux TH\ SRR

Z3E Linux =M ERER
JFIONTAP7Z(iEZ % Linux Host Utilities 8.0

Linux Host Utilities BIZEBHEEIRIEIER Linux EVIHIONTAPTZ &, NetAppiRZUiEiNZit
Linux Host Utilities, 1B XA, XLLLAERANREEIEHEEBNetAppE P 2
WEBXEHNEENEE,

Linux Host Utilities 8.0 Z3FA T &L :

* Red Hat Enterprise Linux (RHEL)
* SUSE Linux Enterprise Server
 Oracle Linux

* Ubuntu

@ Linux Host UtilitiesER R Z 1R T F4F@ERINVMe (NVMe/FC)FIEFTCPRINVMe
(NVMe/TCP)ENHINo

KXTFULES
HERE Linux ENEARERFE, EXRZIEX Linux EH_ERIEMZE.,
Fazal
* ATHERETT, FR'ERFEERTERIEZRN iSCSI. FC 8 FCoE BB AR,

s REMNELFLS FRENENESKERSS (HBA) BI2E, BEYHEAIEM sanlun' ip$RUES X FC
HBABIEE, HIUNE WWPN,

BESHENESHERIBIEUL TRA RS ERTE, XERMHEFEEXSF "sanlun fcp show adapter 85 <:
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> Marvell QLogic HBA—QConvergeConsole CLI
° Broadcom Emulex HBA - OneCommand ManageriZ:U\ N 2% CLI

p
1. NRELFIRET EMARAHY Linux Host Utilities, 151 ELHIER:

Linux E#
M RHEL. SUSE Linux Enterprise Server 3 Oracle Linux EH1H#Ifx Linux Host Utilities:

rpm -e netapp linux unified host utilities-x-x

Ubuntu
M Ubuntu MR Linux EVSEBER:

sudo apt remove netapp linux unified host utilities-x-x

T2 HAhRASBILinux Host Utilities. 183X E|RETHLARFUMAER. ARR Auninstallan < LURFRE
LRI

2. NetApp Linux Host Utilities 2R+ BRI TENetAppz Fidi s _E 1L 64 i .rom SXHFRIRZTNIREL. M"NetApp ZHF
IR R IREIE Ao

3. HMATHURHBHBERHRE:
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Linux E4
7£ RHEL. SUSE Linux Enterprise Server 3§ Oracle Linux F4l_t%%E Linux Host Utilities 8.0:

rpm -ivh netapp linux unified host utilities-8-0.x86 xx.rpm

BNIZZBEEMTF AT RAIB T

rpm -ivh netapp linux unified host utilities-8-0.x86 64.rpm
Verifying...
G o i i i i A L ON O
Preparing...
FHAHHH AR AR AR A A SRR AR HHHESE [100%]
Updating / installing...

l:netapp linux unified host utiliti########44##44HH44H4F44RHHHSHHHS
# [100%]

Ubuntu
a. 1£ Ubuntu A1 EZZE Linux Host Utilities 8.0:

sudo apt install
/<path to file>/netapp linux unified host utilities-8-
0.x86 xx.deb

b. F5hk Ubuntu IRER S 5EIZE] HBA FF:

cp
/opt/QLogic Corporation/QConvergeConsoleCLI/1ib64/1ibHBAAPI.s0.2.
0.2 /usr/1ib64/1ibHBAAPI. SO

WIERE,

sanlun version

BNIZZBEEMTF AT RIS

sanlun version 8.0.386.1644



T—$Rftar
* Linux Rz IR IEF IS B
NREFECEMIFCIFIRE R Linux ARG AU A FE IR T2 R AT LAfE AR L IR ThiZ R ERTA B
TR ZCTRER
FJONTAPZf#£%24E Linux Host Utilities 7.1

Linux Host Utilities RIZEBHEEIRIEIER Linux EAHIONTAPTZE, NetAppiRZUiEiN it
Linux Host Utilities, 18X R ER5IMR, XETAEFINESEHIENetAppE i
WER X EHNEERE .

Linux Host Utilities 7.1 LA T &8

* Red Hat Enterprise Linux

* SUSE Linux Enterprise Server
» Oracle Linux

» Oracle VM

» Citrix XenServer

@ Linux Host UtilitiesER R Z 3R T £F@ERINVMe (NVMe/FC)FIEFTCPRINVMe
(NVMe/TCP)ENHNo

XFIAES
HIELE Linux EVEARRFER, EARAREX Linux EA EREMIEE,
Feazai
s ATEIFEE(T, A" EREERTE"WGIFEM iISCSI. FC 5{ FCoE BB B S X%,
s REMNEFLFLS FRENENESKERSS (HBA) BI2E, BEYNHEAEM sanlun' ip$RUES X FC
HBAMIEE, HIIE WWPN,
BHERHNEXEREBIEUTREEETERHRE, XERHEEEESLIF sanlun fcp show adapter 65<:

> Marvell QLogic HBA—QConvergeConsole CLI
° Broadcom Emulex HBA - OneCommand ManageriZ:0\ W FAF2RCLI
° Marvell Brocade HBA—Brocade#i <% 52 B2 CLI
* 1F Linux FHURER S L REERTE Linux £1ThRAY RPM“libhbaapi”’#1“libhbalinux’ 2,

p
1. NRELFIRET EMARAR Linux Host Utilities, 151 ELHIER:

rpm -e netapp linux unified host utilities-7-1
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F+F RHBRRASHILinux Host Utilities. 18 E|REFHEBEFREHER. ARG Auninstallsn < LABR
BZENRHE.

2. }§32usk644iLinux Host UtilitiesERFELM T3 "NetApp Sz H5ub s Bl E Mo
S MANTHRMHBEHNBERHATE:

rpm -ivh netapp linux unified host utilities-7-1.x86 xx.rpm

BNIZZBEEMTF AT RAIB S

Verifying... G
[100%]
Preparing... igaddssad it aad s
[100%]

Updating / installing...
l:netapp linux unified host utiliti########444HHHHH444SHHH#HHHHERSHS
[100%]

4. BIFRE,

sanlun version

BNIZZB RN T AT RAIB S

sanlun version 7.1.386.1644

T—HRMtAa?
* LinuxNZBVEZ NI NI iR &
INREECERIFCIHIR EALInUuXARIZIRES B AU AR ENTER . M A] LAE A X L IXmhiZ R YRR A (B

I TRECSRRR .
T fRONTAPTE(ERY “sanlun”SE B EF

Linux Host Utilities @ —FNetAppEMERHEF, & sanlun’Linux EV LGS, X
“sanlun’ HIELENetApp Host Utilities B18Y, ZSLAREF=BMIRE, LELAEFRMY
“sanlun’ A I FEIEONTAP LUN Fl1EN 2 4%i&ERACes (HBA) B8 <, X “sanlun s <iR[E]
B XMETE| EHBIONTAP LUN. ZERERLUNEIEEEIRAFREEENER.

ELLTRBIF, “sanlun lun show all' &< R[E]ONTAP LUN E &.:
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controller (7mode/E-Series) / device host lun

vserver (cDOT/FlashRay) lun-pathname filename adapter protocol size
Product

data vserver /vol/voll/lunl /dev/sdb  hostlé  FCP

120.0g cDOT

data vserver /vol/voll/lunl  /dev/sdc  hostl5  FCP

120.0g cDOT

data vserver /vol/vol2/lun? /dev/sdd hostl6 FCP

120.0g cDOT

data vserver /vol/vol2/lun2 /dev/sde hostl5 FCP

120.0g cDOT

* XJF Linux Host Utilities 7.1, “sanlun”SXFBFE2R7E Host Utilities BIFF B ECEM MY &S 28 B
@ M. Eit, EHNELEATERT—MEE, ENEETES—MEE, RMEANAGERSFME
RERE,

* UTFEIMN EEEFRLERRLIF sanlun’ S BIEF:

8.0

3FF Linux Host Utilities 8.0, “sanlun”SEAFERA32$F Citrix XenServer. Oracle VM #1 Red Hat Enterprise
Virtualization,

71

3FF Linux Host Utilities 7.1, “sanlun”SE A ERFAZ$F Citrix Xenserver. Red hat Enterprise Virtualization
Proxmox.

T—RHA?

"7 fRAN{AIfE A Linux Host Utilites TA" ,

{5 Linux Host Utilities sp <10 IFONTAPTZ(EECE

&R LAEA Linux Host Utilities R flléan &%, #@1d Host Utilities TAITNetAppFiEECE
H1TiR E R IIE.

IR E EANBIFRE ENETHIERF
R LU ZRAREY B E NP B EHB EITERF B IR,

sanlun fcp show adapter -v
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adapter name:
WWPN :
WWNN :
driver name:
model:

model description:

Adapter

serial number:
hardware version:
driver version:
firmware version:
Number of ports:
port type:

port state:
supported speed:
negotiated speed:
0OS device name:

adapter name:
WWPN :
WWNN :
driver name:

model:

model description:

Adapter

serial number:
hardware version:
driver version:
firmware version:
Number of ports:
port type:

port state:
supported speed:
negotiated speed:

0S device name:

5l HARGTEI EABIFAE LUN

1R

180

38

hostlb

10000090fa022736

20000090fa022736

lpfc

LPel6002B-M6

Emulex LPel6002B-M6 PCIe 2-port 16Gb Fibre Channel

FC24637890

0000000b 00000010 00000000

12.8.0.5; HBAAPI(I) v2.3.d, 07-12-10
12.8.340.8

1

Fabric

Operational

4 GBit/sec, 8 GBit/sec, 16 GBit/sec
16 GBit/sec

/sys/class/scsi host/hostl5

hostlo

10000090£fa022737

20000090£a022737

lpfc

LPel6002B-M6

Emulex LPel6002B-M6 PCIe 2-port 16Gb Fibre Channel

FC24637890

0000000b 00000010 00000000

12.8.0.5; HBAAPI(I) v2.3.d, 07-12-10
12.8.340.8

1

Fabric

Operational

4 GBit/sec, 8 GBit/sec, 16 GBit/sec
16 GBit/sec

/sys/class/scsi host/hostl6

FI LU ZRBRES 2 EANBIFFE LUNRIFIR,

sanlun lun show -p -v all



Bl

ONTAP Path:

LUN:

LUN Size:

Product:

Host Device:
Multipath Policy:
DM-MP Features:
Hardware Handler:
Multipath Provider:

host vserver
dm-mp path path
state state type
active up primary
active up primary
active up primary
active up primary
active up secondary
active up secondary
active up secondary
active up secondary

FILHMEETE SVM BRI EI EANAIFAE LUN

vs_sanboot:/vol/sanboot 169/1lun

0

1509

cDOT
3600a0980383143393124515873683561
service-time 0

3 queue if no path pg init retries 50

1 alua
Native
host:

/dev/ chan: vserver major:
node id:1lun LIF minor
sdg 15:0:5:0 1if 18 65:0
sds 16:0:5:0 1if 17 65:32
sdac 16:0:7:0 1if 25 65:192
sdad 15:0:7:0 1if 26 65:208
sdt 15:0:4:0 1if 20 65:48
sdr 15:0:6:0 1if 19 65:16
sdad 16:0:4:0 1if 27 66:96
sdan 16:0:6:0 1if 28 66:112

R LAMEFE Storage VM (SVM)FEZRBRETEI EHRIFAB LUNBITI R,

sanlun lun show -p -v vs sanboot

39



Bl

ONTAP Path: vs_sanboot:/vol/sanboot 169/lun
LUN: O
LUN Size: 160g
Product: cDOT
Host Device: 3600a0980383143393124515873683561
Multipath Policy: service-time 0
DM-MP Features: 3 queue if no path pg init retries 50
Hardware Handler: 1 alua
Multipath Provider: Native

host vserver host:
dm-mp path path /dev/ chan: vserver
major
state state type node id:1lun LIF
minor
active up primary sdce 15:0:5:0 1if 16g 5
69:32
active up primary sdfk 16:0:5:0 1if 16g 7
130:96
active up primary sdfm 16:0:7:0 1if l6g 8
130:128
active up primary sdcg 15:0:7:0 1if 16g 6
69:64
active up secondary sdcd 15:0:4:0 lif 16g 1
69:16
active up secondary sdcf 15:0:6:0 1if 1l6g 2
69:48
active up secondary sdfj 16:0:4:0 1if 16g 3
130:80
active up secondary sdfl 16:0:6:0 1lif 16g 4
130:112

FIHRGTEI EABILETE LUN BIFREEIE
A LI RRGT B EABEELUNBIFRE B 14RI5 R

sanlun lun show -p -v vs_ sanboot:/vol/sanboot 169/lun
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ONTAP Path: vs_sanboot:/vol/sanboot 169/lun
LUN: O
LUN Size: 160g
Product: cDOT
Host Device: 3600a0980383143393124515873683561
Multipath Policy: service-time 0
DM-MP Features: 3 queue if no path pg init retries 50
Hardware Handler: 1 alua
Multipath Provider: Native

host vserver host:
dm-mp path path /dev/ chan: vserver
major
state state type node id:1lun LIF
minor
active up primary sdce 15:0:5:0 1if 16g 5
69:32
active up primary sdfk 16:0:5:0 1if 16g 7
130:96
active up primary sdfm 16:0:7:0 1if l6g 8
130:128
active up primary sdcg 15:0:7:0 1if 16g 6
69:64
active up secondary sdcd 15:0:4:0 lif 16g 1
69:16
active up secondary sdcf 15:0:6:0 1if 1l6g 2
69:48
active up secondary sdfj 16:0:4:0 1if 16g 3
130:80
active up secondary sdfl 16:0:6:0 1lif 16g 4
130:112

FIHIFLAE LUN BRETEIEALHY ONTAP SVM 4RiR

] I RS EONTAPMET R 522 RAILUN SVMARIRAYFIZR,

sanlun lun show -m -v vs_ sanboot:/vol/sanboot 169/1lun



Bl

device

filename

/dev/sdfm

host lun

vserver lun-pathname

adapter protocol size product

vs_sanboot /vol/sanboot 169/1lun
hostl6 FCP 160g cDOT

LUN Serial number: 81C91S$0Xshba
Controller Model Name: AFF-A400
Vserver FCP nodename: 2008d039eal308eb5
Vserver FCP portname: 2010d4d039%9eal308eb
Vserver LIF name: 1if 16g 8
Vserver IP address: 10.141.12.165
10.141.12.161
10.141.12.163
Vserver volume name: sanboot 169
MSID::0x000000000000000000000000809E7CC3

Vserver snapshot name:

BRENIKEX 4B YHONTAP LUNE S
SR IR ENIEE B ICZEONTAP LUNB IR,

sanlun lun show -d /dev/sdce

Bl

controller (7mode/E-Series) /

device

filename

/dev/sdce

host

hostlb

lun

vserver (cDOT/FlashRay) lun-pathname
adapter protocol size product
vs_sanboot /vol/sanboot 169/1un
FCP 160g cDOT

[root@sr630-13-169 ~1#
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5 HiEZEE| FEHBIPFE SVM B4x LIF WWPN
&0 LI REZ | EVBIFrE SVMB #5LIF WWPNBI 53R,

sanlun lun show -wwpn

BRI
controller (7mode/E-Series) / target
device host lun
vserver (cDOT/FlashRay) wwpn lun-pathname
filename adapter size product
vs 169 16gEmu 202cd039%eal308e5
/vol/VOL 8g 169 2 8/lun /dev/sdlo host18 10g cDOT
vs 169 16gEmu 202cd039eal308e5
/vol/VOL 8g 169 2 9/lun /dev/sdlp host18 10g cDOT
vs 169 16gEmu 202cd039€al1308e5
/vol/VOL 8g 169 2 7/lun /dev/sdln host18 10g cDOT
vs 169 16gEmu 202cd03%eal308e5
/vol/VOL 8g 169 2 5/lun /dev/sdll host18 10g cDOT

FIHLAE SVM B4% LIF WWPN £341_EE I8 ONTAP LUN

1EEI LA ZRIEE SVMBATLIF WWPNTEEH LR ILAYONTAP LUNEYF I,

sanlun lun show -wwpn 2010d039%9eal308eb5

EFTH)
controller (7mode/E-Series)/ target
device host lun
vserver (cDOT/FlashRay) wwpn lun-pathname
filename adapter size product
vs_sanboot 2010d039eal308e5 /vol/sanboot 169/1lun

/dev/sdfm host16 160g cDOT



Solaris Host Utilities

Solaris FALBIEFA1TIHA

Solaris Host Utilities Z1TiRBAN BT SEFAONTAPEZERAE EMEIBEFE Solaris E4
BXBFIhEE. 1E5RINAE. BEMIRE. FRHEIFMEEFEFIL,

B XHost Utilities T3 FHNRIE R RS EFBEERE R, BBR"BIZEMERITA",

Solaris Host Utilities 8.0 FREYETIEIHEE

* Solaris Host Utilities 8.0 5| N\ T “disksort:false'#] ‘cache-nonvolatile:true’ 23§ &, XLESEINHIR B M
ByIFLE ﬂfﬂﬁﬁo B EREsEm4tEE, HFEBHTONTAPEREZRAMEE, AMAFEERT EAHR. EXEZ
£, FEHE"NEFNNVRAMEEIGEHEERIEFITR" o

* Solaris Host Utilities 8.0 2§ FC IRahiZFHIBSIEH. 487 Solaris 11.4 389 FC IRahFZF{ER SCSI i
B2, BXEZEER, 155" Oracle #5304 ID 2595926.1" o

B 0E) A PR
BRNIZER AT EMEZEMRE, SIS MTE EVAIIERE,

f51= ID 2R s AREm Description
Solaris E#13E Solaris Host Utilities 8.0 hr&x{Xz#§#HH SPARC #1 x86 F
FAtERF 8.0 &89 Solaris 11.40 34F Solaris 1.3 RERIRAE, BEEF
3 Solaris Host Utilities 6.2,
"1385189" Solaris 1.4 HUK 6.2 E Solaris 11.4FIHUKZIY:

BE{Solaris FCIRTNEFHPEE MBI ssd (4D) to sd (4D) . TEEpH

11.4 FCIRGHTE MIERE ssd.conf to sd.conf SNO0racleFFmR(XALID

F48%E 2595926.1), 7EHT&EEMISolaris 11.4 R %A M 1.3 F{EAR
EAENRAR, ITHARBFRIRRES

+"NetApp Bug Online"{Rft KZHEM PN TEER, SERRENBINARTT Z, ErIeBEERIN—LLXE
FHEMBIRER EHE:

* FCPEM: ERSHEENLRMFCHENSLIEAI2S(HBA)E IR,
« FCP—Solaris

T
"7 fRUN{AI % 3L Solaris Host Utilities"
Z 3t Solaris Host Utilities

7JONTAPTZfi L% Solaris Host Utilities 8.0

Solaris Host Utilities RIZEBN G EIBIEZ R Solaris EAHIONTAPIZEFhBhI R iFUkE
Ao & $E,
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Solaris Host Utilities 25 LA F Solaris B E . XieE T ELIFMIFIE:

* 7EfEEF SPARC X x86/64 AR AL L, AHIRIERSEAS Oracle Solaris I/0 Zi&1F (MPxIO) 1 FC 5§
iSCSI ¥

* 11 SPARC 2 E2BEM AR S L, Veritas Dynamic Multipathing (DMP) 5 FC B¢ iSCSI i & E R,
Solaris Host Utilities 8.0 2% Solaris 11.4 &%/,

ez Al
IEERY iISCSI. FC 8 FCoE BLER AR X, ErIUEA " ERFIER T A WIS E,

HIE
1. LA root B EREEHIEN
2. NTHESENSEBAERNESXGEI AR NetApp ZiFILR"EIEN ENBE R,

SPARC CPU

netapp solaris host utilities 8 0 sparc.tar.gz

x86/x64 CPU

netapp solaris host utilities 8 0 amd.tar.gz

3. BEIH LEATHRENER.
4 ERUTABESEXY gunzip 8%, AREARINXHE tar -xvf!

gunzip netapp solaris host utilities 8 0 sparc.tar.gz

tar -xvf netapp solaris host utilities 8 0 sparc.tar

. M tar X FREZEXRYER BRI EN R AN -

pkgadd

XEERHEIERME] * /opt/NTAP/SANToolkit/bin® BRH,

LU T RBIEER pkgadd 6% RESolaris T :

pkgadd -d ./NTAPSANTool.pkg
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6. ERAUTHLTIREREHINTACGERRE:

prkgchk

Bt

# pkgchk -1 -p /opt/NTAP/SANToolkit

Pathname: /opt/NTAP/SANToolkit

Type: directory

Expected mode: 0755

Expected owner: root

Expected group: sys

Referenced by the following packages: NTAPSANTool
Current status: installed

# 1s -alR /opt/NTAP/SANToolkit

/opt/NTAP/SANToolkit:

total 1038

drwxr-xr-x 3 root sys 4 Mar 7 13:11

Arwxr—-xr-x 3 root SyS 3 Mar 7 13:11 ..
drwxr-xr-x 2 root Sys 6 Mar 17 18:32 bin
SE=SRIE=SRIE=5X 1 root SYyS 432666 Dec 31 13:23 NOTICES.PDF

/opt/NTAP/SANToolkit/bin:
total 3350

Adrwxr—-xr-x 2 root SysS 6 Mar 17 18:32

drwxr-xr-x 3 root Sys 4 Mar 7 13:11 ..
SE=SRIE=RIE=5E 1 root SyS 1297000 Feb 7 22:22 host config
—Ir—XI—-Xr-X 1 root root 996 Mar 17 18:32 san version
—r-Xr-xr-x 1 root Sys 309700 Feb 7 22:22 sanlun
—r-Xr-xXr-x 1 root SysS 677 Feb 7 22:22 vidpid.dat

# cd /usr/share/man/manl; 1ls -al host config.l sanlun.l
—r—-Xr-xr-x 1 root sys 12266 Feb 7 22:22 host config.l
=E=5RIE=5RIE=5% 1 root SyS 9044 Feb 7 22:22 sanlun.l

7. R TANEEE “MPxIO"Z,Veritas DMPIRREY EH S 2L "/opt/NTAP/SANToolkit/bin/host_config* {# F ap
LEEPNZREHEERH D!

/opt/NTAP/SANToolkit/bin/host config -setup -protocol fcpliscsi|mixed
-multipath mpxio|dmp|non [-noalua] [-mcc 60]90]120]
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BN, MREWIRER... fERAm<L...

BB %ZM FCP £/ MPxIO
#/opt/NTAP/SANToolkit/bin/host config -setup
-protocol fcp —multipath mpxio

BXSnapMirrorEBEF EEEEIRER, BESFRIREXE"Solaris
FHZHFSnapMirrorEnpFEIS (LARIFRJS SM-BC) EEERHEEFIGE

[e}

R %K 1EN DMP By FCP
#/opt /NTAP/SANToolkit/bin/host config -setup

-protocol fcp -multipath dmp

MetroCluster_EFY FCP R %%
R MPxIO, HBE‘FREKREY #/opt /NTAP/SANToolkit/bin/host config -setup

XAEIRERN 120, (X -protocol fcp -multipath mpxio -mcc 120

ZMetroClusterfd ERIHF IR E
) o

EXELER, FBAMRENE"MetroCluster IR & #AY Solaris 41
TEEEESEM",

8. EHREEMN.
FHSEAERFIONTAP LUN NN UL FNetAppitE B S E1S &,

Ebnwn (]

#prtconf -v |grep NETAPP
value="'NETAPP LUN' +
physical-block-size:4096,
retries-busy:30,
retries-reset:30,
retries-notready:300,
retries-timeout:10,
throttle-max:64,
throttle-min:8,
disksort:false,
cache-nonvolatile:true'

9. W FHEREFTE:

sanlun version
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"THE SAN THEE",

ZHEAFTONTAPZERISolaris Host Utilities 6.2

Solaris Host Utilities B] & BhEEIE1EREE Solaris ENIBIONTAPTZEH BN R AL Uk &E
Ao & $E,

Solaris Host Utilities 2152 Solaris EF ZfEENNY. LU TEIFEERM Solaris Host Utilities If1& :

* f£/ SPARC 2bIE28EK x86/64 AMIEFZF AL ERIHE MPxIO FYLH@iE (FC) 3% iSCSI YA IRIER

5

* {E{EFISPARCRMEEE M 45 HEFFCRISCSIYAIVERITASEIA 212 (DMP), Si&E7E{EFIx86/64 401828
B RS ERISCSIMYAIVERITASEHZS % 842 (DMP).

Solaris Host Utilities 6.2 SZ#5LAF Solaris &%):

» Solaris 11.x

e Solaris 10.x

ez Al
IIEERY iISCSI. FC 8 FCoE BLER AR, ErIUEA " ERFIER T A ISR E,

SIE
1. L root BHERINEHIEN.
2. NTFHEBEENEARRFMNESEXHEIZA"NetApp 21505 5"%) Solaris X ERHER:

SPARC CPU

netapp solaris host utilities 6 2 sparc.tar.gz

x86/x64 CPU

netapp solaris host utilities 6 2 amd.tar.gz

3. %% Solaris FH LEETHRBENER.
4. FRMRESEXH gqunzip B!

gunzip netapp solaris host utilities 6 2 sparc.tar.gz

S. fERIRENS “tar xvf 83>
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tar xvf netapp solaris host utilities 6 2 sparc.tar

6. JIRM tar SXHFHRIREXAVER (4 BRI EIRAY EAN

pkgadd

XIS /opt/NTAP/SANToolkitbin® B 5,

LUTFRBIEER pkgadd 6% RESolaris T2 :

pkgadd -d ./NTAPSANTool.pkg

7 ERUTHLZ—HATABEMNRE:

pkginfo

1ls - al
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btk

# 1s -alR /opt/NTAP/SANToolkit
/opt/NTAP/SANToolkit:
total 1038

drwxr-xr-x 3 root SYys 4 Jul 22 2019

Adrwxr—-xr-x 3 root SysS 3 Jul 22 2019 ..
drwxr-xr-x 2 root sys 6 Jul 22 2019 bin
—r—Xr-xr-x 1 root sys 432666 Sep 13 2017 NOTICES.PDF

/opt/NTAP/SANToolkit/bin:
total 7962

Adrwxr—-xr-x 2 root SysS 6 Jul 22 2019

drwxr-xr-x 3 root Sys 4 Jul 22 2019 ..
—r-Xr-xXr-x 1 root SYysS 2308252 Sep 13 2017 host config
—r—-Xr-xr-x 1 root SysS 995 Sep 13 2017 san version
—r-Xr-xr-x 1 root Sys 1669204 Sep 13 2017 sanlun
—r—Xr-xXr-x 1 root sSys 677 Sep 13 2017 vidpid.dat

# (cd /usr/share/man/manl; ls -al host config.l sanlun.l)
—r—-Xr—-xr-x 1 root sSys 12266 Sep 13 2017 host config.l
SE=5RIE=5RIE=5R 1 root SyS 9044 Sep 13 2017 sanlun.l

8. JIEBY MPxIO 5% Veritas DMP MBI B TH Bk

/opt/NTAP/SANToolkit/bin/host config
9. BIERE,

sanlun version

T—HRfar

"THE SAN TE®

THEERTONTAPTZE(ERY SAN TA S

Solaris Host Utilities &— T)\ NetApp EHEE, AI7E Oracle Solaris A1 IS SITT
B, KtTEBSEEZE NetApp Host Utilities SR E1IRT %, LEMGRM sanlun &
B2, __rﬁgﬂﬂ,&":b‘ﬁLUN*ﬂI*J-LE'\éfiE@E%%(HBA)O o sanlun AR FIREIE XMETE!
FHBLUNBE R, ZREUNEIERBIEFAFMEIER.
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TR EiaE 25 7 IREIRIONTAP LUN £ 2 “sanlun lun show @55 :

bk

#sanlun lun show all

controller (7mode)/ device host lun

vserver (Cmode) lun-pathname filename
adapter protocol size mode

data vserver /vol/voll/lunl
/dev/rdsk/c0t600A098038304437522B4E694E49792Dd0s2 glc3 FCP 10g
cDOT

data vserver /vol/vol0/lun2
/dev/rdsk/c0t600A098038304437522B4E694E497938d0s2 glc3 FCP 10g
cDOT

data vserver /vol/vol2/1lun3
/dev/rdsk/c0t600A098038304437522B4E694E497939d0s2 glc3 FCP 10g
cDOT

data vserver /vol/vol3/lund
/dev/rdsk/c0t600A098038304437522B4E694E497941d0s2 glc3 FCP 10g
cDOT

(D ZIBRGERTRBEENEARFEEMMN. Fit, FIFFMBEAHHERTEMEE. REA
HAHA IR IERI RS TR,

T—FEHA?
"7 fRN{A{E Solaris Host Utilities TR"

{§£/ Solaris Host Utilities e < 10 IFONTAPZEEC R

& LAfERE Solaris Host Utilities 7l $2&%E, 1813 Host Utilities T A ¥ NetAppfZi&iic
% #'/fi-jfuf-lﬁéulﬂﬁ[_’!_llﬁo

I R EI EANBIFRE EAETHIERF
R LIS ZRIREY B E NP B EHBEITERF B IR,

sanlun fcp show adapter -v
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8.0
£~ Solaris Host Utilities 8.0 B97={5l

adapter name: glcO

WWPN : 2100f4e9d40fe3e0

WWNN : 2000£4e9d40£fe3e0

driver name: glc

model: 7023303

model description: 7101674, Sun Storage 16Gb FC PCIe Universal HBA,
QLogic

serial number: 463916R+1912389772

hardware version: Not Available

driver version: 230206-5.12

firmware version: 8.08.04

Number of ports: 1 of 2

port type: Fabric

port state: Operational

supported speed: 4 GBit/sec, 8 GBit/sec, 16 GBit/sec
negotiated speed: 16 GBit/sec

0S device name: /dev/cfg/c4

adapter name: glcl

WWPN : 2100f4e9d40fe3el

WWNN : 2000f4e9d40fe3el

driver name: glc

model: 7023303

model description: 7101674, Sun Storage 16Gb FC PCIe Universal HBA,
QLogic

serial number: 463916R+1912389772

hardware version: Not Available

driver version: 230206-5.12

firmware version: 8.08.04

Number of ports: 2 of 2

port type: Fabric

port state: Operational

supported speed: 4 GBit/sec, 8 GBit/sec, 16 GBit/sec

negotiated speed: 16 GBit/sec
0S device name: /dev/cfg/c5

6.2



adapter name:
WWPN :
WWNN :
driver name:
model:

model description:

Channel PCIe HBA

serial number:

hardware version:

driver version:

firmware version:

Number of ports:
port type:
port state:
supported speed:

negotiated speed:

0S device name:

adapter name:
WWPN :
WWNN :
driver name:

model:

model description:

Channel PCIe HBA

serial number:

hardware version:

driver version:

firmware version:

Number of ports:
port type:
port state:
supported speed:

negotiated speed:

0S device name:

&7 Solaris Host Utilities 6.2 BY {1

glc3

21000024ff17a301

20000024ff17a301

glc

7335902

7115462, Oracle Storage Dual-Port 32 Gb Fibre

463916R+1720333838
Not Available
210226-5.10
8.08.04
1 of 2
Fabric
Operational
8 GBit/sec,
32 GBit/sec
/dev/cfg/cT

16 GBit/sec, 32 GBit/sec

glc2

21000024££17a300

20000024££17a300

glc

7335902

7115462, Oracle Storage Dual-Port 32 Gb Fibre

463916R+1720333838
Not Available
210226-5.10
8.08.04
2 of 2
Fabric
Operational
8 GBRit/sec,
16 GBit/sec
/dev/cfg/c6

16 GBit/sec, 32 GBit/sec

5l HARGTEI EABIFAE LUN
TR LI ZRIRG B EABIFRFE LUNBY Y &,
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sanlun lun show -p -v all

8.0
E7® Solaris Host Utilities 8.0 B9 {5l

ONTAP Path: sanboot unix:/vol/testl/lunl
LUN: O
LUN Size: 21g
Host Device:
/dev/rdsk/c0t600A098038314B314E5D574632365A51d0s?2
Mode: C
Multipath Provider: Sun Microsystems
Multipath Policy: Native

6.2
£ Solaris Host Utilities 6.2 BY= {5l

ONTAP Path: data vserver:/voll/lunl
LUN: 1
LUN Size: 10g
Host Device:
/dev/rdsk/c0t600A0980383044485A3F4E694E4F775Ad0s2
Mode: C
Multipath Provider: Sun Microsystems
Multipath Policy: Native

FIHMEETE SVM/ BRETEI EANAYFRE LUN FIHBRGEI ML E LUN FRE R
ERILAMETTE SVM R ZRBRETEI EABIFRE LUN 973,

sanlun lun show -p -v <svm name>
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8.0
&7 Solaris Host Utilities 8.0 BYR {3

ONTAP Path: sanboot unix:/vol/testl/lunl
LUN: O
LUN Size: 20g
Host Device:
/dev/rdsk/c0t600A098038314B314E5D574632365A51d0s?2
Mode: C
Multipath Provider: Sun Microsystems
Multipath Policy: Native

6.2
£~ Solaris Host Utilities 6.2 BY= {5l

ONTAP Path: sanboot unix:/vol/sol boot/sanboot lun
LUN: O
LUN Size: 180.0g

RENIKEXHZTIHONTAP LUNE
TR LU E ENIRE XA B RILZEFIBONTAP LUNEERT &,

sanlun lun show all
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8.0
£~ Solaris Host Utilities 8.0 B97={5l

controller (7mode/E-Series) /

device

vserver (cDOT/FlashRay) lun-pathname
filename

sanboot unix /vol/testl/lunl
/dev/rdsk/

c0t600A098038314B314E5D574632365A51d0s2

host adapter protocol lun size product

Solaris Host Utilities 6.2 R/ 15l

E
|

controller (7mode/E-Series)/

device

vserver (cDOT/FlashRay) lun-pathname

filename

sanboot unix /vol/sol 193 boot/chatsol 193 sanboot

/dev/rdsk/cO0t600A098038304437522B4E694E4A3043d0s?2

host adapter protocol lun size product

Windows Host Utilities

{Windows Host Utilities % 1Ti5E8)

EATIREAN BT EFONTAPEF R ARECEMN EERFE Windows EAAVHITHEE. 1E5RIN
BE. B, FREMEEEEFI
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B XHost Utilities X FANRIERFRAMEMRIFERS, BSH EIRFEEERTA"

Windows Host Utilities 8.0 YT IHEE

Windows Host Utilities 8.0 B &% NVMe/FC IREHIZFHIMIINBENEE ., HERE Windows Host Utilities 8.0

BY, XESHSBEIMNH.

Windows Host Utilities 7.2 RHYETIHAE

Windows Host Utilities 7.2 NVMe/FCIRHIZF SIS E . HAMENE RIZRH T EIREE,

Windows Host Utilities 7.1 SRRV IHEE

Windows Host Utilities 7.1 E13EX E RYITEHE RS

BT

BN =) A R

BNZCER AT ERNREAMRE], ENTPIs e E ENBIIERE,

AN a4

IZ{T 1inux_gos_ timeout- 7.1
install.sh i&{TRed Hat
Enterprise LinuxZ{SUSE

Linux Enterprise Server

%Hyper-V?%éﬁZ‘ﬁ%ﬁgﬂﬁﬂ

Description

GBS AERR
AT EANERIABIRIZE. TER

BEEBIET
‘linux_gos_timeout-install.sh’
B 7SR B ttRed Hat Enterprise
Linux 5. Red Hat Enterprise
Linux 68¢SUSE Linux
Enterprise Server 11 Hyper-V
TR RV,
‘linux_gos_timeout-install.sh’
I IR ZSHIHost UtilitiesHH &
BWHIARE & & 7EWindows
Host Utilities 7.1hf

M, Windows Host Utilities 7.1
RN EBRIZE,

"NetApp Bug Online" IR HE XA ZHENMBBENTEER. SEAEINBIERRT .

T—i

"T R %3 Windows Host Utilities"

Z3E Windows FH|LB1EF

JIONTAP7Z(iEZ % Windows Host Utilities 8.0

fEFAAWindows AL AT 1] LUEWindows EH 1T EHEZZINetAppIEE RS,

Windows Host Utilities sz 3% LA FWindowshiZs ;

* Windows 2025

ONTAP 9 ZR4FN1E32E! iISCSI B4, UAKIMEIR
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* Windows 2022
¢ Windows 2019
¢ Windows 2016

Windows Host Utilities B8 — 1M R&EI2RF, ZIZFIKEFTERY Windows SEAFRM ENELIERES (HBA) B4,
LAUE Windows EAB] AIEFLIEONTAPTENFHER ST .

L Host UtilitiesEFBY. ZEERFSIREMHIIWindows EARFIHBASEL,

Windows FEHITEN ELET U TREFMNXHEF. BRIABRA C © \Program Files\NetApp\Windows
Host Utilitieso

it =5

" \NetAppQCL 1\fcconfig.exe’ AZEEFBATIREHBASEL,

" \NetAppQCL 1\fcconfig.ini’ AZEREF B TIREHBASEL,

sA version.exe B RHost Utilities¥1FC HBARYARZS,

Host UtilitiesZ I F AR EIAIWindows ENECE .. thiXFIZERIFRIET, EXIEFEMEE, BN "BREERTAE",
FE 1. RIEFENMERERARE
&% Windows Host Utilities Z B, BRIEENFENMEREARILE RS ZIFZ FFHIWindowshi 2,

$IE
1. EPROELIFNEE "Ei2FHERTA
2. 7 Windows Server ENIRAFFFEHVERMZR"SANEHIWindows 14",

a0, "JaWindows Server 202502 & ONTAPTEE"XA41E M T 9 Windows Server 2025 %% Windows &%k
ERFAYIRER,

3. "IN iSCSI 8 FCP F 83" o
4. BEhEIRIRS.
5. ISFFR%%.

BESH "SAN ECESZE" T AN AMEERE .

S8 2. BB FC HBA FI3ZHaA
TEHRE— I HZ NI IFHFCENDLIEAES(HBA). LUIESEFEARIEILFCIERE,

Windows Host UtilitiesZ %12/ rl 1§ BEFFHHIFC HBAIRE,

@ Bz 2 22F Windows Host Utilities 231218 E HBA 2%, XAJH{R Windows EHEEIZIE
L IBONTAPE S NFEER KT

p
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I EAMEER (5190 SSD. SATA E¢ RAID) % # AIX OS RHITAMSE,

F2F: &EAX IHEBER

NetApp3BZUZiN &3t AIX Host Utilities SR2#ONTAP LUN BIEH BN AR T iFURERR B 38, Host Utilities
FIEY MPIO &4 AIX # VIOS 121 MPIO 3245,

() % AX Host Utilties FT391549 AIX EHUIREETSMBETIGE .

'3 AIX Host Utilities 8.0" o
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F3F . WIAEVHNZRIEE
1] LUMERE AIX 1 PowerVM B Z B2 SEEIEONTAP LUN,

ZREAFEEINNFEAAZBEEEZZMERR, R—FRELEWE, RENBEIRREEZHEE
%, Host Utilities B9 AIX F1 PowerVM IREEER AIX 25H| 2 BZBRRTZ (MPIO),

RERITHIEIR (PCM) A =1T5 AIX EHHZREKR, PCM BFEEHNERMENME, BTAERRERE, 771
Host Utilities ZZHAE)ZEH B Ao

NBHRACHENEBRE SRR, BRIEEERSENEHIONTAP LUN ECENetApptEEFRIISE.

p

1. IRIE“MPIO NetApp’ B E . “MPIO NetApp’7E AIX Host Utilities ZEEHRE)INE, HIELEHEHENGE
AR,

lsdev -Cc disk

AN
hdiskl Available 00-00-02 MPIO NetApp FCP Default PCM Disk

2. AIX Host Utilities 770NTAP LUN MEIUL TSEHIEE.
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BTRBHSE

S

BE

hcheck _cmd
hcheck_interval
hcheck_mode
lun_reset_st

max_transfer

QFull
queue_depth
reserve_policy
re_timeout ()
dyntrk
FC_err_recov
q_type

num_cmd_elems

num_cmd_elems

%

S

rw_timeout (F4#%)

environment
MPIO

MPIO

MPIO

MPIO

MPIO / 3F MPIO
MPIO / 3E MPIO

MPIO / 3E MPIO
MPIO / 3E MPIO
MPIO / 3E MPIO
MPIO / 3E MPIO
MPIO / 3 MPIO
MPIO / 3E MPIO
MPIO / 3E MPIO
MPIO / 3 MPIO

MPIO / 3E MPIO

3. REUTIRELUM FC 89 1/0 21,

AIX fxas
AIX 7.3TL3

AIX7.2TL5

VIOS 3.1
VIOS 4.1

4. FEEELITIRE LA ISCSI #Y 1/0 #21F.

AIX NE
&I

&if

30
IRETD
=0
.l.:-..qu'UN : 0x100000
FH

2 WEER
64
no_reserve
30 #
=i
fast_fail
B

IFF AIX 3072 , XF
VIOS /7 1024

1024 (FBF AIX)

AIX OS BIAE

NPIV: 30%, vSCSI
. 45F)

NPIV: 30%}, vSCSI
. 45%b

30
30 b

AR

F Host Utilities 1 &
H Host Utilities 18 &
FH Host Utilities 18 &
E Host Utilities 18
H Host Utilities 18 &
H Host Utilities 18 &

H Host Utilities 188
E Host Utilities 18
FH Host Utilities 18 &
ERIRERFEIAE
ERIRERAEIAE
FERIGIERAIIAE
ERIRIERFEIAE
FCEN1B, FCEN1C

FC ENOG

NetAppiEil{&E

NPIV: 30%, vSCSI
T 120%)

NPIV: 30, vSCSI
T 120F)

30 #
30

83



S AIX Rr7s AIX OS ZFRIAE NetAppZEi{E

rw_timeout (F&#2) AIX7.3TL3 vSCSI: 45 vSCSI: 120
AIX 7.2TL5 vSCSI: 45 b vSCSI: 120 7
VIOS 3.1 120 b 30
VIOS 4.1 120 7 30 7
FrE AIX7.2F1AIX7.3 120 # 30
Jh 37 ki
isw_err_recov (iscsi0) gﬁ ngrz FAIX73 FEREKK TRIEK G
A

5. WNREHTF(EEL & BEMetroClusterg{SnapMirror;EEEY , EEREINZE

MetroCluster

BINBERT, HEETAM LUN BRERE, AIX OS S3aFHIHITIREMN 1/0 B, XAJgEREFEESHER
Ha#, SAN ZEHRYED B P A R FHit RSN FERE 2 FIMetroClusterit B, B X EH (s BFEITERIA
BERTEN, BSHELRENXE " MetroClusterid B AIX AT EEIMAGWLE? ",

SnapMirrorEEh[FE%
MONTAP 9.11.1 FF8, AIX EMEIFSnapMirrorEsIFENY, AIX EEEFHFEEE SR EE,

EAIX BLES, HERBIEMEIT. SAKERZEN, SHBEEINLHRITERFBLUMRE 110 12
BBEIREXE"Y{a }ISnapMirror; & 5B S BL B AIXE",
6. PSS E R EENONTAP LUN FIH TS ERZR:

lsmpio

ELLTAFFEFASRGRAIF, 5t T NetAppry PCM,
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# lsmpio -1 hdiskl

name path id status path status
hdiskl O Enabled Non
203200a098ba7afe, 5000000000000
hdiskl 1 Enabled Non
203100a098ba7afe, 5000000000000
hdiskl 2 Enabled Sel, Opt
203000a098ba7afe, 5000000000000
hdiskl 3 Enabled Sel,Opt
203800a098ba7afe, 5000000000000

#

lsattr -E1 hdiskl

PCM

False

PR key value
Value
algorithm
True

clr g

on error

dist err pcnt

Time
dist tw width
Time

hcheck cmd
True

parent connection
fscsio
fscsi8

fscsib

fscsi8

PCM/friend/NetAppDefaultPCM Path Control Module

0x6d0000000002
True

round robin

no
True
0

True
50

True

inquiry

hcheck interval 30

True

hcheck mode
True
location
True

lun id

False

lun reset spt
True

max transfer
True

node name
False

pvid
identifier

nonactive

0x5p000000000000

yes

0x100000

0x204800a098ba7afe

none

False

Persistant Reserve Key

Algorithm

Device CLEARS its Queue

Distributed Error Sample

Distributed Error Sample

Health Check Command

Health Check Interval

Health Check Mode

Location Label

Logical Unit Number ID

LUN Level Reset

Maximum TRANSFER Size

FC Node Name

Physical volume

85



g_err yes
True

g type simple
True

gfull dly 2

SCSI TASK SET FULL True
queue depth 64

True

reassign to 120
True

reserve policy PR shared
True

rw_timeout 30

value True
scsi id Oxec409
False

start timeout 60

value True
timeout policy fail path

Control Module True

WW_name 0x203200a098ba7afe

False

7. ISIFONTAP LUN HIBRIRIRAS

sanlun lun show

Use QERR bit

Queuing TYPE

Delay in seconds for

Queue DEPTH

REASSIGN time out wvalue

Reserve Policy

READ/WRITE time out

SCSI ID

START unit time out

Active/Passive Disk Path

FC World Wide Name

TG 2RASA. AFFZIFASEZEFONTAP LUN BYIEHERRIRZS,
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ASAFCE

ASAECEMLIL T BILATE LUN BUFTE R, EEHAREINRS (‘£8") . BIRN@EIFEREREM
/0 1%, AILURSMEE.

Bl

# sanlun lun show -p |grep -p hdisk78

ONTAP Path:
vs_aix clus:/vol/chataix 205p2 vol en 1 7/jfs 205p2 lun en
LUN: 37

LUN Size: 1b5g
Host Device: hdisk78
Mode: C
Multipath Provider: AIX Native
Multipathing Algorithm: round robin

host vserver AIX AIX MPIO
path path MPIO host vserver path
state type path adapter LIF priority
up primary pathO fcsO fc aix 1 1

up primary pathl fcsO fc aix 2 1

up primary path2 fcsl fc aix 3 1

up primary path3 fcsl fc aix 4 1

AFFZFASEZE

AFFEFASECE N BB MAMALRSNRRNERZ. MARRSNENMUBZHRSPITEREH S
Rk, MARRRHBRRELETEDRE, EXRHATHRU. RAENBEMITRIZRRHRS. RBEEMRK
BEAAIAN, T=ERIFRLLERIZ.

UTRAEREERNE/MA (‘) BEMENEAEAERL (OR7) BREFBIONTAP LUN BYIEHE
i



Bl

# sanlun lun show -p |grep -p hdisk78

ONTAP Path:
vs_aix clus:/vol/chataix 205p2 vol en 1 7/jfs 205p2 lun en
LUN: 37

LUN Size: 1b5g
Host Device: hdisk78
Mode: C
Multipath Provider: AIX Native
Multipathing Algorithm: round robin

host vserver ATIX AIX MPIO
path path MPIO host vserver path
state type path adapter LIF priority
up secondary path0 fcs0 fc aix 1 1
up primary pathl fcsO fc aix 2 1
up primary path2 fcsl fc aix 3 1
up secondary path3 fcsl fc aix 4 1

S8 4: EEEHIE
e B BN
TRfta?

"7 fRU0{rl{E A AIX Host Utilities TA"

{EFHONTAP7Zfi& 9 FCP 1 iSCSI B2 & AIX 7.2/VIOS 3.1

AIX Host Utilities 23X 0iEIZZ|ONTAPTEERY AIX ENIRHEIEFIIZUI TR, TEAIX 7.2
/3% PowerVM (VIOS 3.1) FEAH L3 AIX Host Utilities BY, #&1]LU{EF Host Utilities
SEEEBNEEIEONTAP LUN B FCP 1 iSCSI til32/E,

$155: (A15%) S ASANSTh

TR LAECE ENAGEA SAN BEiREUHEHRSAYT Bit. MRENEEARSSF SAN B, ERIUERSE
Ul =1
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SAN B5f

SAN B2 iE SAN EEEHEEE (LUN) 8B AIX/PowerVM EANMBENEEHIZIR. EAILISE SAN B
&) LUN LATEER FC thXFH{ER FC 3§ FCoE thi¥iE1T AIX Host Utilities BY AIX ZE&1E 1/0 (MPIO) IF15%
T, 7 AIX MPIO IFiEFAIE SAN BEh LUN M3 OS MGH A EBURFEE AL

S8
1. A" EREMRT A BIFEA AIX OS. hXFIONTAPRRZASEE 3 SAN Bl
2. IR E XIS E SAN Bl RELRHITIRE,

BB
WS EAHAELS: (590 SSD. SATA 8 RAID) %% AIX OS RHITAME N,

F 28 & AX ENEARER

NetApp3aZUZiN &3t AIX Host Utilities SRz ONTAP LUN BIEH MBI R L FURER B 38, Host Utilities
FfE MPIO 859 AIX #1 VIOS 121 MPIO %%,

() %% AIX Host Utiities TT1E89 AIX THURHEIIMOBINEE.
"Z 3 AlIX Host Utilities 6.1" o

E3F: WIATNNZRRRE
BRI LUER AIX 7.2 #1 PowerVM BYZ IR IR KEIEONTAP LUN,

ZREATFEEINNEFERAZERLEZEZMERFT. NR—FBEREKE, RENHEDRIRK AL
¥, Host Utilities B9 AIX 1 PowerVM IFIE R AIX 412 BRIZBRAZE (MPIO),

BZIEHIER (PCM) S 51126 AIX ENHNZ KR, PCM BEMEMAASRENAE, BTLERIEERE, 7

Host Utilities K2 HRE]ZEH B Ao
NHEAEHNENEHEEZ KRR, BRIEZEEETENEIONTAP LUN EEENetAppHEFRIRE,

1. AIX Host Utilities 7JONTAP LUN fNZ L FEEIEE,
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2. NREHIIFHEERE B FEMetroClusterd{SnapMirror;ETEY , EEREINZE

S

BE

hcheck _cmd
hcheck_interval
hcheck_mode
lun_reset_st

max_transfer

QFull
queue_depth
reserve_policy
re_timeout ()
dyntrk
FC_err_recov
q_type

num_cmd_elems

num_cmd_elems

MetroCluster

environment
MPIO

MPIO

MPIO

MPIO

MPIO / 3F MPIO
MPIO / 3E MPIO

MPIO / 3E MPIO
MPIO / 3E MPIO
MPIO / 3E MPIO
MPIO / 3E MPIO
MPIO / 3 MPIO
MPIO / 3E MPIO
MPIO / 3E MPIO
MPIO / 3 MPIO

MPIO / 3E MPIO

AIX NE
&I

&if

30
IRETD
=0
.l.:-..qu'UN : 0x100000
FH

2 IER
64
no_reserve
30 #
=i
fast_fail
B

IFF AIX 3072 , XF
VIOS 77 1024

1024 (FBF AIX)

AR

F Host Utilities 1 &
H Host Utilities 18 &
FH Host Utilities 18 &
E Host Utilities 18
H Host Utilities 18 &
H Host Utilities 18 &

H Host Utilities 188
E Host Utilities 18
FH Host Utilities 18 &
ERIRERFEIAE
ERIRERAEIAE
FERIGIERAIIAE
ERIRIERFEIAE
FCEN1B, FCEN1C

FC ENOG

INBERT, EERTAM LUN BRZRET, AIX OS SaFHIHITIEER /0 BiY, XAgEAETEESER
4l SAN M RERE B AR IR IMNEFEREE B IMetroClusterBC B, B X EH s BAEINTERIA
BEHTEN, BEAINENE"MetroClusterft BT AIX EH ST EEmMAMLE? ",

SnapMirrorE5[EH

MONTAP 9.11.1 FF4&, AIX ENZHESnapMirrorEsfEH, AIX BLEFHE LR RN &R,

EAXECER, BERBEIEMEIT. SRKERZE, SHRFEEIN LRITENRDRUME 1/0

Fo

BBEIREXE"N{A }ISnapMirror; &5 EIS BL B AIXE",

3. IHIFONTAP LUN HYER IR :
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sanlun lun show
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# sanlun lun show -p |grep -p hdisk78

ONTAP Path:
vs_aix clus:/vol/chataix 205p2 vol en 1 7/jfs 205p2 lun en
LUN: 37

LUN Size: 1b5g
Host Device: hdisk78
Mode: C
Multipath Provider: AIX Native
Multipathing Algorithm: round robin

host vserver AIX AIX MPIO
path path MPIO host vserver path
state type path adapter LIF priority
up primary pathO fcsO fc aix 1 1

up primary pathl fcsO fc aix 2 1

up primary path2 fcsl fc aix 3 1

up primary path3 fcsl fc aix 4 1
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Bl

# sanlun lun show -p |grep -p hdisk78
ONTAP Path:
vs_aix clus:/vol/chataix 205p2 vol en 1 7/jfs 205p2 lun en
LUN: 37
LUN Size: 1b5g
Host Device: hdisk78
Mode: C
Multipath Provider: AIX Native
Multipathing Algorithm: round robin

host vserver ATIX AIX MPIO
path path MPIO host vserver path
state type path adapter LIF priority
up secondary path0 fcs0 fc aix 1 1
up primary pathl fcsO fc aix 2 1
up primary path2 fcsl fc aix 3 1
up secondary path3 fcsl fc aix 4 1
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sanlun lun show

LU Rf%E 2 RASA. AFFEFASEZE RONTAP LUN AYIEFERRIRTS,
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ASAFCE

ASAECEMLIL T BILATE LUN BUFTE R, EEHAREINRS (‘£8") . BIRN@EIFEREREM
/0 1%, AILURSMEE.

Bl

# sanlun lun show -p |grep -p hdisk78

ONTAP Path:
vs_aix clus:/vol/chataix 205p2 vol en 1 7/jfs 205p2 lun en
LUN: 37

LUN Size: 1b5g
Host Device: hdisk78
Mode: C
Multipath Provider: AIX Native
Multipathing Algorithm: round robin

host vserver AIX AIX MPIO
path path MPIO host vserver path
state type path adapter LIF priority
up primary pathO fcsO fc aix 1 1

up primary pathl fcsO fc aix 2 1

up primary path2 fcsl fc aix 3 1

up primary path3 fcsl fc aix 4 1

AFFZFASEZE

AFFEFASECE N BB MAMALRSNRRNERZ. MARRSNENMUBZHRSPITEREH S
Rk, MARRRHBRRELETEDRE, EXRHATHRU. RAENBEMITRIZRRHRS. RBEEMRK
BEAAIAN, T=ERIFRLLERIZ.

UTRAEREERNE/MA (‘) BEMENEAEAERL (OR7) BREFBIONTAP LUN BYIEHE
i



Bl

# sanlun lun show -p |grep -p hdisk78

ONTAP Path:

vs_aix clus:/vol/chataix 205p2 vol en 1 7/jfs 205p2 lun en

LUN:

LUN Size:

Host Device:

Mode:

Multipath Provider:
Multipathing Algorithm:

host vserver ATIX

path path MPIO host
state type path adapte
up secondary path0 fcs0
up primary pathl fcsO
up primary path2 fcsl
up secondary path3 fcsl

S8 4: EEEHIE
HEONTAPTEERRAR) AIX 7.1 2 BRI,
TRfta?

"7 fRU0{rl{E A AIX Host Utilities TA"

CentOS

37

15g
hdisk78

C

AIX Native

round robin

AIX MPIO

vserver path

r LIF priority
fc aix 1 1
fc aix 2 1
fc aix 3 1
fc aix 4 1

ACE CentOS 8.x LI#F FCP 1 iSCSI LIFEFONTAPTZ(#
Linux Host Utilities 23X NiEIEEIONTAPIEERY Linux EVIREEIEMZMT A, &

CentOS 8.x FH EZ%E Linux EHEAHEERG
IEONTAP LUN H9 FCP #0 iSCSI %321k,

FE1P: (%) SHASANZE

, EWAILMERENSEREFRER

TR LUK ENECE S EFRSANB R EL BB H IR S A Bt

ez Al

175

AN

far
(=]

ER"Ei2FEERTE IEENLInuIRIER S, EVELERSS(HBA). HBAEH. HBABEIBIOSFIONTAPHR

KEEZIFSANEE,
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Uz
1. "8J## SAN B5h LUN HIFE MR EH"(EHX)
2. 7TARS328 BIOS H19 SAN E5h LUN Mt R8s OB A SAN BEf.

BXfEEA HBABIOS MBS, B5 W% X1,
3. EMRMENHARIHRMERARTERNEEEET. URIERERETMM.
55245 Z%Linux Host Utilities
NetAppa2 ZUZIN R ELinux ENEARF. UZHFONTAP LUNBEH NI AT ISR B HUR.

"Z2%E Linux Host Utilities 8.0" o
Z3Einux Host Utilities A& B LinuxEHM_EAERI ENEBIHZE,

B3 WINENNZRIZEE

&R LUE CentOS 8.x HIZERZTHEEREIEONTAP LUN,

BRERATHEREE T ZREB. BRIEEEEE XL Jetc/multipath.conf X5, LUKRETENONTAP LUNEZ
& 7 NetAppiRiNENIZ &,

-
1. BIEX RS letc/multipath.conf B, MRLEXHEREFE. BHEIE— I T=HNEF XXM

touch /etc/multipath.conf

2. EOROVENMHBEY multipath.conf. EHRRFEBAHBHZHREZRS UMEZINIZE:

chkconfig multipathd on

/etc/init.d/multipathd start

3. HRBEIENBY. =B Jetc/multipath.conf BF T X HE= B ehNEHNetApp B I EN L BRESEIENER
INRE. EILFEFX Jetc/multipath.conf ENBIN . FAIRERSFER I EHIRFIFEIEONTAP LUNEY
ZRESHHITHEZ

TERERTONTAP LUNBILInUXIZER AR BN RIFLZLRESEINEE,
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BTRBHSE

28 EFIRE ...
detect_prio 28,
dev_los_TMO " PR "
HERE BB
fast_io_fail_sMO 5.

features "2 pG_INIT _retries 50"
flush_on_last_del 289,
R 0

no_path_retry BAFI
path_checker "TUR"
path_grouping_policy "Group_by-prio"
path_selector " AREZAY1E] 0"
Polling interval 5.

PRIO ONTAP

=R LUN

Retain Attached Hw_handler 28,

rr_weight "gFE—"
user_friendly_names &=

LR NetApp

4. I5FONTAP LUNHIBELIE B MR ZRE:

multipath -11
BINZBIZFSHZIFASA. AFFHIFASECE., EXLRRER, RPONTAP LUN AN FEBIUFRIZ. 7
EERY, BRI AIRES SRR,

TR S5 T ASA. AFFEFASEZE HONTAP LUNBYIEHS #uS B MBS
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ASAFCE

ASAECE RILILIEML ELUNRIFRE R IZ. EERFIEIIIRS. XFr LRI FA BRIZRAI/0%
B, MIMIES1E£EE,

multipath -11
3600a098038303634722b4d59646c4436 dm-28 NETAPP,LUN C-Mode
size=80G features='3 queue if no path pg init retries 50'
hwhandler='1l alua' wp=rw
‘—+- policy='service-time 0' prio=50 status=active
|- 11:0:7:1 sdfi 130:64 active ready running
|- 11:0:9:1 sdiy 8:288 active ready running
|- 11:0:10:1 sdml 69:464 active ready running
|- 11:0:11:1 sdpt 131:304 active ready running

AFFFASECE

AFFEXFASECE M AR MAMRALRSNBRIRNERR. MARRSNEMN/MUEZARSPITERE S
fefite MATRBRRBBRELTEDRS. BRETMAL. BNENBEMITHIBRMRS. RBEMK
BERATAN, F=fERIFERE,

UTROERTEEMD XM UBREMR D EE/AERLERIZAIONTAP LUNRYSIH :

multipath -11
3600a098038303634722b4d59646c4436 dm-28 NETAPP,LUN C-Mode
size=80G features='3 queue if no path pg init retries 50'
hwhandler='1 alua' wp=rw
| -+- policy='service-time 0' prio=50 status=active
| |- 16:0:6:35 sdwb 69:624 active ready running
| |- 16:0:5:35 sdun 66:752 active ready running
‘—+- policy='service-time 0' prio=10 status=enabled
|- 15:0:0:35 sdaj 66:48 active ready running
|- 15:0:1:35 sdbx 68:176 active ready running

B4L . (FIE)NSREFHERZS

NRFE. EAIURAFERNSEHIWWIDRMEIX A" BR B G0 MM ZIZEMSREZRHR
multipath.confo

SIg
1. BEWWID:

/lib/udev/scsi_id -gud /dev/sda
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"sa"BERNNE R BPAMSCSIFEER,
a0, WWIDA 360030057024d0730239134810c0cb8330

2. BWWIDAINE" B L 8R4

blacklist {
wwid 360030057024d0730239134810c0cb833
devnode " (ram|raw]|loop|fd|md|dm-|sr|scd|st) [0-9]*"
devnode ""~hd[a-z]"

devnode ""cciss.*"

54 . HENXONTAP LUNHZERIZSE

WMRENENIEZTEHMENFILUN. HFEEAZERESHIEEREE. WESFSEHEEXHHRNEITER
FONTAP LUNMYzasK B IE XIS E multipath. confo BN, ONTAP LUNHBIRETL £ FNERIET To

BHE “/etc/multipath.conf X4, $FRIRIIAE D HFENLE, U T HRAUEESNEEZHRESHNHINEE,

@ EARNZEZONTAP LUNBVEINBEIRE, BERESREFVEENE. EEFEAXLEIRE, X
EAEE. BEKRENetAppZIFERI ). EIIRERSFEN B XHE,

UTFRBIERT A EERBENIAME FTRAFIF. multipath.conf XHAMEXTS

‘no path retry ONTAP LUNAERABHIE "path checker. BIEMPFRXLESE. ESONTAPIEEES
EZEEIEN. MEBEIEMEIINEATFTONTAP LUNBIXXHRINEEEER multipath. conf  BIEHM

‘no path retry HYfH ‘path checkers

2Rl
defaults {
path checker readsector0
no path retry fail

devices {

device {
vendor "NETAPP"
product "LUN"
no path retry queue
path checker tur
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Eew . EFEEHRA
BB B>,

B X CentOS Red Hat #ARIZHE MBI, ESiE "EXIRH" i&EFT Red Hat Enterprise Linux (RHEL) 8.x
51,

T—FEHA?
"7 fEAN{AEALinux Host Utilites TA" o
* THE ASM $81&

B hi7 £ B2 (Automatic Storage Management. ASM)$RI&FIREE B EMLINUxZIRIFIZEE. LUFEASMEE
AR R R F IR R & At fELH. ONTAP LMK ZEASMECEARERIMNBTIR. XELKE SR FRIPRIMBRE
Fligft. ASMARREGIIE, FEhSERAEGEENRIASMFRENEES. BEERB LR Z BT
B, BXIFMER. BEEN"EFTONTAPH Oracle#iiEE",
* TR CentOS Linux EZIA1K (KVM)

CentOS Linux AJLAEA KVM EM. X, ERIATUERET Linux RIZRIEIMAL (KVM) SARTERE MR
RFZ 22 EIETTZ N EML. KVM ENAEEXONTAP LUN #TEXFHEEIZE,

Citrix

&5/ ONTAP 720 FCP #1 iSCSI EZ & Citrix Xenserver 8.4

ACE Citrix Xenserver 8.4 USLI ZK1E, HERSESHMICE R IONTAPTEER
FCP #0 iSCSI 1N {E,

@ Linux Host Utilities ZX{F B ARz #F Citrix Xenserver I 2{ER S,

B1% . (Flik)SFASAN/SED
TR LIS ENECE N EFASANB K E N B H RS I Bit.

Fraz Al

FEA"EiRFER T A WIEEMLInuIRIER . ENBLER2S(HBA). HBAEH. HBARBTIBIOSHIONTAPKR
FEREZIFSANE R,

255%
. "Bl SAN BEh LUN HIGEBRST R EH"(FEX)
2. 7¥PR%322 BIOS A5 SAN B4 LUN BT EIRYE OB B SAN Bl

BXWNEEA HBABIOS IR, A5 RN R T AN,
3. EfRMENARIHRMERARR G ERAETET. UEIERERE M.
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T 2. WHIAFHHNZREFRE
AT LUER Citrix Xenserver 8.4 FZIR1ZKEIEONTAP LUN,

ERFRERANIVEHRE T ZRE. BRIIESTEENIL /etc/multipath.conf X4, LUAEETENONTAP LUNED
& T NetAppiBiNBNIRE.

Pz
1. B3I “/etc/multipath.conf X4 FEE. WRLEXHREFE. BRI THEFTHXHE:

touch /etc/multipath.conf
2. BRBEXHE multipath.conf. EOIBEREEAHBINZRERS UMBERINIZE:

systemctl enable multipathd

systemctl start multipathd

3. ERBEHENBY. =B Jetc/multipath.conf BF T X HE= B EhNEHINetApp BN N ZBEZSEIENER
INRE. ETLFEFX Jetc/multipath.conf ENBIXHE. FRAFVIRERAFER A ERIRFIFEIEONTAP
LUNBI Z RS EHITRIF,

TRER TLNUXIRERZFIONTAP LUNFRIZRH AN ZBREZBEISE,
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BTRBHSE

28 EFIRE ...
detect_prio 28,
dev_los_TMO "R "
HERE BB
fast_io_fail_sMO 5.

features "3 queue_if no_path pG_init_retries 50"
flush_on_last_del 289,
R 0

no_path_retry BAFI
path_checker "TUR"
path_grouping_policy "Group_by-prio"
path_selector " AREZAY1E] 0"
Polling interval 5.

PRIO ONTAP

=R LUN

Retain Attached Hw_handler 28,

rr_weight "
user_friendly_names &=

LR NetApp

4. I5FONTAP LUNHIBELIE B MR ZRE:

/sbin/mpathutil list
ARINZ RS HZIFASA. AFFFIFASECE, EXLEEESR, EPONTAP LUN AU EZEBIUFZREZE. 7
fEHPERT, HFEEME xSRI,

TR S5 T ASA. AFFEFASEZE HONTAP LUNBYIEHS #uS B MBS
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ASAFCE

ASAECE RILILIEML ELUNRIFRE R IZ. EERFIEIIIRS. XFr LRI FA BRIZRAI/0%
B, MIMIES1E£EE,

/usr/sbin/mpathutil status

show topology

create: 3600a098038315045572b5930646£4b63 dm-1 NETAPP ,LUN C-Mode
size=9.0G features='4 queue if no path pg init retries 50

retain attached hw handle' hwhandler='l alua' wp=rw

‘—+- policy='service-time 0' prio=50 status=active

|- 15:0:0:0 sdb 8:16 active ready running

|- 15:0:1:0 sdc 8:32 active ready running

|- 16:0:0:0 sdcf 69:48 active ready running

- 16:0:1:0 sdcg 69:64 active ready running
AFFZFASEEE

AFFELFASECE N BB MA MRS BRMIERER, MARKRSNE/MARZHRSAENERISE
e, MARBRRNBEATEDRS. BRHTHRA. BNENBEMITHIZERMIRS. REERK
BEAAAN. F=ERIFLLERI.

UTRBIERT EERNESAARRENEN ER/AEMLERFBIONTAP LUNBYSEH

/usr/sbin/mpathutil status
show topology
create: 3600a098038315045572b5930646£4b63 dm-1 NETAPP ,LUN C-Mode
size=9.0G features='4 queue if no path pg init retries 50
retain attached hw handle' hwhandler='l alua' wp=rw
| -+- policy='service-time 0' prio=50 status=active
|- 15:0:0:0 sdb 8:16 active ready running
"= 15:0:1:0 sdc 8:32 active ready running
‘—+- policy='service-time 0' prio=50 status=active
|- 16:0:0:0 sdcf 69:48 active ready running
- 16:0:1:0 sdcg 69:64 active ready running

FE3: () MSERIEPHERLE

MRFE. BAILBAFTENGENWWIDRMEIXH"RB RS NMIZILE M ZREFPHER
multipath.confo,

SIE
1. #IEWWID:
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/lib/udev/scsi id -gud /dev/sda

"sa"BEMNE B R B ASCSIHEE,
a0, WWIDJ9 360030057024d0730239134810c0cb8330

2. BWWIDRINE"EZ "S5 :

blacklist {
wwid 360030057024d0730239134810c0cb833
devnode " (ram|raw]|loop|fd|md|dm-|sr|scd|st) [0-9]*"
devnode "“hd[a-z]"

devnode "“cciss.*"

S8 4: BENXONTAP LUN HIZR1ZSE

MRENEVEZZEMENFILUN. FEEAZRESHSERES. WEEEHREXGHRRMNEIER
FONTAP LUNBzas KRB IEX LIS E multipath. confo &N, ONTAP LUNHBIBETL A& FNARIZT To
IBIRE “/etc/multipath.conf X4, $FRIRFIAERDHENLE, U THRAUEESINEEZRESHNMINLEE,

(D EANBEZONTAP LUNBENSHIKE, BRERETVEEMR. FTEEAXERE, AX
HAER. BEXRNetAppZHIERI ). ERIRERRHNEHXRE,

UTFRAIERT IR EERBERENIOAME, FUITRAIF. multipath.conf XHAMENXTS

‘no_path retry ONTAP LUNAERZBHIE ‘path checker. BEREMPFXLESE. ESONTAPIFEET!
MIEERIEN.,. MEBIAEINATFTONTAP LUNBYXXHRNIEEESR multipath. conf  BIEM
‘no_path retry B9 ‘path checkero
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Bl

defaults {
path checker readsector0
no path retry fail

}

devices {

device {
vendor "NETAPP"
product "LUN"

no path retry queue
path checker tur

TR 5. BEEARA
=B EAIEH,

5/ ONTAP 7250 FCP #1 iSCSI EZ& Citrix Hypervisor 8.2

EC& Citrix Hypervisor 8.2 LISRILZB81Z, FERITESHMIKE R X ONTAPTZERY
FCP #iSCSI il 1k,

@ Linux Host Utilities 2R &R #F Citrix Hypervisor I #{ER 4,

B1% . (Flik) S FASAN/SED
TR LU EANECE N EFASANB R E N B H RS I Bit.

FFHa &
EA"BR2EERT B I EMLInuIZIER LS. ENSLISEI2R(HBA). HBAEH. HBARGIBIOSFHIONTAPKR
BESZHESANEEN.

TIE
1. "8l SAN B35 LUN FEFERET R EH]"(Z-X)
2. 1£BR%328 BIOS H19 SAN EEh LUN MRSt R8s OB B SAN BEf.

BXWNEEA HBABIOS IR, A5 RN BT AN,
3. EMRIENHARIHRFRARETERHAEETIET. URIERERS .
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SR 2: WIAENNZRERE
f&A] LUER Citrix Hypervisor 8.2 FYZ 1R ETE ONTAP LUN,

ERFRERANIVEHRE T ZRE. BRIEESTEENIL /etc/multipath.conf X4, LUREEENONTAP LUNED
& T NetAppiBiNENIZE.

Pz
1. B3 “/etc/multipath.conf X4 FEE. WRLXHREFE. BOE—NTHEFTHXHE:

touch /etc/multipath.conf

2. BRBIEXMHBY multipath. conf. ERIRERERBAHBIISHRERS LUNHENNIRE:

systemctl enable multipathd

systemctl start multipathd

3. ERBEHENBY. =B Jetc/multipath.conf BF T X HE= B EhNEHINetApp BN N ZBEZSEIENER
INRE. ETLFEFX Jetc/multipath.conf ENBIXHE. FRAFVIRERAFER A ERIRFIFEIEONTAP
LUNBI Z RS EHITRIF,

TRER TLNUXIRERZFIONTAP LUNFRIZRH AN ZBREZBEISE,
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BTRBHSE

28 EFIRE ...
detect_prio 28,
dev_los_TMO "R "
HERE BB
fast_io_fail_sMO 5.

features "3 queue_if no_path pG_init_retries 50"
flush_on_last_del 289,
R 0

no_path_retry BAFI
path_checker "TUR"
path_grouping_policy "Group_by-prio"
path_selector " AREZAY1E] 0"
Polling interval 5.

PRIO ONTAP

=R LUN

Retain Attached Hw_handler 28,

rr_weight "
user_friendly_names &=

LR NetApp

4. I5FONTAP LUNHIBELIE B MR ZRE:

/sbin/mpathutil list
ARINZ RS HZIFASA. AFFFIFASECE, EXLEEESR, EPONTAP LUN AU EZEBIUFZREZE. 7
fEHPERT, HFEEME xSRI,

TR S5 T ASA. AFFEFASEZE HONTAP LUNBYIEHS #uS B MBS

1M



ASAFCE

ASAECE RILILIEML ELUNRIFRE R IZ. EERFIEIIIRS. XFr LRI FA BRIZRAI/0%
B, MIMIES1E£EE,

/usr/sbin/mpathutil status

show topology

create: 3600a098038315045572b5930646£4b63 dm-1 NETAPP ,LUN C-Mode
size=9.0G features='4 queue if no path pg init retries 50

retain attached hw handle' hwhandler='l alua' wp=rw

‘—+- policy='service-time 0' prio=50 status=active

|- 15:0:0:0 sdb 8:16 active ready running

|- 15:0:1:0 sdc 8:32 active ready running

|- 16:0:0:0 sdcf 69:48 active ready running

- 16:0:1:0 sdcg 69:64 active ready running
AFFZFASEEE

AFFELFASECE N BB MA MRS BRMIERER, MARKRSNE/MARZHRSAENERISE
e, MARBRRNBEATEDRS. BRHTHRA. BNENBEMITHIZERMIRS. REERK
BEAAAN. F=ERIFLLERI.

UTRBIERT EERNESAARRENEN ER/AEMLERFBIONTAP LUNBYSEH

/usr/sbin/mpathutil status
show topology
create: 3600a098038315045572b5930646£4b63 dm-1 NETAPP ,LUN C-Mode
size=9.0G features='4 queue if no path pg init retries 50
retain attached hw handle' hwhandler='l alua' wp=rw
| -+- policy='service-time 0' prio=50 status=active
|- 15:0:0:0 sdb 8:16 active ready running
"= 15:0:1:0 sdc 8:32 active ready running
‘—+- policy='service-time 0' prio=50 status=active
|- 16:0:0:0 sdcf 69:48 active ready running
- 16:0:1:0 sdcg 69:64 active ready running

FE3: () MSERIEPHERLE

MRFE. BAILBAFTENGENWWIDRMEIXH"RB RS NMIZILE M ZREFPHER
multipath.confo,

SIE
1. #IEWWID:
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/lib/udev/scsi id -gud /dev/sda

"sa"BEMNE B R B ASCSIHEE,
a0, WWIDJ9 360030057024d0730239134810c0cb8330

2. BWWIDRINE"EZ "S5 :

blacklist {
wwid 360030057024d0730239134810c0cb833
devnode " (ram|raw]|loop|fd|md|dm-|sr|scd|st) [0-9]*"
devnode "“hd[a-z]"

devnode "“cciss.*"

S8 4: BENXONTAP LUN HIZR1ZSE

MRENEVEZZEMENFILUN. FEEAZRESHSERES. WEEEHREXGHRRMNEIER
FONTAP LUNBzas KRB IEX LIS E multipath. confo &N, ONTAP LUNHBIBETL A& FNARIZT To
IBIRE “/etc/multipath.conf X4, $FRIRFIAERDHENLE, U THRAUEESINEEZRESHNMINLEE,

(D EANBEZONTAP LUNBENSHIKE, BRERETVEEMR. FTEEAXERE, AX
HAER. BEXRNetAppZHIERI ). ERIRERRHNEHXRE,

UTFRAIERT IR EERBERENIOAME, FUITRAIF. multipath.conf XHAMENXTS

‘no_path retry ONTAP LUNAERZBHIE ‘path checker. BEREMPFXLESE. ESONTAPIFEET!
MIEERIEN.,. MEBIAEINATFTONTAP LUNBYXXHRNIEEESR multipath. conf  BIEM
‘no_path retry B9 ‘path checkero
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Bl

defaults {
path checker readsector0
no path retry fail
}
devices {
device {
vendor "NETAPP"
product "LUN"

no path retry queue
path checker tur

TR 5. BEEARA
=B EAIEH,

ESXi

¥%VMware vSphere 8.x50ONTAP4Z &1

&R LUAERFC. FCoEMISCSIXAIVMware vSphere 8. xhrA<EZEONTAP SANEAIE
=

I EEZFSANBTS

Fraz Al

WNREREMEA SAN B8, MEEXNNLZIFE, EeIER"EI2EER T A WIEEAIRIERS. HBA. HBA
E . HBABGHIBIOSLAKONTAPRRARE S,

T
1. 3% SAN 250 LUN BRESEIE,
2. WIFREEZ M BEKER.

(D) TrRsEsrEs BE DR, XEBREEE N TR,
3. 7£AR%528 BIOS A7 SAN /S&h LUN BET AR O/S A SAN Bfo

BXWNEEA HBABIOS B R, BS RN BT AN,

4. BB ENURIEBEEE .
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ZiE

ESXifgfft T — MRADTHN L BZEH(NMP)RE] BZRIZER. AT EEFREM. FHEMTISEEERMH (Storage
Array Type Plugin. SATP)MR{ZiEFIFH {4 (Path Selection Plugins. PSP), BRIAET . XLESATSHIM
EESXiFal A,

I FONTAPTEE. IABER TRER"VMW_SATP_ALOA"EHFI"VMW_PSP_RR"VEA R EREEZ(PSP),
PRI LUBTT LA T 8n < K HIAPSP:

‘esxcli storage nmp satp rule list -s VMW SATP ALUA®

LT
Name Device Vendor Model Driver Transport Options
VMW _SATP ALUA LST INF-01-00
reset on attempted reserve system
VMW _ SATP ALUA NETAPP

reset on attempted reserve system

Rule Group Claim Options Default PSP PSP Options Description
tpgs on VMW PSP MRU NetApp E-Series arrays with
ALUA support
tpgs_on VMW PSP RR NetApp arrays with ALUA
support

EASATCE

M TFIEASAECE. WEARARBFRMARIIEIZ. MARRSHBRIZNEMMULREZ. XEKRECIIHR
BFENERISSREARS . MARBRRHNBEATENRE. BRETRIE. EAETEMEMIEFIZERE,
SBEEREBRERTAN., FERIFMLER.

Nl
UTRAERTBEEMDED / AURFMENER) / IR ONTAP LUN BYIEHH L.

# esxcli storage nmp device list -d naa.600a0980383148693724545244395855

Nl
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naa.600a0980383148693724545244395855

Device Display Name: NETAPP Fibre Channel Disk
(naa.600a0980383148693724545244395855)

Storage Array Type: VMW SATP ALUA

Storage Array Type Device Config: {implicit support=on;
explicit support=off; explicit allow=on; alua followover=on;
action OnRetryErrors=off;
{TPG_id=1000, TPG state=ANO}{TPG id=1001,TPG state=A0}}

Path Selection Policy: VMW PSP RR

Path Selection Policy Device Config:
{policy=rr,iops=1000,bytes=10485760, useANO=0; lastPathIndex=1:
NumIOsPending=0, numBytesPending=0}

Path Selection Policy Device Custom Config:

Working Paths: vmhbad4:C0:T0:L11, vmhba3:C0:T0:L11

Is USB: false

# esxcli storage nmp path list -d naa.600a0980383148693724545244395855

s

£fc.20000024ff7£f4a51:21000024££7£4a51-£c.2009d03%a3ab21f:2003d03%ea3ab21f-
naa.o600a0980383148693724545244395855

Runtime Name: vmhba4:C0:T0:L11

Device: naa.600a0980383148693724545244395855

Device Display Name: NETAPP Fibre Channel Disk
(naa.600a0980383148693724545244395855)

Group State: active

Array Priority: O

Storage Array Type Path Config: {TPG id=1001,
TPG_state=A0,RTP id=4,RTP_health=UP}

Path Selection Policy Path Config: PSP VMW PSP RR does not support path
configuration.

£fc.20000024ff7£f4a50:21000024££7£4a50-£c.2009d039%a3ab21f:2002d03%ea3ab21f-
naa.o600a0980383148693724545244395855

Runtime Name: vmhba3:C0:T0:L11

Device: naa.600a0980383148693724545244395855

Device Display Name: NETAPP Fibre Channel Disk
(naa.600a0980383148693724545244395855)

Group State: active

Array Priority: O

Storage Array Type Path Config: {TPG i1d=1001,
TPG_state=AO,RTP id=3,RTP_health=UP}
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Path Selection Policy Path Config:

PSP VMW PSP RR does not support path
configuration.

£c.20000024££7£4a51:21000024££7£4a51-£c.2009d039%ea3ab21£:2001d03%a3ab21f-
naa.600a0980383148693724545244395855

Runtime Name: vmhba4:C0:T3:L11

Device: naa.600a0980383148693724545244395855

Device Display Name: NETAPP Fibre Channel Disk
(naa.600a0980383148693724545244395855)

Group State: active unoptimized

Array Priority: O

Storage Array Type Path Config: {TPG id=1000,
TPG_state=ANO,RTP id=2,RTP health=UP}

Path Selection Policy Path Config:

PSP VMW PSP RR does not support path
configuration.

£fc.20000024£f£f7£4a50:21000024££7£4a50-£c.2009d03%ea3ab21£f:2000d03%ea3ab21f-
naa.600a0980383148693724545244395855

Runtime Name: vmhba3:C0:T3:L11

Device: naa.600a0980383148693724545244395855

Device Display Name: NETAPP Fibre Channel Disk
(naa.o000a0980383148693724545244395855)

Group State: active unoptimized
Array Priority: O

Storage Array Type Path Config: {TPG i1d=1000,
TPG_state=ANO,RTP id=1,RTP health=UP}
Path Selection Policy Path Config:

PSP VMW PSP RR does not support path
configuration.

<stdin> FRETERARITAYFES - include::_include/hu/reuse_hu_asa_configuration.adoc]]

esxcli storage nmp device list -d naa.600a098038304759563f4e7837574453

Tl
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naa.600a098038314962485d543078486¢c7a

Device Display Name: NETAPP Fibre Channel Disk
(naa.600a098038314962485d543078486¢c7a)

Storage Array Type: VMW SATP ALUA

Storage Array Type Device Config: {implicit support=on;
explicit support=off; explicit allow=on; alua followover=on;
action OnRetryErrors=off;
{TPG 1d=1001,TPG state=AO}{TPG id=1000, TPG state=AO}}

Path Selection Policy: VMW PSP RR

Path Selection Policy Device Config:
{policy=rr,iops=1000,bytes=10485760, useANO=0; lastPathIndex=3:
NumIOsPending=0, numBytesPending=0}

Path Selection Policy Device Custom Config:

Working Paths: vmhbad4:C0:T0:L14, vmhbad4:C0:T1:L14, vmhba3:C0:T0:L14,
vmhba3:C0:T1:L14

Is USB: false

# esxcli storage nmp path list -d naa.600a098038314962485d543078486¢c7a

Tl

£c.200034800d756a75:210034800d756a75-£c.2018d039€a936319:2015d03%€a936319-
naa.600a098038314962485d543078486¢c7a

Runtime Name: vmhba4:C0:T0:L14

Device: naa.600a098038314962485d543078486c7a

Device Display Name: NETAPP Fibre Channel Disk
(naa.600a098038314962485d543078486¢c7a)

Group State: active

Array Priority: O

Storage Array Type Path Config: {TPG i1d=1000,
TPG_state=AO,RTP_id=2,RTP_health=UP}

Path Selection Policy Path Config: PSP VMW PSP RR does not support path

configuration.

£c.200034800d756a75:210034800d756a75-£c.2018d039%9€a936319:2017d039%€a936319-
naa.o600a098038314962485d543078486c7a

Runtime Name: vmhba4:C0:T1:1L14

Device: naa.600a098038314962485d543078486¢c7a

Device Display Name: NETAPP Fibre Channel Disk
(naa.600a098038314962485d543078486¢c7a)

Group State: active

Array Priority: O

Storage Array Type Path Config: {TPG id=1001,
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TPG_state=AO0,RTP_id=4,RTP_health=UP}
Path Selection Policy Path Config: PSP VMW PSP RR does not support path
configuration.

£fc.200034800d756a74:210034800d756a74-£c.2018d039€a936319:2014d03%€a936319~-
naa.600a098038314962485d543078486c7a

Runtime Name: vmhba3:C0:T0:L14

Device: naa.600a098038314962485d543078486c7a

Device Display Name: NETAPP Fibre Channel Disk
(naa.600a098038314962485d543078486¢c7a)

Group State: active

Array Priority: O

Storage Array Type Path Config: {TPG i1d=1000,
TPG_state=AO,RTP id=1,RTP_health=UP}

Path Selection Policy Path Config: PSP VMW PSP RR does not support path
configuration.

£c.200034800d756a74:210034800d756a74-£c.2018d039€a936319:2016d039€a936319-
naa.600a098038314962485d543078486¢c7a

Runtime Name: vmhba3:C0:T1:L14

Device: naa.600a098038314962485d543078486c7a

Device Display Name: NETAPP Fibre Channel Disk
(naa.600a098038314962485d543078486¢c7a)

Group State: active

Array Priority: O

Storage Array Type Path Config: {TPG id=1001,
TPG_state=AO,RTP id=3,RTP health=UP}

Path Selection Policy Path Config: PSP VMW PSP RR does not support path
configuration.

VVOL
A& (Vvol)@—MVMware R LR I FEEIMAL(Virtual Machine. VM)RERL., HIRFBAIRE M,

iEBAF VMware vSphere BY ONTAP T A &ZiEATF ONTAP BY VASA Provider , © VMware vCenter $g{it
T—MERS, JATHAET Vol 7EiE, ZBEONTAP TEARKEMKLIEE(OVAR. E2EMFM
EllvCenter Server#/m FHVASA Provider,

7EfERvCenter UIBIZEVVOLSEIEFEER . RARIERELIEFlexVollE N EIEFEENSR D170, ESXiEAN
A {E A N s (PE)5 1] VVOLSEIBZEZEFRIVVOLs, £ SAN IMBH, SEHIEEFM#EETRMNE FlexVol &
S —1 4 MB B9 LUN , LIF{E PE, SAN PEREIZEIZIEHIT(ALU). EINESIEBNIZEEIT(SLU).

£/ VVOL B, SAN MRRItREERMRESLRER, 8 (BFRF) UTREA:

* EENTEFERAN SYVM ST TR EELEIE— SANLIF ., REBER, 81 TRELDCERD, BFE

OFRFEEHE.

* HRRE R REEE, EER SNBSS EANICHE AR ML F W L EH 2N VMkernel 4O
S EEAERR S MR Z MIENICRIZHHAFH RS EHL &,
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* RIBEEAE 59 X/ VLANLUSE I E4EE,
* WiFFFE N ENBMIEFETYEEREIFIESVM RN BIRSVM,

@ ZE = A VASA Provider , E#7189 VMware vSphere 282 ONTAP T E, VASA Provideri§ A&
EIEFFAIGroupiRE. HItTFEEvvolIfiERelE T EIEiGroup,

NetApp REIXIEAYEER VVOL IREBERFRIAE,
BXIBTHRAMNONTAPT A, FE2N; BXIETERAMVSphereFIONTAP, HE N "Hig{E4FR T " "|HARVASA

Provider,

BEXEEMNERBwWOlFAER, BESRIERTVMware vSphereBJONTAP T A, "EAONTAPHVMware
vSphere"f1"f&E A T BRI EINE (Virtual Volume. ONTAP) 10."

BIgE
ATSHIE

FF5 VAAI RAERITEEF ALK VMFSS , ATS SiER * MIET * ., 5 ONTAP LUN SLINE YR Ee/ElE
MERER VMFS HEF6E 1/0 4H8E, HAMBIE ATS . BXEFHE ATS BIEHIEMIEE, 152 W VMware X145,

BE Default N fEFH ONTAP Description

HardwareAcceleratedLock 1. 1. EHERBEFINRFEE

ing ( Atomic Test and Set ,
ATS) BIE

£ IOPS 1000 1. |IOPS [R#l: #1& PSP #K

IAA9 IOPS PRl 1000 , £

XMEINERT, RXE

1000 X 1/O #&1EfS, BfE
— PN

disk.qFullSampSize 0 32 7 ESXi FFUAPRHI 2 FiFrss
BT B # S B RS I

o

@ -enable Space-alloc AMETEIVMware vSphere forfIFFBLUNIEE unMar T1E, BXIFHAE

FIRIERGER
TR UERBNMNFIRER SRR FoIEE EIW. BAEENG, BAENBIFRL, ENAREN.

* GOS #BhffE: *

??9&1’5%41355: EE@L
Linux Z{& HEEEBAY = 60
Windows BT = 60
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FiRERZRE izl:N |

Solaris FEEABAY = 60 BT EIR = 300 KRMLEEIRL =300 EB
Fid = 30 ZAMRF = 32 &=/ \PFRHI =8

I8iFvSphereF]JALNAE

e UER L T a2 IIE HardwareAcceleratedLocking &,

esxcli system settings advanced list --option /VMFS3/HardwareAcceleratedLocking

Path: /VMFS3/HardwareAcceleratedLocking

Type: integer

Int Value: 1

Default Int Value: 1

Min Value: O

Max Value: 1

String Value:

Default String Value:

Valid Characters:

Description: Enable hardware accelerated VMFS locking (requires
compliant hardware). Please see http://kb.vmware.com/kb/2094604 before
disabling this option.

IR IOPSIS &
e UER L T e IIEIOPSIR B,

esxcli storage nmp device list -d naa.600a098038304731783£f506670553355

naa.o600a098038304731783£506670553355

Device Display Name: NETAPP Fibre Channel Disk
(naa.600a098038304731783£506670553355)

Storage Array Type: VMW SATP ALUA

Storage Array Type Device Config: {implicit support=on;
explicit support=off; explicit allow=on; alua followover=on;
action OnRetryErrors=off;
{TPG id=1000,TPG_state=ANO} {TPG id=1001,TPG state=AO}}

Path Selection Policy: VMW PSP RR

Path Selection Policy Device Config: {policy=rr,
iops=1,bytes=10485760,useANO=0; lastPathIndex=0:
NumIOsPending=0, numBytesPending=0}

Path Selection Policy Device Custom Config:

Working Paths: vmhbad4:C0:T0:L82, vmhba3:C0:T0:L82

Is USB: false
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I9iFQFullSampleSize

&aT LAEA L T e 2 I0IEQFullSampleSize,

esxcli system settings advanced list —--option /Disk/QFullSampleSize

Path: /Disk/QFullSampleSize

Type: integer

Int Value: 32

Default Int Value: 0

Min Value: 0

Max Value: 64

String Value:

Default String Value:

Valid Characters:

Description: Default I/0 samples to monitor for detecting non-transient
queue full condition. Should be nonzero to enable queue depth throttling.
Device specific QFull options will take precedence over this value if set.
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*esxcli storage nmp satp rule list -s VMW SATAP ALUA*

Name Device Vendor Model Driver Transport Options

VMW _SATP ALUA NETAPP
reset on attempted reserve

Rule Group Claim Options Default PSP PSP Options Description

system tpgs_on VMW PSP RR NetApp arrays with
ALUA support
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*esxcli storage nmp device list -d naa.600a098038313530772b4d673979372f *

naa.o00a098038313530772b4d673979372fF

Device Display Name: NETAPP Fibre Channel Disk
(naa.600a098038313530772b4d6739793721f)

Storage Array Type: VMW SATP ALUA

Storage Array Type Device Config: {implicit support=on;
explicit support=off; explicit allow=on; alua followover=on;
action OnRetryErrors=off;
{TPG id=1000, TPG_state=AO0}{TPG id=1001,TPG state=ANO}}

Path Selection Policy: VMW PSP RR

Path Selection Policy Device Config:
{policy=rr,iops=1,bytes=10485760,useANO=0; lastPathIndex=1:
NumIOsPending=0, numBytesPending=0}

Path Selection Policy Device Custom Config:

Working Paths: vmhba3:C0:T3:L21, vmhbad4:C0:T2:L21

Is USB: false

*esxcli storage nmp path list -d naa.600a098038313530772b4d673979372f *

£fc.20000090fae0ec8e:10000090faelec8e-£c.201000a098dfe3d1:200b00a098dfe3dl~-
naa.o600a098038313530772b4d673979372f

Runtime Name: vmhba3:C0:T2:1L21

Device: naa.600a098038313530772b4d673979372f

Device Display Name: NETAPP Fibre Channel Disk
(naa.600a098038313530772b4d673979372f)

Group State: active unoptimized

Array Priority: O

Storage Array Type Path Config:
{TPG_id=lOOl,TPG_State=ANO,RTP_id=29,RTP_health=UP}

Path Selection Policy Path Config: PSP VMW PSP RR does not support path
configuration.

fc.20000090fae0ec8e:10000090faelec8e-fc.201000a098dfe3d1:200700a098dfe3dl-
naa.600a098038313530772b4d673979372f

Runtime Name: vmhba3:C0:T3:L21

Device: naa.600a098038313530772b4d673979372f

Device Display Name: NETAPP Fibre Channel Disk
(naa.o000a098038313530772b4d673979372f)

Group State: active

Array Priority: O

Storage Array Type Path Config:
{TPG_id=IOOO,TPG_state=AO,RTP_id=25,RTP_health=UP}
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Path Selection Policy Path Config: PSP VMW PSP RR does not support path

configuration.

£c.20000090£fae0ec8£:10000090fae0ec8f-£c.201000a098d£fe3d1:200800a098dfe3d1l-

naa.600a098038313530772b4d673979372fF

Runtime Name: vmhba4:C0:T2:1L21

Device: naa.600a098038313530772b4d673979372f

Device Display Name: NETAPP Fibre Channel Disk
(naa.600a098038313530772b4d6739793721%)

Group State: active

Array Priority: O

Storage Array Type Path Config:
{TPG_1d=1000,TPG_state=A0,RTP_id=26,RTP_health=UP}

Path Selection Policy Path Config: PSP VMW PSP RR does not support path

configuration.

£fc.20000090£fae0ec8f:10000090faelec8f-£fc.201000a098dfe3d1:200c00a098dfe3dl-

naa.o00a098038313530772b4d673979372fF
Runtime Name: vmhbad:C0:T3:L21
Device: naa.600a098038313530772b4d673979372f
Device Display Name: NETAPP Fibre Channel Disk
(naa.600a098038313530772b4d6739793721f)
Group State: active unoptimized
Array Priority: O
Storage Array Type Path Config:
{TPG 1d=1001,TPG state=ANO,RTP id=30,RTP health=UP}
Path Selection Policy Path Config: PSP VMW PSP RR does not support path

configuration.

<stdin> FRETERARITAYFES - include::_include/hu/reuse_hu_asa_configuration.adoc]]

*esxcli storage nmp device list -d naa.600a098038304759563f4e7837574653 %
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naa.600a098038304759563f4e7837574453

Device Display Name: NETAPP Fibre Channel Disk
(naa.600a098038304759563£4e7837574453)

Storage Array Type: VMW SATP ALUA

Storage Array Type Device Config: {implicit support=on;
explicit support=off; explicit allow=on; alua followover=on;
action OnRetryErrors=off;
{TPG 1d=1001,TPG state=AO}{TPG id=1000, TPG state=AO}}

Path Selection Policy: VMW PSP RR

Path Selection Policy Device Config:
{policy=rr,iops=1,bytes=10485760,useANO=0; lastPathIndex=2:
NumIOsPending=0, numBytesPending=0}

Path Selection Policy Device Custom Config:

Working Paths: vmhbad4:C0:T0:L9, vmhba3:C0:T1:L9, vmhba3:C0:T0:L9,
vmhba4:C0:T1:1L9

Is USB: false

*esxcli storage nmp device list -d naa.600a098038304759563f4e7837574653 %

£c.20000024££171d37:21000024££171d37-£c.202300a098ea5e27:204a00a098eabe27-
naa.o600a098038304759563f4e7837574453

Runtime Name: vmhba4:C0:T0:L9

Device: naa.600a098038304759563f4e7837574453

Device Display Name: NETAPP Fibre Channel Disk
(naa.600a098038304759563£4e7837574453)

Group State: active

Array Priority: O

Storage Array Type Path Config:
{TPG_1d=1000, TPG_state=A0O,RTP_id=6,RTP health=UP}

Path Selection Policy Path Config: PSP VMW PSP RR does not support path

configuration.

£fc.20000024£f£f171d36:21000024££171d36-£c.202300a098ea5e27:201d00a098eabe27-
naa.600a098038304759563f4e7837574453

Runtime Name: vmhba3:C0:T1:L9

Device: naa.600a098038304759563f4e7837574453

Device Display Name: NETAPP Fibre Channel Disk
(naa.600a098038304759563£4e7837574453)

Group State: active

Array Priority: O

Storage Array Type Path Config:
{TPG_1d=1001,TPG_state=A0,RTP_id=3,RTP health=UP}

Path Selection Policy Path Config: PSP VMW PSP RR does not support path

configuration.
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£c.20000024ff171d36:21000024££f171d36-£fc.202300a098ea5e27:201b00a098eabe27-
naa.600a098038304759563f4e7837574453

Runtime Name: vmhba3:C0:T0:L9

Device: naa.600a098038304759563f4e7837574453

Device Display Name: NETAPP Fibre Channel Disk
(naa.600a098038304759563£4e7837574453)

Group State: active

Array Priority: O

Storage Array Type Path Config:
{TPG_id=1000, TPG_state=A0,RTP_id=1,RTP_health=UP}

Path Selection Policy Path Config: PSP VMW PSP RR does not support path

configuration.

£c.20000024££171d37:21000024££171d37-£c.202300a098ea5e27:201e00a098eabe27-
naa.o00a098038304759563£4e7837574453

Runtime Name: vmhba4:C0:T1:L9S

Device: naa.600a098038304759563f4e7837574453

Device Display Name: NETAPP Fibre Channel Disk
(naa.600a098038304759563£4e7837574453)

Group State: active

Array Priority: O

Storage Array Type Path Config:
{TPG_1d=1001,TPG state=AO,RTP_id=4,RTP health=UP}

Path Selection Policy Path Config: PSP VMW PSP RR does not support path

configuration.
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*esxcli system settings advanced list -option /VMFS3/HardwareAcceleratedLocking®

Path: /VMFS3/HardwareAcceleratedLocking

Type: integer

Int Value: 1

Default Int Value: 1

Min Value: O

Max Value: 1

String Value:

Default String Value:

Valid Characters:

Description: Enable hardware accelerated VMFS locking (requires
compliant hardware). Please see http://kb.vmware.com/kb/2094604 before
disabling this option.

I EIOPSIR E
ERLA T LI IOPS R E,

*esxcli storage nmp device list -d naa.600a098038304731783f506670553355 *

naa.600a098038304731783£f506670553355

Device Display Name: NETAPP Fibre Channel Disk
(naa.600a098038304731783£506670553355)

Storage Array Type: VMW SATP ALUA

Storage Array Type Device Config: {implicit support=on;
explicit support=off; explicit allow=on; alua followover=on;
action OnRetryErrors=off;
{TPG 1d=1000,TPG state=ANO}{TPG i1id=1001,TPG state=A0}}

Path Selection Policy: VMW PSP RR

Path Selection Policy Device Config:
{policy=rr,iops=1,bytes=10485760,useANO=0; lastPathIndex=0:
NumIOsPending=0, numBytesPending=0}

Path Selection Policy Device Custom Config:

Working Paths: vmhba4:C0:T0:L82, vmhba3:C0:T0:L82

Is USB: false

FEIE QFullSampleSize

ERA LT a2 QFullSampleSize

*esxcli system settings advanced list -option /Disk/QFullSampleSize *
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Path: /Disk/QFullSampleSize

Type: integer

Int Value: 32

Default Int Value: 0

Min Value: O

Max Value: 64

String Value:

Default String Value:

Valid Characters:

Description: Default I/0 samples to monitor for detecting non-transient
queue full condition. Should be nonzero to enable queue depth throttling.
Device specific QFull options will take precedence over this value if set.
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1. ¥ SAN B3 LUN BRETEIEH,
2. WIFREEZ M BEKRRE.

()  THBREREEDHESIBR DETE. REBREENTR,

3. 7£AR%328 BIOS Afy SAN B LUN BT RIAYE OB B SAN Bl
BXUAIEE HBABIOS IS8, B2 NN AT B XX,
4. EHBEENIURIERIE TR,
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ZHE

ESXifRft T —MRADHZ B EHFNMP)RI R RZRIEEIR. BT EEFREHM. FEMYISEE M (Storage

Array Type Plugin. SATP)ME&Ri%ER {4 (Path Selection Plugins. PSP). ZRIAER T, XL SATA #RNI7E

ESXi Fr] A,

FFTFONTAPE(E. ERINE R FEA"VMW_SATP_ALOAEHFI"VMW_PSP_RR"WEN KRR IEZR R (PSP).
e LUBIT L T e S K HIAPSP:

*esxcli storage nmp satp rule list -s VMW _SATAP ALUA*

Name Device Vendor Model Driver Transport Options
VMW SATP ALUA LST INF-01-00

reset on attempted reserve

VMW _ SATP ALUA NETAPP

reset on attempted reserve

Rule Group Claim Options Default PSP PSP Options Description

system tpgs on VMW PSP MRU NetApp E-Series arrays
with ALUA support

system tpgs on MW PSP RR NetApp arrays with ALUA
support

<stdin> RTFIERMEMEVIES - include::_include/hu/reuse_hu_asa_configuration.adoc]]

*esxcli storage nmp device list -d naa.600a098038304759563f4e7837574653 %

£c.20000024£f£f171d37:21000024££171d37-£c.202300a098ea5e27:204a00a098eabe27~-
naa.o00a098038304759563£4e7837574453

Runtime Name: vmhbad:C0:T0:L9

Device: naa.600a098038304759563f4e7837574453

Device Display Name: NETAPP Fibre Channel Disk
(naa.600a098038304759563£4e7837574453)

Group State: active

Array Priority: O

Storage Array Type Path Config:
{TPG_1d=1000, TPG state=AO,RTP id=6,RTP health=UP}

Path Selection Policy Path Config: PSP VMW PSP RR does not support path
configuration.

£c.20000024ff171d36:21000024£f£f171d36-£fc.202300a098ea5e27:201d00a098eabe27-
naa.o600a098038304759563f4e7837574453

Runtime Name: vmhba3:C0:T1:L9

Device: naa.600a098038304759563f4e7837574453
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Device Display Name: NETAPP Fibre Channel Disk
(naa.600a098038304759563£4e7837574453)

Group State: active

Array Priority: O

Storage Array Type Path Config:
{TPG_id=1001,TPG_state=AO,RTP_id=3,RTP_health=UP}

Path Selection Policy Path Config: PSP VMW PSP RR does not support path

configuration.

£c.20000024£f£f171d36:21000024££171d36-£c.202300a098ea5e27:201b00a098eabe27-
naa.600a098038304759563f4e7837574453

Runtime Name: vmhba3:C0:T0:L9

Device: naa.600a098038304759563f4e7837574453

Device Display Name: NETAPP Fibre Channel Disk
(naa.600a098038304759563£4e7837574453)

Group State: active

Array Priority: O

Storage Array Type Path Config:
{TPG_id=1000, TPG_state=A0,RTP_id=1,RTP_health=UP}

Path Selection Policy Path Config: PSP VMW PSP RR does not support path

configuration.

£fc.20000024££f171d37:21000024££171d37-£c.202300a098ea5e27:201e00a098eabe27-
naa.o600a098038304759563£4e7837574453

Runtime Name: vmhba4:C0:T1:L9

Device: naa.600a098038304759563f4e7837574453

Device Display Name: NETAPP Fibre Channel Disk
(naa.600a098038304759563£4e7837574453)

Group State: active

Array Priority: O

Storage Array Type Path Config:
{TPG_1d=1001,TPG_state=A0,RTP_id=4,RTP health=UP}

Path Selection Policy Path Config: PSP VMW PSP RR does not support path

configuration.

£ LEMRGIF, LUN EM NetApp FHEBRSTE 4 NERIER (4 DEBRELEBER)

JEASAECE

SHFIEASARLE. ABMARERARAMATENER. MEAERRESHNBRENEDMEEBER. XREFRECIIHR
BRENIEHISHEEARS . MARRENERELTFENRES. BEXR#ITHRL. ERENEMEMITHIZIEEAT.
QEEMUBRERATBN. A2FERIERKEE,

Nl
UTRAIERTBEEM DD / MARFEFRFHE NI / IR ONTAP LUN BYIEHEH.

*esxcli storage nmp path list -d naa.600a098038313530772b4d673979372f *
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£fc.20000090fae0ec8e:10000090faelecB8e-£fc.201000a098dfe3d1:200b00a098dfe3dl-

naa.600a098038313530772b4d673979372f

Runtime Name: vmhba3:C0:T2:L21

Device: naa.600a098038313530772b4d673979372f

Device Display Name: NETAPP Fibre Channel Disk
(naa.600a098038313530772b4d6739793721f)

Group State: active unoptimized

Array Priority: O

Storage Array Type Path Config:
{TPG 1d=1001,TPG state=ANO,RTP id=29,RTP health=UP}

Path Selection Policy Path Config: PSP VMW PSP RR does not support path

configuration.

£fc.20000090fae0ec8e:10000090fae0ecB8e-£c.201000a098dfe3d1:200700a098dfe3dl-

naa.o600a098038313530772b4d673979372f

Runtime Name: vmhba3:C0:T3:L21

Device: naa.600a098038313530772b4d673979372f

Device Display Name: NETAPP Fibre Channel Disk
(naa.600a098038313530772b4d6739793721f)

Group State: active

Array Priority: O

Storage Array Type Path Config:
{TPG_1d=1000,TPG_state=A0,RTP_id=25,RTP_health=UP}

Path Selection Policy Path Config: PSP VMW PSP RR does not support path

configuration.

£fc.20000090£fae0ec8f:10000090faelec8f-£fc.201000a098dfe3d1:200800a098dfe3dl-

naa.600a098038313530772b4d673979372f£

Runtime Name: vmhba4:C0:T2:L21

Device: naa.600a098038313530772b4d673979372f

Device Display Name: NETAPP Fibre Channel Disk
(naa.600a098038313530772b4d673979372f)

Group State: active

Array Priority: O

Storage Array Type Path Config:
{TPG_1d=1000, TPG state=AO,RTP id=26,RTP health=UP}

Path Selection Policy Path Config: PSP VMW PSP RR does not support path

configuration.

£fc.20000090fae0ec8f:10000090fae0ec8f-£c.201000a098dfe3d1:200c00a098dfe3dl-

naa.600a098038313530772b4d673979372f
Runtime Name: vmhba4:C0:T3:L21
Device: naa.600a098038313530772b4d673979372f
Device Display Name: NETAPP Fibre Channel Disk
(naa.600a098038313530772b4d673979372f)
Group State: active unoptimized
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Array Priority: O
Storage Array Type Path Config:
{ TPG_id=1 001, TPG_state=ANO, RTP_id=3O ,RTP_health=UP}
Path Selection Policy Path Config: PSP VMW PSP RR does not support path

configuration.

ELEATRAIF, LUN BEM NetApp TFAERGTE] 4 DB (2 DESDLAEREM 2 NEDD - FRUEET) o

VVOL
E#E (VWOL) B—M VMware WRER, SEMN (VM) BEE R EIRIRAHRIE e R Lo

iIEAF VMware vSphere B ONTAP TE&1EiEATF ONTAP BY VASA Provider , £ VMware vCenter 1g{t
T—NERS, JETHBET Vol B97EfE, 28 ONTAP THE OVA R, ©2BFME vCenter fRZ25H
/B VASA Provider ,

7EfERvCenter UIBIZEVVOLSEIEFEER . RARIERELIEFlexVolfE N EIEFEEN RN 1FME. ESXiEAN
ISRV ER = (PE)iFIEVVOLsEIBZiEEFRIVVOLs, ESANIFIEH. SEHIEEFHEETHNSE MFlexVol
volume# _EBIZE—14 MB LUN. LLAEPE, SAN PE @2— 1N&18i8%E&¥ T (ALU) ; VVOL BiHBENZHES T
(SLU) »

£/ VVOL B, SAN MRRTREERMRELRER, 8 (BFRF) UTREA:

1. EENEFAN SYM NS MR EEDBIE— SANLIF . REMZER, 81 TREDIERD, BFRE

JFREHE.

2. JHBRERIR SR, EEAS TR, EEEA NIC SBENRENEFM LERAZ D VMkernel R4
B0, NEEAERRZ MR Z MIIE NIC RiZH HA RSB &,

3. RIEFNERNFTRECESD XM /3 VLAN .
4. HIRFIAB L FBHRIIZFIBEEREIFE SVM LEIBAR LIF .

@ EFF VASA Provider , #4709 VMware vSphere ZZ& ONTAP T &, VASA Provideri& 1&
EIEFrAIgrouiRE. REUILTEFEVVOLSIFIER eI EIZiGroups

NetAppZ UL R EERIERINNEIAEIRE

BXFEREHIONTAPI A, 58N, BXRIFERZAIVSphereFIONTAP., EEN "Hi2(EE3= T A" "|IHMRVASA
Provider,

BXEEEMERBwWoIlEMAEE, BESIRERTVMware vSphereBIONTAP T E ST LUK "HFHONTAP
HIVMware vSphere"#1"f§£F8 T RRIEINE(Virtual Volume. ONTAP) 10."

BISE
ATS $iE

WF5 VAAI REBIEFMEMFALRAE VMFS5 , ATS BIER * WMEI * . BS5 ONTAP LUN SRILE SRV E1R(FiE
MRER VMFS HZ7F0E 1/0 thae, BABE ATS o BXEBH ATS SIERIFAES, 1B5S M VMware X1,
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5B Default

HardwareAcceleratedLock 1.
ing

W5 IOPS 1000

disk.gFullSampSize 0

#EiV{FFH ONTAP
1.

32

Description

B RBERFIHLFIZE
( Atomic Test and Set ,
ATS) BiE

IOPS [R#l: %1& PSP 2k
A9 10PS BRI 1000 , 7
XFHEIABRT, &1
1000 7% I/0 &€/, FfE
B—1 R

£ ESXi FHarRHIZ mIFr R
BIPAFIE AR TR

o

@ F9BRE$ 2] VMware vSphere BIFFE LUN 2 space-alloc iI8&, LUE UNMAP IEEE T, AXi*

SR, BHSU "ONTAP X"

FiRERSER

ERILMERBVHNFRERFGRRFHEREEI. PRENG, UAEMBIFRYE, BN EER.

* GOsS #ErfE: *

FIRERGF R
Linux (&
Windows

Solaris

I%3iFvSphere Bl &AL

izzi)
FAELEERY = 60
MR EERY = 60

HAEEBRY = 60 EICEA = 300 RMAEEH = 300 £&
Eixd = 30 &APRH = 32 &/ \PRH = 8

FEARALU T SRWIE HardwareAcceleratedLocking 185«

*esxcli system settings advanced list -option /VMFS3/HardwareAcceleratedLocking *
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Path: /VMFS3/HardwareAcceleratedLocking

Type: integer

Int Value: 1

Default Int Value: 1

Min Value: 0

Max Value: 1

String Value:

Default String Value:

Valid Characters:

Description: Enable hardware accelerated VMFS locking (requires
compliant hardware). Please see http://kb.vmware.com/kb/2094604 before
disabling this option.

I EIOPSIRE
ERLTar<RIE IOPS 128,

*esxcli storage nmp device list -d naa.600a098038304731783£f506670553355 %

naa.600a098038304731783£f506670553355

Device Display Name: NETAPP Fibre Channel Disk
(naa.600a098038304731783£506670553355)

Storage Array Type: VMW SATP ALUA

Storage Array Type Device Config: {implicit support=on;
explicit support=off; explicit allow=on; alua_ followover=on;
action OnRetryErrors=off;
{TPG_id=1000, TPG_state=ANO} {TPG id=1001,TPG state=AO}}

Path Selection Policy: VMW PSP RR

Path Selection Policy Device Config:
{policy=rr,iops=1,bytes=10485760,useANO=0; lastPathIndex=0:
NumIOsPending=0, numBytesPending=0}

Path Selection Policy Device Custom Config:

Working Paths: vmhba4:C0:T0:1L82, vmhba3:C0:T0:L82

Is USB: false

I9iFQFullSampleSize
fEALL TS IIE QFullSampleSize

*esxcli system settings advanced list -option /Disk/QFullSampleSize *
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Path: /Disk/QFullSampleSize

Type: integer

Int Value: 32

Default Int Value: 0

Min Value: O

Max Value: 64

String Value:

Default String Value:

Valid Characters:

Description: Default I/0 samples to monitor for detecting non-transient
queue full condition. Should be nonzero to enable queue depth throttling.
Device specific QFull options will take precedence over this value if set.

B8]
EBEONTAPHIVMware vSphere 6.5F16.7 iR AS7Z1E LA T S &N8)A

*RERGhRAS * * NetApp 1% ID* * fRd * ()RR *
ESXi 6.5 #1 ESXi 6.7.x 1413424 MiXHRE, WFC 7EFRH 7- I3\ C RIUEEHTHIZE

RDM LUN &K _E#{TEESERSNILHAE], £
VMware ESXi £#1_EAY Windows
AL (51%0 Windows 2019 ,
Windows 2016 #1 Windows 2012
) ZIE#1T Windows tRpE%5 B
[REA1% RS LML,

ESXi6.5.x #1 ESXi 6.7.x 1256473 7£ Emulex i&fd28
LMt HERiE H E
PLOGI a)@ifEiR
HEXER
* "SXFHONTAPHIVMware vSphere"
* "NetApp MetroCluster 2§ VMware vSphere 5.x , 6.x #1 7.x (2031038 ) "
* "SXFNetApp SnapMirrorfNetApp ONTAP5VMware vSpherelfisi 17 &5 £ (VMSC)i# 1 T3ETNE "

HP-UX

{EFIONTAP7Zfi&y FCP #1 iSCSI B2 & HP-UX 11i v3

HP-UX Host Utilities Mfmu% IONTAP7ZAER HP-UX ENIREEIBFIZM TR, 7
HP-UX 11i v3 41 %% HP-UX Host Utilities BY, &a]LU{EH Host Utilities ZBBHIEE
IEONTAP LUN B FCP %ﬂ iISCSI S 3E1E-
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B15 . (AiE)BFASANEL)

FEEERENILUER SAN BoikRENIEHIZES Y B, SAN BlEiE SAN EZHE (LUN) IRE I HP-
UX =N EENEEANTFE, Host Utilities S23F7E HP-UX X 1EHER FC #1 FCoE thi}5#1T SAN 3|5,

p

1. A B FMERT A"SIEEMILInuIRIERR. EHELIEAER(HBA). HBAEH . HBARBGIBIOS
HMONTAPhRZAS 2 & < ¥ SANSEf.

2. %88 HP-UX B XA XI&E SAN BEifVRESSEFITIENE
S 2: L& HP-UX FHLBER
NetApp3aZ UiV &3t HP-UX Host Utilities 323FONTAP LUN BEI2FH ihBh R 15N ERC B 3R,

"ZIREHP-UX Host Utilities 6.0"

B3 WINENNZRIZEE

fEF HP-UX 11i v3 BIZRRIZREIEONTAP LUN, ZREAFEEENNEFERRZBEESFMNEREIZ. W0
R—FRERERE, REMNTMEIHRBREAS( L,

L4 HP-UX Host Utilities /5, BRIEEETEANONTAP LUN A& T NetAppiEFaViRE.

KXFUIES

HP-UX Host Utilities 3235 25#/] Microsoft Z#&1% 1/0 (MPIO) # Veritas thAZ 12, UTHBIERT Native
MPIO R %,

PR
1. %% HP-UX Host Utilities B, =BZEIZAIONTAP LUN &L FEINAEIAIZE.
ETSHIgE
S8 fERRIAME
LN 120
LEG_Mpath_enable true
max_q_depth 8.
path_fail_secs 120
load_bal_policy R
B/ la_enabled true
ESD_secs 30N

2. I5IFONTAP LUNMBELE BB ZRE:

sanlun lun show
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HINZRBREBHZIIASA. AFFFIFASEEE., LT RflHE 2R T7TASA. AFFEFASEZEHONTAP LUN BY
FHESEGSBEMBRIRIRE,
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140

ASAFCE

ASAECE RILILIEML ELUNRIFRE R IZ. EERFIEIIIRS. XFr LRI FA BRIZRAI/0%
B, MIMIES1E£EE,

# sanlun lun show -p vs39:/vol/hpux vol 1 1/hpux lun

ONTAP Path: vs39:/vol/hpux vol 1 1/hpux lun
LUN: 2
LUN Size: 30g
Host Device: /dev/rdisk/disk25
Mode: C
Multipath Provider: None

host vserver /dev/dsk

path path filename host vserver

state type or hardware path adapter LIF

up primary /dev/dsk/c4t0d2 fcdo 248 1c hp

up primary /dev/dsk/c6t0d2 fcdo 246 1lc_hp

up primary /dev/dsk/c10t0d2 fcdl 246 _1d hp

up primary /dev/dsk/c8t0d2 fecdl 248 1d hp
AFFZFASECE

AFFELFASECE N BB A MR RS IRENERR. MARBRSHNER/MICBZHRERSFITERITHIS
fefite MARBRRNBRELTEDRS. BRETMAL. BNENBEMITHISRMRS. RBEMK
BEARATAN. F=ERIFLLERI,

UTROERTEEMDECN/MUBEEMEDEE/AERLERIZAIONTAP LUNRYSH |



# sanlun lun show -p vs39:/vol/vol24 3 0/lun24 0
vs39:/vol/vol24 3 0/1lun24 O

ONTAP Path:

LUN:

LUN Size:

Host Device:

Mode:

Multipath Policy:
Multipath Provider:

37

159
/dev/rdisk/disk942
C

A/A

Native

path

failover

state

TR 4. BEEARR

NetApp £5i% ID
1447287

vserver /dev/dsk HP A/A
filename host vserver path
or hardware path adapter LIF priority

primary /dev/dsk/c39t4d5 fcdo hpux 3 0
primary /dev/dsk/c41t4d5 fcdl hpux 4 0
secondary /dev/dsk/c40t4d5 fcdo hpux 3 1
secondary /dev/dsk/c42t4d5 fecdl hpux 4 1
8 ONTAPTZ kRS HP-UX 11i v3 IZ7E L FE A :
iR Description STEEE ID
7E£SnapMirrorsZofEIZFEC  NR7ESnapMirrorsE&siEl  RiEH
B, REE&HL SREFNREERRFL
FAUFOEMHESHHP-  REBITRIINIFER
UXFEHET BT #%(AUFO)EH. NIsk4E
Itia)@dEA, £ HP-UX £
M ERE 110 A8
120 # LA ERIBEYE], {B3X
A RER R R EREES 110
RS IRIE B iRl
BERESHNEHHRIE,
RAFEBHM_RERHZ
BIREZEF, HEXE
B FNARRES Z BIRNIERED
Wi, SHM AINFO H4F
E, EEEAAERL
=4,
HP-UX 11.31ENITEASA RS ASA BEEERIERRIA) REH

1344935

REREER RS BRI

A EH.

Eﬁo
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EHNO

NetApp 35i% ID vl Description SVEINE ID

1306354 HP-UX LVMBIESRIXIR £ ONTAP £ SAN [&5|h RiEHA
A/hiBiZ1 MBEII/O SR4ISCHE 1 MB B9 SCSI £

KEREKE, BEEEE
ONTAP £ SAN P&E5IBS R
#l HP-UX ENMBIm AL
KE, FEE HP-UX
SCS| FAAAFHIRK
/10 K/JRERN1MB, B
KIFMER, 15BN HP-
UX R i3,

T

"7 fRUN{EIE A HP-UX Host Utilities TE" o

Oracle Linux

Bo& Oracle Linux 9.x UL3z#5 FCP 1 iSCSI LI X2 ONTAP7Zfi#

Linux Host Utilities Ehﬁ:ﬁl_i% IONTAPTEAERY Linux EVIRHESIEMIZH TR, £
Oracle Linux 9.x M L% Linux FNEBRERG, ErIMERFENSERAERREDEE
IEONTAP LUN BJ FCP #0 |SCSI SR 1E,

E1%: (FIi%) B FHSANEL]
SR LU EN B E AFERASANB R B EHIRS AT B4,

Faz Al

e ERFER TR IIEENLNuIRERSE. EHSLERCER(HBA). HBAEIF. HBABEIBIOSHIONTAPHR
AR EFFSANZ T,

PSIE
1. "8I3 SAN B5) LUN FHIFEEMETEI FEH"(EX)
2. 1£BR%3 28 BIOS 19 SAN EEH LUN Mt EIAim OB B SAN BEf.

BXIfAIFEA HBABIOS WER, BSMMNE T A,
3. ENRmENHARIHRMERAR T EREETIET. URIEREE TR,

%24 ZELinux Host Utilities
NetAppiRZIBINZZELinux =M EEER. USZFONTAP LUNEIEH MBI R Z1F N ERCE R,

'3 Linux Host Utilities 8.0" o

Z3ELinux Host Utilities A 2B LinuxEH L BEAENBIHEE,
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F3F . WIAEVHNZRIEE
& BT LAERE Oracle Linux 9.x BYZ ERIZINEESR EIEONTAP LUN,

ERFRERANEIVEHEE T ZRE. BRIIESTEENIL /etc/multipath.conf X4, LUREEENONTAP LUNED
& T NetAppBiNENIZE.

p
1. BIEXHREE “Jetc/multipath.confiBH, IIRMEXHREFE. BEIR—IE=HNEFDXMHE:

touch /etc/multipath.conf

2. BRBIEXMHBY multipath. conf. ERIRERERBAHBIISHRERS LUNHENNIRE:

systemctl enable multipathd

systemctl start multipathd

3. ERBEEhENE. T Jetc/multipath.conf EF T X HE = BEINENetAppIR NI EN ZEREFSEIEN
INRE. EBTEEN letc/multipath.conf ENBIX . RARERAFERATIERIRGIFEIEONTAP LUNEY
ZREBHHITRIF

TRETRTONTAP LUNBILInUXIZER A AN RIFZ L RESINEE,
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BTRBHSE

28 EFIRE ...
detect_prio 28,
dev_los_TMO " PR "
HERE BB
fast_io_fail_sMO 5.

features "2 pG_INIT _retries 50"
flush_on_last_del 289,
R 0

no_path_retry BAFI
path_checker "TUR"
path_grouping_policy "Group_by-prio"
path_selector " AREZAY1E] 0"
Polling interval 5.

PRIO ONTAP

=R LUN

Retain Attached Hw_handler 28,

rr_weight "gFE—"
user_friendly_names &=

LR NetApp

4. I5FONTAP LUNHIBELIE B MR ZRE:

multipath -11
BINZBIZFSHZIFASA. AFFHIFASECE., EXLRRER, RPONTAP LUN AN FEBIUFRIZ. 7
EERY, BRI AIRES SRR,

TR S5 T ASA. AFFEFASEZE HONTAP LUNBYIEHS #uS B MBS
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ASAFCE

ASAECE RILILIEML ELUNRIFRE R IZ. EERFIEIIIRS. XFr LRI FA BRIZRAI/0%
B, MIMIES1E£EE,

Bl

multipath -11
3600a098038303634722b4d59646c4436 dm-28 NETAPP,LUN C-Mode
size=10G features='3 queue if no path pg init retries 50'
hwhandler='1l alua' wp=rw
| -+- policy='service-time 0' prio=50 status=active

|- 11:0:7:6 sdbz 68:208 active ready running

|- 11:0:11:6 sddn 71:80 active ready running

|- 11:0:15:6 sdfb 129:208 active ready running

|- 12:0:1:6 sdgp 132:80 active ready running

AFFZFASECE

AFFERFASECE N ABPAMARREMRREEE, LTS ER/ LI TR A PTIERIER2E
R, MARRRHBRRZLTEDRE. EXRHATRU. RAENBEMITRIZRRHRS. REEMLRK
BEAATAN. FofERIFMERE,

UTROIERT EEMDEENMUBREMRDEE/AERLERIZAIONTAP LUNAYSH |

Bl

multipath -11
3600a0980383036347£fb4d59646c4436 dm-28 NETAPP,LUN C-Mode
size=10G features='3 queue if no path pg init retries 50'
hwhandler='1 alua' wp=rw
| -+- policy='service-time 0' prio=50 status=active
| |- 16:0:6:35 sdwb 69:624 active ready running
| |- 16:0:5:35 sdun 66:752 active ready running
‘—+- policy='service-time 0' prio=10 status=enabled
|- 15:0:0:35 sdaj 66:48 active ready running
|- 15:0:1:35 sdbx 68:176 active ready running

F4% . (IE)MZRIEPHFIRE
NRFE. BALURAFERKENWWIDRMEIX YRR 2" HD. MMRZIgEMSBREZFHIEE

multipath.confo

p
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1. BEWWID:

/lib/udev/scsi id -gud /dev/sda

"sa" B ENINZEIFRR BHRAMSCSIHEE,
{5140, WWIDJ3 360030057024d0730239134810c0cb833,

2. BWWIDFINE" B "8 45:

blacklist {
wwid 360030057024d0730239134810c0cb833
devnode "” (ram|raw]|loop|fd|md|dm-|sr|scd|st) [0-9]*"
devnode ""“hd[a-z]"

devnode ""cciss.*"

#5545 BENXONTAP LUNHIZIRZREE

MREHENVIEZD HEMENEALUN. FEEAIZBRESHISERES ﬂ%gfﬁ SEXHFRRINE &R
FONTAP LUNHJzasREIEXLEIGE multipath. confo BN ONTAP LUNAIBE TS AR FERIE T,

IHHE Jetc/multipath.conf X1, F3IBHINMEIBDHENIKE, U T HRAEBEENIREZRESHNHINEE,

@ EANEBEONTAP LUNE’\JEW‘»X{%*ﬁxﬁo BRERETIEREMNE. FEEAXERE, X
HAES. BB RNetAppFFE ). ERRERAHNAHXHE,

IR RAIE R T A B IR ESRAIAE. ELREIH. multlpath conf  XHFAMEX TS

‘no path retry ONTAP LUNAIERZBHE "path checker. BIEMPFRXLESE. ESONTAPIEEES
EEEIEN. MEBEEMEIINEATFONTAP LUNBIXXHRINEEEER nultipath. conf  BIEFM

‘no path retry HYfH ‘path checkers
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Bl

defaults {
path checker readsector0
no path retry fail

}

devices {

device {
vendor "NETAPP"
product "LUN"

no path retry queue
path checker tur

E6w . EEEMRA

Oracle Linux 9.3. 9.2. 9.1 1 9.0 5ONTAPZEZE L TEHia)@&:

NetApp £5i% ID L3l Description
"1508554" HHEmulex HBARJSAN LUNSCARZFEE 7 SAN EALTT Linux ENSEAERF
FER BRI S 5% CLI #5%*“sanlun fcp show adapter -v’BY,

LHRITRY, HEREIREE, BHETR
EIFEMND LIS ES (HBA) RMFAHHIERK
HIIN: ---- [root@hostname ~J# sanlun fcp
show adapter -v To;&# %!
Jusr/lib64/libHBAAPI.so [ IEHIRBEREH
MEREZENREE -

T—FRHA?
* "7 #RINfAIE A Linux Host Utilities TA" o
* THEASM 5%
Bnh7EiEE 2 (Automatic Storage Management. ASM)iR{&AIREBEEE X LinuxZRIFZIEE. LUFEASMEE
IRBRIERH IR EIE FAEZH, ONTAP LHIKZHMASMECERERIMBTTR. XEKRESUBRIFHIMNGE

FiRft. ASMASHEZEIE, FEitaFHRAEREENIRPASMERENAE S, BEEARRL =2 E#HT
BB, BXEFMEE. BEEN"ETONTAPH OracleFiEE"

* TH# Oracle Linux KVM F1EEIN{L
Oracle Linux AJLAEN KVM 41, X##, ERAIUERET Linux RIZBEMNL (KVM) L ARTE R NIEIR

288 FIE1T SN RN R LIS Oracle Linux Virtualization Manager &EI2f15235% 1 Oracle Linux
KVM E#1, ZEBRETFFR oVirt MB#WE, KVM EHAEZEEIFONTAP LUN FHITER ENEEIZE.
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BoE Oracle Linux 8.x LA3z3#F FCP #1 iSCSI LIXXONTAP7ZE{i#&

Linux Host Utilities 23X NiEIEZIONTAPIEMERY Linux EVIREEIEMZMT A, &
Oracle Linux 8.x ENl &L Linux EVEBERGE, ErILUEREVSBERREBEEE
IEONTAP LUN H9 FCP #0 iSCSI #hi¥321E,

FE1F: (%) SHESANZE
EA LG ENERE NERSANR IR E L SREFIES AT Bt

ez Al

A" EREMERT A" RIEEMLINuIRIER S, EHVSKIEA2S(HBA). HBAEH. HBABTIBIOSFHIONTAPAR
BEZIESANBR.

P$IE
1. "83# SAN B5) LUN HFEE MR EH"(EHX)
2. 7TARS328 BIOS Hy SAN E5h LUN Mt 3w /B A SAN BEf.

BXUNEEA HBABIOS ISR, BS IMMN T A1,
3. EfRMENHARIHRERARST EREETEIT. URIEREZ ST,
524 LRELinux Host Utilities
NetAppsgZ RN R ELinuxENERERE. MUZIFONTAP LUNEIEH BN AT N R EC B #IE,

"Z2%E Linux Host Utilities 8.0" o

2R Linux Host Utilities T2 B X LinuxEA_EHER MBS E
B3P WIATVNZRIRECE
AT LAER Oracle Linux 8.x B ERIZINEEREIEONTAP LUN,

@ {RATLAER "Red Hat Enterprise Linux (RHEL) 8.x FU#:7Z1ZE" /9 Oracle Linux 8.x BZ& Red
Hat AN Zo

ERERATHEREE T ZREB. BRIEEEEE NI Jetc/multipath.conf X5, LUKRETENONTAP LUNEZ
E T NetAppRiXANIEE,

p
1. BIE 4R A “/etc/multipath.confiBHHe IREXHERFE. BEIB— TN FTE:

touch /etc/multipath.conf

2. EORGVENMHBY multipath.conf. EBARRFERBAHBHZHRERS UMEZINNIRE:
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systemctl enable multipathd

systemctl start multipathd

3. ERBEHENBT. =B Jetc/multipath.conf BF T XHEE B EhNEHNetApp BN EN Z BERSEIENER
INEE., EEEELL letc/multipath.conf ENEIXH. RAARERAER AT IERISFIFIEIEONTAP LUNRY

ZHRESIHITRIR.

TERETRTONTAP LUNBILInUXIREER A AN RIZ L RIESINEE,

ETREHILE

S8

detect_prio
dev_los_TMO
HEEE
fast_io_fail_sMO
features
flush_on_last_del

E R
no_path_retry
path_checker
path_grouping_policy
path_selector

Polling interval

PRIO

o

Retain Attached Hw_handler
rr_weight
user_friendly_names

N

4. IGIFONTAP LUNRISHIS BEMRIRIRE:

multipath -11

IEEIRE ...
=i

" TR "
Bpes

5.

"2 pG_INIT_retries 50"
=0,

0

AT

|ITURII
"Group_by-prio"
" BRE5HYIE 0"

5.

ONTAP

LUN

=0,

1] éﬁ_ n

73~

NetApp
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150

OIS BRESIZIFASA. AFFMIFASEEE, AXLEER, BTONTAP LUN AN FEBIHFER,
FENER, BRESMHEIERSHAL,

T RAIHEERTASA. AFFEXFASECEHFONTAP LUNRYIE##S IS BN BRI,

ASAFCE

ASAECE RILILIEML ELUNRIFRE R IZ. EEREEIIRS. XA LR BIFA BRIZRAI/01%
B, MIMIES1EEE,

kvl

multipath -11
3600a098038303634722b4d59646c4436 dm-28 NETAPP,LUN C-Mode
size=10G features='3 queue if no path pg init retries 50'
hwhandler='1l alua' wp=rw
| -+- policy='service-time 0' prio=50 status=active

|- 11:0:7:6 sdbz 68:208 active ready running

|- 11:0:11:6 sddn 71:80 active ready running

|- 11:0:15:6 sdfb 129:208 active ready running

|- 12:0:1:6 sdgp 132:80 active ready running

AFFZFASECE

AFFERFASECE N ABPAMARSEMBRRIEE, LIRS ER/ L UCEE R A PTIERIER2E
Rk, MARRRHBRRZLTEDRE, EXRHATRU. RAENBEMITRIZRRHRS. RBEEMLK
BEAAAN, T=ERIFLLERI.

UTROIERTEEMDEENMUBREMR D EE/AERAERIZAIONTAP LUNRYSH :

Bl

multipath -11
3600a0980383036347£fb4d59646c4436 dm-28 NETAPP,LUN C-Mode
size=10G features='3 queue if no path pg init retries 50'
hwhandler='1 alua' wp=rw
| -+- policy='service-time 0' prio=50 status=active
| |- 16:0:6:35 sdwb 69:624 active ready running
| |- 16:0:5:35 sdun 66:752 active ready running
‘—+- policy='service-time 0' prio=10 status=enabled
|- 15:0:0:35 sdaj 66:48 active ready running
|- 15:0:1:35 sdbx 68:176 active ready running



$4% . (RN SRIEPHFIRE

MRFE. EAILUBAEZNGENWWIDRMEIXEN"BE R B MTRZIgEMNSEREPHER
multipath.confo,

PIE
1. BEWWID:

/lib/udev/scsi id -gud /dev/sda

"sa"BEMNE B R B ASCSIEE,
a0, WWIDJ9 360030057024d0730239134810c0cb8330

2. BWWIDRINE"BE L2553

blacklist {
wwid 360030057024d0730239134810c0cb833
devnode " (ram|raw]|loop|fd|md|dm-|sr|scd|st) [0-9]*"
devnode "“hd[a-z]"

devnode "“cciss.*"

#5545 BENXONTAP LUNHIZERIZ S

MREHNENEZDEMENEHOLUN. #FREEAZERESHLERES. WEEEHEEXHTRRNEIER
FONTAP LUNMzasKEIEXEIGE multipath. confo &M, ONTAP LUNBJRETC AIETEAIZ To

BIQE Jetc/multipath.conf XX fF, RAIRIINMERDTRIRE, UTHAIEEBSNEEZRIESHFINLZE,

(D EANBFEONTAP LUNMEINSHIRE, BERERETVNEE HE. FEEAXLERE, AX
HAMER. BEXRNetAppZHER ). BRIRERARHNEHXRE,

RIS TRT A EREERAIAE. FEHRAFT. nultipath.conf XHRMENXT S

‘no_path retry ONTAP LUNAERZBHIE ‘path checker. BIREMPFXLESE. ESONTAPFEET
MEETEN. MBBEMEIRATFONTAP LUNBIXX A ARINIZE SR multipath. cont  BIEH
‘no_path retry B9 ‘path checkero
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Bl

defaults {
path checker readsector0
no path retry fail

}

devices {

device {
vendor "NETAPP"
product "LUN"

no path retry queue
path checker tur

F64 . EEBEHM)A
BB B,
T—EHA?
e "7 HRYN{AI{ERALinux Host Utilites THE" .

* THEASM &
Bh7ziEE 12 (Automatic Storage Management. ASM)(R{&RIREBEEE K LinuxZRIFIRE. LUFASMEE
NG EEH IR R R RHIELHE, ONTAP LRI K ZEMASMECERERIMBIR. XEKEHIERIPHIMNRE
IR, ASMAREREGREIE, FEihmFHAAEREENNRNASMEREN ARG, BEEARLR ZEHT
HR. BXFMAEE. BB ETONTAPH Oracle# i E",

* Tfi# Oracle Linux KVM FIEIA1L
Oracle Linux AJLAEN KVM EHl. X#F, ERAILUERET Linux RIZEIEIMNL (KVM) FARTE R MIIEAR

88 FIEIT SN EMNL. eI LUER Oracle Linux Virtualization Manager EI2#1523%% 1 Oracle Linux
KVM E#1, ZEEBRE TR oVirt IMBEME, KVM EHAFTEIFONTAP LUN #HITERENEEIRE.

T iR e
Bid&E Proxmox VE 9.x Uz #F FCP # iSCSI LI X ONTAPZf#

Bo& Proxmox VE 9.x USRI Z R, HNS5ONTAPIEER) FCP 1 iSCSI thiliR{EigE
BHENSHMIKE,

FCP #0iSCSI 5 Proxmox VE 9.x 77T L FEX1FEH!:
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* Linux ENEBEFAZHF Proxmox VE 9.x I2{ER S,
* A%#F SAN BEhEiE,

TE1. BIATVNZRRERE
& BT LAERE Proxmox VE 9.x B2 ERI1ZIHREREIEONTAP LUN,

ZRERAINERIE T ZRE. BRIEESEENXIE Jetc/multipath.conf X4, LUKRZEEEONTAP LUNAD
B 7 NetApp 2RI E,

TR
1. I HREE “fetc/multipath.confiBH. IIRMXHAREFE. BER—IE=HNEFDXMHE:

touch /etc/multipath.conf
2. BRBEXHE multipath.conf. EOIREREEAHBINZRERS UMEBEENIZE:

systemctl enable multipathd

systemctl start multipathd

3. BRBEEhENE. =W Jetc/multipath.conf EF T X H4E = BEINFHNetAppIR NI EN ZERFESEIEN
INRE. BILFEN letc/multipath.conf ENBIX . RMRERFAFERAIERIRGIFAEIEONTAP LUNEY
ZRESEHITRIFE.

TERERTONTAP LUNBILINnUXIZER AR BN RIF L RIESEINEE,
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BTRBHSE

28 EEIRE ...
detect_prio =28,
dev_los_TMO "R "
HERE BB
fast_io_fail_sMO 5.

features "2 pG_INIT_retries 50"
flush_on_last_del “ph B2
R 1
no_path_retry BATG
path_checker "TUR"
path_grouping_policy "Group_by-prio"
path_selector " IR A{a] 0"
Polling interval 5.

PRIO ONTAP

[T LUN

Retain Attached Hw_handler 28,

rr_weight "ip—
user_friendly_names &=

TR NetApp

4. (FIiE) BEEIAME find_multipaths’ A FHR multipathd ERA IFEIEONTAP LUN HISHL:

a. | find_multipaths\E?ﬁik{ﬁgﬂﬁiﬁﬁyﬂ“zé" ‘/etc/multipath.conf ©

defaults {
find multipaths "no"

b. EHMNEZHKFRS:

systemctl reload multipathd
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ZHABER T, Proxmox OS [REZRIZALEE find_multipaths BN ™K, HHETZZEF

@ T1 */etc/multipath.conf &R BN EN N RIBITECE X Ho X B] LABALEEN & ILFTHID
HJONTAP LUN fEAZBRIESE, XEKRETCIIF2EBHIELZRERENZT. 8XER
&, MBBIONTAP LUN MRFIE LIRS HL F ZREFEHZ T,

5. ISIFONTAP LUNBISEIS B MR RIRE:

multipath -11
BINZBIZSHZIFASA. AFFHIFASECE ., TEXLRER. —ONTAP LUNRRREEB IR,
REBFEBEIND. WelsSEF R EHAE S EERF B IR,

TGS ERTASA. AFFEFASEZE RONTAP LUNMIEHESHLE BMRZIRS.
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ASAFCE

ASAECE RILILIEML ELUNRIFRE R IZ. EERFIEIIIRS. XFr LRI FA BRIZRAI/0%
B, MIMIES1E£EE,

Bl

multipath -11
3600a098038315071592b59713261566d dm-38 NETAPP,LUN C-Mode
size=100G features='3 queue if no path pg init retries 50°'
hwhandler='1l alua' wp=rw
‘—+- policy='service-time 0' prio=50 status=active

|- 8:0:0:7 sdbv 68:144 active ready running
:7 sdbx 68:176 active ready running
7 sdbr 68:80 active ready running
.

sdbt 68:112 active ready running

AFFZFASECE

AFFERFASECE N ABPAMARREMRREEE, LTS ER/ LI TR A PTIERIER2E
R, MARRRHBRRZLTEDRE. EXRHATRU. RAENBEMITRIZRRHRS. REEMLRK
BEAATAN. FofERIFMERE,

UTRGIERT EEMREESNMABREMNMFZE/AEMLERZEIONTAP LUN BY%HIH |

Bl

multipath -11
3600a0980383149764b5d567257516273 dm-0 NETAPP,LUN C-Mode
size=150G features='3 queue if no path pg init retries 50°'
hwhandler='1 alua' wp=rw
| -+- policy='service-time 0' prio=50 status=active
| |- 16:0:3:0 sdcg 69:64 active ready running
| - 10:0:0:0 sdb 8:16 active ready running
‘—+- policy='service-time 0' prio=10 status=enabled
|- 10:0:1:0 sdc 8:32 active ready running
- 16:0:2:0 sdcf 69:48 active ready running

SR 2. (Aik) NEBRERHRRE
NRFE. BALURAFERKENWWIDRMEIX A4 BB E"HD. MMRZIgEMSBREZFHIER

multipath.confo

p
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1. BEWWID:

/lib/udev/scsi id -gud /dev/sda

"sa" B ENINZEIFRR BHRAMSCSIHEE,
{5140, WWIDJ3 360030057024d0730239134810c0cb833,

2. BWWIDFINE" B "8 45:

blacklist {
wwid 360030057024d0730239134810c0cb833
devnode "” (ram|raw]|loop|fd|md|dm-|sr|scd|st) [0-9]*"
devnode ""“hd[a-z]"

devnode ""cciss.*"

$I% 3: BEXONTAP LUN ML EIZSH

MREHENVEZD EMENEALUN. FEEAIZBRESHISERES ﬂ%gfﬁ SEXHFHRRINE 1EA
FONTAP LUNHJzasRE IEXLEIRE multipath. confo BN ONTAP LUNAIBE TS AR FERIE T,

IHHE Jetc/multipath.conf X1, F3IBHINMEIBDHENIKE, U T HRAEBEENIREZRESHNHINEE,

@ EANEBEONTAP LUNE’\JEW‘»X{%*ﬁxﬁo BRERETIEREMNE. FEEAXERE, X
HAES. BB RNetAppFFE ). ERRERAHNAHXHE,

IR RAIE R T A B IR ESRAIAE. ELREIH. multlpath conf  XHFAMEX TS

‘no path retry ONTAP LUNAIERZBHE "path checker. BIEMPFRXLESE. ESONTAPIEEES
EEEIEN. MEBEEMEIINEATFONTAP LUNBIXXHRINEEEER nultipath. conf  BIEFM

‘no path retry HYfH ‘path checkers
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Bl

defaults {
path checker readsector0
no path retry fail

}

devices {

device {
vendor "NETAPP"
product "LUN"

no path retry queue
path checker tur

TR 4. BEEARA
=B EAIEH,

A& Proxmox VE 8.x L{3z1F FCP #1 iSCSI LI S&ONTAP7Zfi%

A& Proxmox VE 8.x LISEMZERIZ, HIWS5ONTAPEAERY FCP A iSCSI iR (FigE
RENSHMILE,

FCP #1iSCSI 5 Proxmox VE 8.x 7Z1E LA FEXIFEE!

* Linux EVILRAIFEFAZHF Proxmox VE 8.x 21ER %,
* 7% SAN Bt E.

B WAEVNZRERE

f&B] AR Proxmox VE 8.x FYZ ERZINEERETEONTAP LUN,

BRERAENEREE T ZHE. IBRIEEEEE NI Jetc/multipath.conf X5, LUIKREEENONTAP LUNED
& T NetAppiRiXHYIRE,

TR
1. BIEXHRE fetc/multipath.confiBH. IIREXHREFE. BRI EHNEFTXHE:

touch /etc/multipath.conf

2. BRBIEX MBS multipath.conf. ERIBERERAHBMZBERS LUNEZINAILE:
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systemctl enable multipathd

systemctl start multipathd

3. ERBEhENES. TH Jetc/multipath.conf EF T X HE = BEIINENetAppIR NI N Z EREFBEIERN
NGB, BEFEN letc/multipath.conf ENBIX . RRERSAFERAFTEFRIRGIFAEIEONTAP LUNAY
ZRERBEHITRIZ

TERETRTONTAP LUNBILInUXIREER A AN RIZ L RIESINEE,

ETREHILE
S8 EFIRE ...
detect_prio =89,
dev_los_TMO "EE"
HEEE BPEY
fast_io_fail_sMO 5.
features "2 pG_INIT_retries 50"
flush_on_last_del B
E R 1
no_path_retry BAF!
path_checker "TUR"
path_grouping_policy "Group_by-prio"
path_selector " AR B E] 0"
Polling interval 5.
PRIO ONTAP
=3 LUN
Retain Attached Hw_handler 28,
rr_weight "E—"
user_friendly_names &
CaIVEE NetApp

4. (F]iE) BEENIAE find_multipaths’ B FH{R multipathd IEF & IMAEIEONTAP LUN B953K:

a. M find multipaths ERRINEESFIRENE” */etc/multipath.conf :
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5.

160

defaults {
find multipaths "no"

}
b. EHMNEZEZRSS:

systemctl reload multipathd

ZIANE R T, Proxmox OS [RAEZKRIZELEE find_multipaths 1B N ™18, HHEETEF

@ T1 */etc/multipath.conf &R BRI EN N ERIZITECE X Ho XA LABALEFEN & I H I
HJONTAP LUN fERAZBRIEER, XEKEC(IFA2E0HNEZRERHZ T, 8XER
&, BIEHIONTAP LUN NFEFH A MRS HL T ZHREEHZ T

JUIEONTAP LUNHZ#IE BEMRIZINGS !

multipath -11

NS RIEBIZIFASA. AFFFIFASERE, EXLAEER. —1PONTAP LUNFANEEBIT O ERE, 1
RERFRHEIEA. Mol g EFMEHPERR B SRR H IR,

TRkt 2R TASA. AFFELFASECEFONTAP LUNBYIEMZEIK EMBE RIS,



ASAFCE

ASAECE RILILIEML ELUNRIFRE R IZ. EERFIEIIIRS. XFr LRI FA BRIZRAI/0%
B, MIMIES1E£EE,

Bl

multipath -11
3600a098038315071592b59713261566d dm-38 NETAPP,LUN C-Mode
size=100G features='3 queue if no path pg init retries 50°'
hwhandler='1l alua' wp=rw
‘—+- policy='service-time 0' prio=50 status=active

|- 8:0:0:7 sdbv 68:144 active ready running

|- 9:0:0:7 sdbx 68:176 active ready running

|- 6:0:0:7 sdbr 68:80 active ready running

- 7:0:0:7 sdbt 68:112 active ready running
AFFZFASEZE

AFFERFASECE N ABPAMARREMRREEE, LTS ER/ LI TR A PTIERIER2E
R, MARRRHBRRZLTEDRE. EXRHATRU. RAENBEMITRIZRRHRS. REEMLRK
BEAATAN. FofERIFMERE,

UTRGIERT EEMREESNMABREMNMFZE/AEMLERZEIONTAP LUN BY%HIH |

Bl

multipath -11
3600a0980383149764b5d567257516273 dm-0 NETAPP,LUN C-Mode
size=150G features='3 queue if no path pg init retries 50°'
hwhandler='1 alua' wp=rw
| -+- policy='service-time 0' prio=50 status=active
| |- 16:0:3:0 sdcg 69:64 active ready running
| - 10:0:0:0 sdb 8:16 active ready running
‘—+- policy='service-time 0' prio=10 status=enabled
|- 10:0:1:0 sdc 8:32 active ready running
- 16:0:2:0 sdcf 69:48 active ready running

SR 2. (Aik) NEBRERHRRE
NRFE. BALURAFERKENWWIDRMEIX A4 BB E"HD. MMRZIgEMSBREZFHIER

multipath.confo

p
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1. BEWWID:

/lib/udev/scsi id -gud /dev/sda

"sa" B ENINZEIFRR BHRAMSCSIHEE,
{5140, WWIDJ3 360030057024d0730239134810c0cb833,

2. BWWIDFINE" B "8 45:

blacklist {
wwid 360030057024d0730239134810c0cb833
devnode "” (ram|raw]|loop|fd|md|dm-|sr|scd|st) [0-9]*"
devnode ""“hd[a-z]"

devnode ""cciss.*"

$I% 3: BEXONTAP LUN ML EIZSH

MREHENVEZD EMENEALUN. FEEAIZBRESHISERES ﬂ%gfﬁ SEXHFHRRINE 1EA
FONTAP LUNHJzasRE IEXLEIRE multipath. confo BN ONTAP LUNAIBE TS AR FERIE T,

IHHE Jetc/multipath.conf X1, F3IBHINMEIBDHENIKE, U T HRAEBEENIREZRESHNHINEE,

@ EANEBEONTAP LUNE’\JEW‘»X{%*ﬁxﬁo BRERETIEREMNE. FEEAXERE, X
HAES. BB RNetAppFFE ). ERRERAHNAHXHE,

IR RAIE R T A B IR ESRAIAE. ELREIH. multlpath conf  XHFAMEX TS

‘no path retry ONTAP LUNAIERZBHE "path checker. BIEMPFRXLESE. ESONTAPIEEES
EEEIEN. MEBEEMEIINEATFONTAP LUNBIXXHRINEEEER nultipath. conf  BIEFM

‘no path retry HYfH ‘path checkers
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Bl

defaults {
path checker readsector0
no path retry fail

}

devices {

device {
vendor "NETAPP"
product "LUN"

no path retry queue
path checker tur

TR 4. BEEARA
=B EAIEH,

RHEL

AtE RHEL 10.x U # FCP 1 iSCSI LI X2ONTAPZf%

Linux Host Utilities 2R 1% 1EEIONTAPTZAERY Linux EAIRHEIREFIZE T A, £ Red
Hat Enterprise Linux (RHEL) 10.x F#1_E%%E Linux EWEAREFG, ol UERENSE
FBTEF REEN T EIEONTAP LUN BY FCP #1 iSCSI il i& 1k,

$15 . (AIiE)BFASANEL)
EA LU N ERE NERSANB IR E LS EH RS AT Bt

FaZ Al

ER"ERFERT A TIEENLInuIRIERR. EHESLEEER(HBA). HBAEM. HBASEIBIOSFIONTAPhR
BB XEFSANE .

U7
1. "8J## SAN B5h LUN HFE MR EH"(EHX)
2. 7TARS328 BIOS H19 SAN E5h LUN MR8 B A SAN BEf.

BXIfFIFEA HBABIOS WER, BSMMNE T A,
3. EfEMENHARIHRMERAARR T ERAETET. UEIERERT NS,
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$2% . LELinux Host Utilities
NetAppiRZUERIN L ELinux EHSERIEFE. USZIFONTAP LUNBIRFH B AR iR E R B HUE,

"Z23E Linux Host Utilities 8.0" o

Z % Linux Host Utilities A 2B M LinuxEH L BERENBIRHEE,

B3 WINENNZRIZEE

&R LAfEA RHEL 10.x IS ER1ZINEEREEEONTAP LUN,

ZRERAINERIE T ZRE. BRIEESEENXIE Jetc/multipath.conf X4, LAIKRZEEEIONTAP LUNAD
E 7 NetApp 2RI E,

LI
1. BIEX RS letc/multipath.conf B, MRLEXHEREFE. HEE— I T=HNEFHXMH:

touch /etc/multipath.conf

2. BRBIEXMHBY multipath.conf. ERIRERERBAHBIIZSREZMRS LUNHENNIRE:

systemctl enable multipathd

systemctl start multipathd

3. BRBEEhENE. =W Jetc/multipath.conf EF T X 4E = BEINFHNetAppIR NI EN ZEREFSEIEN
INRE. BILFEN letc/multipath.conf ENBIX . RMRERAFERAIERIRGIFAEIEONTAP LUNEY
ZRESEHITRIFE.

TERERTONTAP LUNBILINnUXIZER AR BN RIF L RIESINEE,
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BTRBHSE

28 EFIRE ...
detect_prio 28,
dev_los_TMO " PR "
HERE BB
fast_io_fail_sMO 5.

features "2 pG_INIT _retries 50"
flush_on_last_del 289,
R 0

no_path_retry BAFI
path_checker "TUR"
path_grouping_policy "Group_by-prio"
path_selector " AREZAY1E] 0"
Polling interval 5.

PRIO ONTAP

=R LUN

Retain Attached Hw_handler 28,

rr_weight "gFE—"
user_friendly_names &=

LR NetApp

4. I5FONTAP LUNHIBELIE B MR ZRE:

multipath -11
BINZBIZFSHZIFASA. AFFHIFASECE., EXLRRER, RPONTAP LUN AN FEBIUFRIZ. 7
EERY, BRI AIRES SRR,

TR S5 T ASA. AFFEFASEZE HONTAP LUNBYIEHS #uS B MBS
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ASAFCE

ASAECE RILILIEML ELUNRIFRE R IZ. EERFIEIIIRS. XFr LRI FA BRIZRAI/0%
B, MIMIES1E£EE,

# multipath -11
3600a098038314e535a24584e4b496252 dm-32 NETAPP,LUN C-Mode
size=10G features='3 queue if no path pg init retries 50'

hwhandler='1l alua' wp=rw

‘—+- policy='service-time 0' prio=50 status=active
|- 11:
|- 11:
|- 14:
- 14

0:

AFFFASECE

AFFEXFASECE M AR MAMRALRSNBRIRNERR. MARRSNEMN/MUEZARSPITERE S
fefite MATRBRRBBRELTEDRS. BRETMAL. BNENBEMITHIBRMRS. RBEMK

0:
0:
0

0:
1:41
2:

0:41

41

41

sdan 66:112
sdcb 68:240
sdfd 129:240
sddp 71:112

BERATAN, F=fERIFERE,

UTROERTEEMD XM UBREMR D EE/AERLERIZAIONTAP LUNRYSIH :

# multipath -11
3600a0980383149764b5d567257516273 dm-0 NETAPP, LUN C-Mode
size=150G features='3 queue if no path pg init retries 50

hwhandler='1 alua' wp=rw

| -+- policy='service-time 0'

| |- 16:0:3:0
| "= 10:0:0:0

"—+- policy='service-time 0'

|= 10303130
- 16:0:2:0

sdcg 69:64
sdb 8:16

sdc 8:32
sdcf 69:48

B4L . (FIE)NSREFHERZS

NRFE. EAIURAFERNSEHIWWIDRMEIX A" BR B G0 MM ZIZEMSREZRHR
multipath.confo

SIg
1. BEWWID:

active
active
active

active

prio=50 status=active

prio=10 status=enabled

/lib/udev/scsi_id -gud /dev/sda
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ready
ready
ready
ready

running
running
running

running

active ready running

active ready running

active ready running

active ready running



"sa"BERNNE R BPAMSCSIFEER,
a0, WWIDA 360030057024d0730239134810c0cb8330

2. BWWIDAINE" B L 8R4

blacklist {
wwid 360030057024d0730239134810c0cb833
devnode " (ram|raw]|loop|fd|md|dm-|sr|scd|st) [0-9]*"
devnode ""~hd[a-z]"

devnode ""cciss.*"

54 . HENXONTAP LUNHZERIZSE

WMRENENIEZTEHMENFILUN. HFEEAZERESHIEEREE. WESFSEHEEXHHRNEITER
FONTAP LUNMYzasK B IE XIS E multipath. confo BN, ONTAP LUNHBIRETL £ FNERIET To

BHE “/etc/multipath.conf X4, $FRIRIIAE D HFENLE, U T HRAUEESNEEZHRESHNHINEE,

@ EARNZEZONTAP LUNBVEINBEIRE, BERESREFVEENE. EEFEAXLEIRE, X
EAEE. BEKRENetAppZIFERI ). EIIRERSFEN B XHE,

UTFRBIERT A EERBENIAME FTRAFIF. multipath.conf XHAMEXTS

‘no path retry ONTAP LUNAERABHIE "path checker. BIEMPFRXLESE. ESONTAPIEEES
EZEEIEN. MEBEIEMEIINEATFTONTAP LUNBIXXHRINEEEER multipath. conf  BIEHM

‘no path retry HYfH ‘path checkers

2Rl
defaults {
path checker readsector0
no path retry fail

devices {

device {
vendor "NETAPP"
product "LUN"
no path retry queue
path checker tur
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F6L: EEFEEHMIAA
&AB AR,
T—FEHA?
* "7 RUNMEIE R Linux Host Utilities TA" o

* THRASM £
Bnh7EiEE 12 (Automatic Storage Management. ASM)iR{&AIREEEE X LinuxZRIZIGE. LUFEASMEE
IRBIRIREH IR R & FAtPELH, ONTAP LMK ZEASMECEAFERIMNBIR. XEGEHIBFRIPHIMNBME
PR, ASMARHRGEIE, FLiESFERAAEEEETTRIVASMERIZENEERESR. BEERRMLRZE#HT
H%. BXIFMAEE. BB ETONTAPHOracle#iEE"

* THRLINELInUXEEIAE (KVM)
Red Hat Linux A]LAfEA KVM EW. XiF, EATUERET Linux RZRIEMAL (KVM) FARTER MR
AR5 88 LiTTTE MR, KVM ENARFEEITONTAP LUN #HITEXENEEILE.

A& RHEL 9.x LAz # FCP #1 iSCSI LI K&z ONTAPZf&

Linux Host Utilities 2R {4 A ZEZEIONTAPTEER Linux EVURHEIENIZET TR, 1 Red
Hat Enterprise Linux (RHEL) 9.x E# L% Linux EWNEBREFRRE, ErILUEBENEA
TR REBBNEEIBONTAP LUN By FCP # iSCSI fiNi2(E,

B81% . (Flik) S FASAN/SED
TR LIS EANECE N EFASANBRE N B H RS I Bit.

FraZ Al

ER"ERFERT AR TIEERNILInuIRERS. ENSLEELE(HBA). HBAREMF. HBASEIBIOSHIONTAPhR
KB ZFFSANBH,

TIE
1. "8l SAN B5h LUN FHEFERET R EH]"(FX)
2. 1£PR%328 BIOS H19 SAN EEh LUN MR&tEI89is OB B SAN BEf.

BXUfFIFA HBABIOS ME R, BEEMNEEAX,
3. EMRIENHARIHRFRARETERHEETIET. URIERERS .
%524 Z#Linux Host Utilities
NetAppig ZURIN L ZELinux ENLATEF. USZHRIONTAP LUNBIEH BN A R SR EL B ¥R

"3 Linux Host Utilities 8.0" o

ZZLinux Host Utilities A2 B M LinuxEH LBERENBIHEE,
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F3F . WIAEVHNZRIEE
&a] LUEA RHEL 9.x BYZERZTHEEREIEONTAP LUN,

ERFRERANEIVEHEE T ZREZE. BRIIESTEENIL /etc/multipath.conf X4, LUIAEETENONTAP LUNED
& T NetAppiBiNBNIZE.

p
1. BIEXHREE “fetc/multipath.confiBH, IIRMEXHFREFE. BRI E=HNEFDXME:

touch /etc/multipath.conf

2. BRBIEXMHBY multipath. conf. ERIRERERBAHBIISHRERS LUNHENNIRE:

systemctl enable multipathd

systemctl start multipathd

3. ERBEEhENE. T Jetc/multipath.conf EF T X HE = BEINENetAppIR NI EN ZEREFSEIEN
INRE. EBTEEN letc/multipath.conf ENBIX . RARERAFERATIERIRGIFEIEONTAP LUNEY
ZREBHHITRIF

TRETRTONTAP LUNBILInUXIZER A AN RIFZ L RESINEE,
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BTRBHSE

28 EFIRE ...
detect_prio 28,
dev_los_TMO " PR "
HERE BB
fast_io_fail_sMO 5.

features "2 pG_INIT _retries 50"
flush_on_last_del 289,
R 0

no_path_retry BAFI
path_checker "TUR"
path_grouping_policy "Group_by-prio"
path_selector " AREZAY1E] 0"
Polling interval 5.

PRIO ONTAP

=R LUN

Retain Attached Hw_handler 28,

rr_weight "gFE—"
user_friendly_names &=

LR NetApp

4. I5FONTAP LUNHIBELIE B MR ZRE:

multipath -11
BINZBIZFSHZIFASA. AFFHIFASECE., EXLRRER, RPONTAP LUN AN FEBIUFRIZ. 7
EERY, BRI AIRES SRR,

TR S5 T ASA. AFFEFASEZE HONTAP LUNBYIEHS #uS B MBS
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ASAFCE

ASAECE RILILIEML ELUNRIFRE R IZ. EERFIEIIIRS. XFr LRI FA BRIZRAI/0%
B, MIMIES1E£EE,

Bl

multipath -11
3600a098038314c4a433£577471797958 dm-2 NETAPP,LUN C-Mode
size=180G features='3 queue if no path pg init retries 50°'
hwhandler='1l alua' wp=rw
‘—+- policy='service-time 0' prio=50 status=active

|- 14:0:0:0 sdc 8:32 active ready running

|- 17:0:0:0 sdas 66:192 active ready running

|- 14:0:3:0 sdar 66:176 active ready running

"= 17:0:3:0 sdch 69:80 active ready running
AFFZFASEZE

AFFERFASECE N ABPAMARREMRREEE, LTS ER/ LI TR A PTIERIER2E
R, MARRRHBRRZLTEDRE. EXRHATRU. RAENBEMITRIZRRHRS. REEMLRK
BEAATAN. FofERIFMERE,

UTROIERT EEMDEENMUBREMRDEE/AERLERIZAIONTAP LUNAYSH |

Bl

multipath -11
3600a0980383149764b5d567257516273 dm-0 NETAPP,LUN C-Mode
size=150G features='3 queue if no path pg init retries 50°'
hwhandler='1 alua' wp=rw
| -+- policy='service-time 0' prio=50 status=active
| |- 16:0:3:0 sdcg 69:64 active ready running
| - 10:0:0:0 sdb 8:16 active ready running
‘—+- policy='service-time 0' prio=10 status=enabled
|- 10:0:1:0 sdc 8:32 active ready running
- 16:0:2:0 sdcf 69:48 active ready running

F4% . (IE)MZRIEPHFIRE
NRFE. BALURAFERKENWWIDRMEIX YRR 2" HD. MMRZIgEMSBREZFHIEE

multipath.confo

p
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1. BEWWID:

/lib/udev/scsi id -gud /dev/sda

"sa" B ENINZEIFRR BHRAMSCSIHEE,
{5140, WWIDJ3 360030057024d0730239134810c0cb833,

2. BWWIDFINE" B "8 45:

blacklist {
wwid 360030057024d0730239134810c0cb833
devnode "” (ram|raw]|loop|fd|md|dm-|sr|scd|st) [0-9]*"
devnode ""“hd[a-z]"

devnode ""cciss.*"

#5545 BENXONTAP LUNHIZIRZREE

MREHENVIEZD HEMENEALUN. FEEAIZBRESHISERES ﬂ%gfﬁ SEXHFRRINE &R
FONTAP LUNHJzasREIEXLEIGE multipath. confo BN ONTAP LUNAIBE TS AR FERIE T,

IHHE Jetc/multipath.conf X1, F3IBHINMEIBDHENIKE, U T HRAEBEENIREZRESHNHINEE,

@ EANEBEONTAP LUNE’\JEW‘»X{%*ﬁxﬁo BRERETIEREMNE. FEEAXERE, X
HAES. BB RNetAppFFE ). ERRERAHNAHXHE,

IR RAIE R T A B IR ESRAIAE. ELREIH. multlpath conf  XHFAMEX TS

‘no path retry ONTAP LUNAIERZBHE "path checker. BIEMPFRXLESE. ESONTAPIEEES
EEEIEN. MEBEEMEIINEATFONTAP LUNBIXXHRINEEEER nultipath. conf  BIEFM

‘no path retry HYfH ‘path checkers
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Bl

defaults {
path checker readsector0
no path retry fail

devices {

device {
vendor "NETAPP"
product "LUN"
no path retry queue
path checker tur

E6w . EEEMRA

RHEL 9.x 5ONTAPEETEE LT E i8],
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9.3.

NetApp 5% ID
"1508554"

"15693771"

9.2.

NetApp £5i% ID
"1508554"

"1537359"

9.1
NetApp £5i% ID
"1508554"

T EMH4?

Description IRAID

A=

NetApp LinuxE#] 7ERHEL 9.x51. NetApp Linux SANFEHISEHE REHA
SHEERHSITR Fi$1TRME sanlun fcp show adapter -v'&
HREAGHME KW, ERARARZFHEMulexENE LS
MEARKEIXER. 2B(HBA)RIMAI A BLK IR,

7 BEZHFEmulex

FNELLISHED

Z8(HBA)EHC2s &

m

TEFMETS IR IR TEONTAPTRBITHI SRR EIRIE AR, ZHKZEH RHEL 17811
8. Red Hat B—F XTI EIBEEBIRN. AR7E

Enterprise Linux  1RE T{ERHRIEIRE 2R KT B2,

9.3 QLogic SAN  ¥FRed Hat Enterprise Linux (RHEL) 9.3

FNEEKLEHDZ QlogicEHN. ERITFEREERZMERIE

R1F fa. REmEED ZHBZ,

TR Description

EF#FEmulex HBAIEACZS &I, NetApp
Linux Host Utilities CLIEEH {48
R H I

1ERHEL 9.200. NetApp Linux SANZEH]
SRR L1TRE sanlun fcp show
adapter -v' 2K, EXARZIFHFHBA
EIMHERGEABIX R

EFMERIREEB R IRERE. fF
FIEmulexEH2&EFAC28(HBA)B5IRed
Hat Linux 9.2 SANFYENB RIS HRYE
5. MMSHAZP, RZFHH=SE
RIERREN RSN, WREEXMER
kdump BE. WS4 vmcore X1
/var/crash/ B, IEEFERAIRIZE
RFHITHE 1pfc WEhiEF. B E—
HEHl,

{EFEmulex HBA/ZERed Hat Linux 9.2
SANBIENEZIEHENES. MMESEA
i

FRER Description

B FEmulex HBAEEZZS . NetApp
Linux Host Utilities CLIE B E fth 461
TRFAIT

7ERHEL 9.17, NetApp Linux SANEH
SRTEF®H <T@ “sanlun fcp show
adapter -v' 2KK. ERIXARZIHFHBA
R IMBVER B RHIX Ro

s "7 HRYN{AI{EALinux Host Utilites THE" .

* THE ASM $81%&

Bh7ziEE 12 (Automatic Storage Management. ASM)iR{&RIREREE K LinuxZRIFIRE. LUFASMEE
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AR R R H IR R & FBikFELH, ONTAP LMK ZHASMECEERERAIMNETIR. XELkE SR FRIFRIMRFE
FRE. ASMASHEGZREIE, FEihaFERAEAEETRNASMFRENAEE. BEEEARLSZE#HT
Hig, BXIFMER. BN " ETONTAPH Oracle2iEE",

* THRRATMELInuxEIME (KVM)
Red Hat Linux RTLAfER KVM EAH. X#E, EFAATUERET Linux RIZAIEMAL (KVM) S ARTES MR
RZ 28 EiBTTE Bl KVM EHAFEIONTAP LUN #HITERXENEEIRE,

BdE RHEL 8.x L{3z3% FCP #1 iSCSI LI X2 ONTAP7Z{i&

Linux Host Utilities EA{fF?Ji_%éIJONTAP?%ﬁ%E’J Linux EVIRMEEIEMIZH TR, 7 Red
Hat Enterprise Linux (RHEL) 8.x E# %% Linux EHEBREFERE, EelLUERENEA
TEFFREBBN S EEONTAP LUN B9 FCP # |SCSI ISR,

F1%: (FIi%) B FHSANEL]

S LU N ECE AERASANBE R B EHIRS AT B,

FraZ

EA"BR{EEER T B I EMLInuIZIER S, ENESLIEEI2R(HBA). HBAEH. HBARENIBIOSFIONTAPhR
KRB XZHESANBL,

&3%
"8I3 SAN B3 LUN FHREMET R EN"(3-X)
2. 7¥PR%322 BIOS A5 SAN B4 LUN MRS EIRYE OB B SAN BEf.

BXIfIFEA HBABIOS KER, BSMMNE T A,
3. EMRIENHARIHRFRAARETERHEETIET. URIERERT M.

%24 ZH&Linux Host Utilities
NetAppiBRZUBINZELinux EVEBIEF. UZHFFONTAP LUNEIEH hBI AT SR ERE 2R,

'3 Linux Host Utilities 8.0" o

Z23ELinux Host Utilities A& E 2Linux EH_ERER EHFBEIEE,

F3%: WIATHNSREZEE
R LAEA RHEL 8.x BYZ ERIZTHREREIEONTAP LUN,

BRERAENEREE T ZHBE. IBRIEEEEE NI Jetc/multipath.conf X5, LUIREETENONTAP LUNEZ
E T NetAppiRiXHNIRE,

g
1. IIEXH RS letc/multipath.conf iBH, MNRIEXEREFE. BLBR—NTHWEFHXXHE:
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touch /etc/multipath.conf

2. ERGVENMBY multipath.conf. EAREFEERAHBHZHRERS UMEZINNIRE:

systemctl enable multipathd

systemctl start multipathd

3. FRBohENE. T Jetc/multipath.conf BFT XEE = B EhINENetApp BRI TN Z R EFZSEEN R
INEE, BEEELL letc/multipath.conf NI . RARERFER T ERISFIFIEIEONTAP LUNAY
ZREBESHHITRIZ

TRETRTONTAP LUNBILInUXIRIER AN IF Z RIZESHILE,

BREsHE

176

28 EFIRE ...
detect_prio 28,

dev_los_TMO " PR "

HEIRE BB

fast_io_fail_sMO 5.

features "2 pG_INIT _retries 50"
flush_on_last_del 289,

B EREF 0

no_path_retry BAFI

path_checker "TUR"

path_grouping_policy

"Group_by-prio"

path_selector " fRZ2 0¢8] 0"
Polling interval 5.

PRIO ONTAP

~on LUN

Retain Attached Hw_handler 28,
rr_weight "
user_friendly_names &

Rz NetApp



4. I9IFONTAP LUNMIB LS B RIRIRE

multipath -11

RINZBESHZIFASA. AFFHIFASECE, EXEERER, F1ONTAP LUN AU FEEBINFREREZ. 7
EEEERY, BRIFEBIIUSR AR SRR,
T RBIHEERTASA. AFFEXFASECEHONTAP LUNRYIES IS BN ERIZRKES.
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ASAFCE

ASAECE RILILIEML ELUNRIFRE R IZ. EERFIEIIIRS. XFr LRI FA BRIZRAI/0%
B, MIMIES1E£EE,

Bl

multipath -11
3600a098038314c4a433£577471797958 dm-2 NETAPP,LUN C-Mode
size=180G features='3 queue if no path pg init retries 50°'
hwhandler='1l alua' wp=rw
‘—+- policy='service-time 0' prio=50 status=active

|- 14:0:0:0 sdc 8:32 active ready running

|- 17:0:0:0 sdas 66:192 active ready running

|- 14:0:3:0 sdar 66:176 active ready running

"= 17:0:3:0 sdch 69:80 active ready running
AFFZFASEZE

AFFERFASECE N ABPAMARREMRREEE, LTS ER/ LI TR A PTIERIER2E
R, MARRRHBRRZLTEDRE. EXRHATRU. RAENBEMITRIZRRHRS. REEMLRK
BEAATAN. FofERIFMERE,

UTROIERT EEMDEENMUBREMRDEE/AERLERIZAIONTAP LUNAYSH |

Bl

multipath -11
3600a0980383149764b5d567257516273 dm-0 NETAPP,LUN C-Mode
size=150G features='3 queue if no path pg init retries 50°'
hwhandler='1 alua' wp=rw
| -+- policy='service-time 0' prio=50 status=active
| |- 16:0:3:0 sdcg 69:64 active ready running
| - 10:0:0:0 sdb 8:16 active ready running
‘—+- policy='service-time 0' prio=10 status=enabled
|- 10:0:1:0 sdc 8:32 active ready running
- 16:0:2:0 sdcf 69:48 active ready running

F4% . (IE)MZRIEPHFIRE
NRFE. BALURAFERKENWWIDRMEIX YRR 2" HD. MMRZIgEMSBREZFHIEE

multipath.confo

p
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1. BEWWID:

/lib/udev/scsi id -gud /dev/sda

"sa" B ENINZEIFRR BHRAMSCSIHEE,
{5140, WWIDJ3 360030057024d0730239134810c0cb833,

2. BWWIDFINE" B "8 45:

blacklist {
wwid 360030057024d0730239134810c0cb833
devnode "” (ram|raw]|loop|fd|md|dm-|sr|scd|st) [0-9]*"
devnode ""“hd[a-z]"

devnode ""cciss.*"

#5545 BENXONTAP LUNHIZIRZREE

MREHENVIEZD HEMENEALUN. FEEAIZBRESHISERES ﬂ%gfﬁ SEXHFRRINE &R
FONTAP LUNHJzasREIEXLEIGE multipath. confo BN ONTAP LUNAIBE TS AR FERIE T,

IHHE Jetc/multipath.conf X1, F3IBHINMEIBDHENIKE, U T HRAEBEENIREZRESHNHINEE,

@ EANEBEONTAP LUNE’\JEW‘»X{%*ﬁxﬁo BRERETIEREMNE. FEEAXERE, X
HAES. BB RNetAppFFE ). ERRERAHNAHXHE,

IR RAIE R T A B IR ESRAIAE. ELREIH. multlpath conf  XHFAMEX TS

‘no path retry ONTAP LUNAIERZBHE "path checker. BIEMPFRXLESE. ESONTAPIEEES
EEEIEN. MEBEEMEIINEATFONTAP LUNBIXXHRINEEEER nultipath. conf  BIEFM

‘no path retry HYfH ‘path checkers
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Bl

defaults {
path checker readsector0
no path retry fail

devices {

device {
vendor "NETAPP"
product "LUN"
no path retry queue
path checker tur

E6w . EEEMRA

RHEL 8.x 5ONTAPEETETE LT E i8],
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8.1

NetApp 5% ID
"1275843"

"1275838"

"1266250"

Rl

EFES IR 12E RE], £/
QLogic QLE2672 16 Gb FC HBA
AY Red Hat Enterprise Linux 8.1
Al RER R IR i

B PEET51R(ERRIE], (ERA
QLogic QLE2742 32 Gb FC HBA
8 Red Hat Enterprise Linux 8.1
SR ERZAT

£ iSCSI SAN LUN k%% Red
Hat Enterprise Linux 8.1 #ijg], &
RIAZPERERK

Description

£ QLogic QLE2672 H4Fi@
B (FC) FHELLiEEEES (
HBA) BY Red Hat Enterprise
Linux 8.1 Atz L MITEMEKPESS
%12 1ERAIE), ATRERRERZF
. Azl S 3 Red Hat
Enterprise Linux 8.1 E¥/25h,
MMSHNBREFTR. NREH
T kdump ¥, MAZPET=4
R AL F /var/crash/ B FHH
vmcore X1, &R LIEZE vmcore
XA LA E TR & £ R A
QLogic QLE2672 HBA E{4897F
RS R En
"kmem_cache_alloc+131" &R,
ERILUBE ER U T FRTEE
vmcore XHHEK LSS "
[Exception RIP :
kmem_cache_alloc +131]" %9
WS, EEFBEIETURIERFAH
J_E_?s?%f’ﬁ%éﬁo ARG EF BN AR
¥

7Ef£F QLogic QLE2742 H4Fid@
B (FC) FHEL&ERes (
HBA ) B Red Hat Enterprise
Linux 8.1 Rz L HITEEMPES:
BiR(EfRE], RERZFRT., A%
=S 3 Red Hat Enterprise
Linux 8.1 E/EEN, MMSHLN
HREFlT. tNRBAT kdump
M, ML= % T
Ivar/crash/ B RHHJ vmcore X
%o ERILAIRE vmcore X4 LA
EFRETRIA SRR, &% Qlogic
QLE2742 HBA 4T EHEY:
#%2%0 "kmem_cache_alloc
+131" &R, AT LLUBE T UT
FRFBEE vmeore XHEFEHRILE
%: " [Exception RIP :
kmem_cache_alloc +131]" %9
WrfE, EFBIENIRIERFAFHIR
J_'E:?ET%T’F,%%O AIEEHF BN AR
%O

£ iSCSI SAN LUN Zi&Ri&& £
Z % Red Hat Enterprise Linux 8.1
HAi8), TAEBRIZ MR, &
EZRR ISCSI && L&, HA
;SzAN Bohg& EXRE A ZRER

ZJo
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https://mysupport.netapp.com/NOW/cgi-bin/bol?Type=Detail&Display=1275843
https://mysupport.netapp.com/NOW/cgi-bin/bol?Type=Detail&Display=1275838
https://mysupport.netapp.com/NOW/cgi-bin/bol?Type=Detail&Display=1266250

8.0

NetApp 5% ID
"1238719"

"1226783"

"1230882"

"12359998"

"1231087"

182

Rl

FiEH e 212 EHRE], A
QLogic QLE2672 16 Gb FC By
RHEL8 LRI

WMREFFENTEE (FC) £
BERCEE (HBA) LEBURT
204 MU LR SCSI &%, N
RHELS #21FRAKKBHE " K2
=L

£ RHEL8 R&HAiE], TATE
iISCSI ZRRFigE LEIEDX,

rescan-scsi-bus.sh -a s8I
BB 328

EEERPREL 512 ERRiE], (FF
Emulex LPe16002 16 Gb FC Y
RHELS _Fizf2im D& EIpE Lk
RE

Description

£ A QLogic QLE2672 £
£1&fces (HBA) BY Red Hat
Enterprise Linux (RHEL) 8
% LR TR PR %1% (ERRE],
AlREs A £ NIZHRT, RiZPlr=
SHIRERAENBoN. EEHE
XM AREFTR, NRRET
kdump , METE
Ivar/crash/directory 4K
vmcore Xff. £ vmcore X4
MEMPEN R ERRE, EXMIER
T, PTREE
"kmem_cache_alloc +160" &R
., ERFERAUTFRRICRE
vmcore XfH: "[BE RIP :
kmem_cache_alloc+160]" . E¥Ht
BRI EVIRIERFUMEIRIER S
, REEMRBINBERF.

NRERERFENBIIRETR
FHBREGTE] 204 L ER SCSI %
&, RHELS #{FRGKTARTH
B " EEER " HEAN " ERE
"o XEFHARSHENRSER

eI Ao

7£ RHEL 8 R#:HA8], MR EFEH
K5I iISCSI SAN LUN L&
%o EItk, SAN Bmhig& LtxE
BZBRERSE

3R Red Hat Enterprise Linux 8
FHIRETHEY SCSI 1 FiBd 328
, WENIRIERS < rescan-
scsi-bus.sh -a (X213 328 ™M&
Fo ENASEIMEEIFISRATARST
’RE

EFMENPE%I2(ERRIE], £/
Emulex LPe16002 16 Gb H4Ti@
iE (FC) B RHELS LHIZiZin
OFmEIRLIEIRTS. HEFE#ET SR
SANRERSH, LIFB=E560,
#F Bixf2in RS 2R B
B, ERERODRSTfESSESE
TA'BELE"H"REFEE", It
RETESSEZRIZERN LUN
ERZHI " HpE


https://mysupport.netapp.com/NOW/cgi-bin/bol?Type=Detail&Display=1238719
https://mysupport.netapp.com/NOW/cgi-bin/bol?Type=Detail&Display=1226783
https://mysupport.netapp.com/NOW/cgi-bin/bol?Type=Detail&Display=1230882
https://mysupport.netapp.com/NOW/cgi-bin/bol?Type=Detail&Display=1235998
https://mysupport.netapp.com/NOW/cgi-bin/bol?Type=Detail&Display=1231087

NetApp £5i% ID il
"1231098" EFES RS IR(E AR, £/

Emulex LPe32002 32 Gb FC 4
RHELS EMmiEim & mE!
Blocked X7

T—HEAA?
* "7 #RAN{AIEALinux Host Utilites TA" .
* THR ASM $B%

Description

AT B PEL 23R EHAE], {FF
Emulex LPe32002 32 GB Yt4Fi&
i (FC) B9 RHELS Lminigim
O PEIERES, HEED =R
BEREKRSH, LIF 235,
H Bint2is RSN 2R B
B, EIRmORES I ESRE R
TA"EEE"E " AEE", It
KETRER S HZREFERN LUN
BRAZHI  WBE ",

Bnh7EiEE 2 (Automatic Storage Management. ASM)$E{&AIREEEE M LinuxZRIFZIGE. LUFEASMEE
IRBURIREH IR & FtPELH, ONTAP LMK ZEASMECEAFERIMNBEIR. XEKEIHIBFRIPHIMNLME
PR, ASMAREGEIE, FEERFERAAEEEETTRIVASMERIZENEERERSR. BEERRMLRZE#HT

5. BXFMER. BEN"ETONTAPH Oracle#EE",

* THRLIMELInuxEIE (KVM)

Red Hat Linux BJLUFA KVM E#le XiF, EFRRILUERET Linux RIZEIESIL (KVM) SARTE SR
ARS8 LITITZ N ESI. KVM EHAFENONTAP LUN #TEXENEEIRE.

ZELinux

ACE Rocky Linux 10.x LA3Z#F FCP #1 iSCSI LI A&z ONTAP7Zf#

Linux Host Utilities 23X 91 EZZ|ONTAPTZEMERY Linux ENVIREEEMZMTE, &£
Rocky Linux 10.x £l L3 Linux EVSEARERFG, ErILUERENSSRERREME

EIEONTAP LUN HJ FCP 1 iSCSI thi¥i21E,

B1% . (Flik)SFASAN/ZED
TR LU EANECE N EFASANB R E N B H RS I Bit.
Frazal

ER"ERFERT AR TIEERNILInuIRERSR. ENESLKEEEE(HBA). HBAREMF. HBASEIBIOSHIONTAPhR

A ZFFSANB T,

T
1. "8lJ# SAN B5h LUN FEFERET R EH]"(ZX)
2. 7ZPR5528 BIOS #5 SAN E51 LUN Mt RIRYER OB B SAN B,
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BXIfFIFEA HBABIOS ER, BSMMNE T A,
3. EN R ENHARIHRMERAR T ERNEETIET. UEIEREEER.

%24 ZELinux Host Utilities
NetAppi@Z BN ZZELinux =M EAERF. USZFFONTAP LUNEIRH MBI R Z1F N ERCE iR,

24 Linux Host Utilities 8.0" o

Z%ELinux Host Utilities A 2B LinuxEH_EBERENBIHEE,
B35 WIAEVNZRERE
& /] LAfEEA Rocky Linux 10.x B % ER1IZINEER EIEONTAP LUN,

BRERAENEREE T ZHEF. IBRIEEEEE NI Jetc/multipath.conf X5, LUIREEENONTAP LUNEZ
& 7 NetAppIRiYAIEE,

p
1. BIEXHRE fetc/multipath.confiBH. IIREXHRFE. BRI EHNEFTXHE:

touch /etc/multipath.conf

2. BRBIEXHEY multipath. conf. ERIBEFRERAHBMZBERS LUNEZINAILE:

systemctl enable multipathd

systemctl start multipathd

3 ’E?T\EEBIMET =B “/etc/multipath.conf EF T X 4EF= BaNENetApp RN EN ZRESEIENER
NGB, BEFEN letc/multipath.conf ENBIX . FRERSAFERARTERIRGIFAEIEONTAP LUNAY
ZIRESHHITRF.

TERETTONTAP LUNBILInUXIRIER KRN RIFZREBSEEE,
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BTRBHSE

28 EFIRE ...
detect_prio 28,
dev_los_TMO " PR "
HERE BB
fast_io_fail_sMO 5.

features "2 pG_INIT _retries 50"
flush_on_last_del 289,
R 0

no_path_retry BAFI
path_checker "TUR"
path_grouping_policy "Group_by-prio"
path_selector " AREZAY1E] 0"
Polling interval 5.

PRIO ONTAP

=R LUN

Retain Attached Hw_handler 28,

rr_weight "gFE—"
user_friendly_names &=

LR NetApp

4. I5FONTAP LUNHIBELIE B MR ZRE:

multipath -11
BINZBIZFSHZIFASA. AFFHIFASECE., EXLRRER, RPONTAP LUN AN FEBIUFRIZ. 7
EERY, BRI AIRES SRR,

TR S5 T ASA. AFFEFASEZE HONTAP LUNBYIEHS #uS B MBS
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ASAFCE

ASAECE RILILIEML ELUNRIFRE R IZ. EERFIEIIIRS. XFr LRI FA BRIZRAI/0%
B, MIMIES1E£EE,

# multipath -11
3600a098038314e535a24584e4b496252 dm-32 NETAPP,LUN C-Mode
size=10G features='3 queue if no path pg init retries 50'

hwhandler='1l alua' wp=rw

‘—+- policy='service-time 0' prio=50 status=active
|- 11:
|- 11:
|- 14:
- 14

0:

AFFFASECE

AFFEXFASECE M AR MAMRALRSNBRIRNERR. MARRSNEMN/MUEZARSPITERE S
fefite MATRBRRBBRELTEDRS. BRETMAL. BNENBEMITHIBRMRS. RBEMK

0:
0:
0

0:
1:41
2:

0:41

41

41

sdan 66:112
sdcb 68:240
sdfd 129:240
sddp 71:112

BERATAN, F=fERIFERE,

UTROERTEEMD XM UBREMR D EE/AERLERIZAIONTAP LUNRYSIH :

# multipath -11
3600a0980383149764b5d567257516273 dm-0 NETAPP, LUN C-Mode
size=150G features='3 queue if no path pg init retries 50

hwhandler='1 alua' wp=rw

| -+- policy='service-time 0'

| |- 16:0:3:0
| "= 10:0:0:0

"—+- policy='service-time 0'

|= 10303130
- 16:0:2:0

sdcg 69:64
sdb 8:16

sdc 8:32
sdcf 69:48

B4L . (FIE)NSREFHERZS

NRFE. EAIURAFERNSEHIWWIDRMEIX A" BR B G0 MM ZIZEMSREZRHR
multipath.confo

SIg
1. BEWWID:

active
active
active

active

prio=50 status=active

prio=10 status=enabled

/lib/udev/scsi_id -gud /dev/sda
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ready
ready
ready
ready

running
running
running

running

active ready running

active ready running

active ready running

active ready running



"sa"BERNNE R BPAMSCSIFEER,
a0, WWIDA 360030057024d0730239134810c0cb8330

2. BWWIDAINE" B L 8R4

blacklist {
wwid 360030057024d0730239134810c0cb833
devnode " (ram|raw]|loop|fd|md|dm-|sr|scd|st) [0-9]*"
devnode ""~hd[a-z]"

devnode ""cciss.*"

54 . HENXONTAP LUNHZERIZSE

WMRENENIEZTEHMENFILUN. HFEEAZERESHIEEREE. WESFSEHEEXHHRNEITER
FONTAP LUNMYzasK B IE XIS E multipath. confo BN, ONTAP LUNHBIRETL £ FNERIET To

BHE “/etc/multipath.conf X4, $FRIRIIAE D HFENLE, U T HRAUEESNEEZHRESHNHINEE,

@ EARNZEZONTAP LUNBVEINBEIRE, BERESREFVEENE. EEFEAXLEIRE, X
EAEE. BEKRENetAppZIFERI ). EIIRERSFEN B XHE,

UTFRBIERT A EERBENIAME FTRAFIF. multipath.conf XHAMEXTS

‘no path retry ONTAP LUNAERABHIE "path checker. BIEMPFRXLESE. ESONTAPIEEES
EZEEIEN. MEBEIEMEIINEATFTONTAP LUNBIXXHRINEEEER multipath. conf  BIEHM

‘no path retry HYfH ‘path checkers

2Rl
defaults {
path checker readsector0
no path retry fail

devices {

device {
vendor "NETAPP"
product "LUN"
no path retry queue
path checker tur
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F6L: EEFEEHMIAA
&AB AR,
T—FEHA?
* "7 RUNMEIE R Linux Host Utilities TA" o

* THRASM £
Bnh7EiEE 12 (Automatic Storage Management. ASM)iR{&AIREEEE X LinuxZRIZIGE. LUFEASMEE
IRBIRIREH IR R & FAtPELH, ONTAP LMK ZEASMECEAFERIMNBIR. XEGEHIBFRIPHIMNBME
PR, ASMARHRGEIE, FLiESFERAAEEEETTRIVASMERIZENEERESR. BEERRMLRZE#HT
H%. BXIFMAEE. BB ETONTAPHOracle#iEE"

* T2 Rocky Linux EEME (KVM)
Rocky Linux BJLAfEA KVM EHl. X%, ERIa]LUERET Linux RZBIEBNL (KVM) ARTEEMIER
S8 FIETEZ T EM. KVM EVARFZEXONTAP LUN #ITEXENEEIRE.

ACE Rocky Linux 9.x {3z #5F FCP #1 iSCSI LA Xz ONTAPTZfi#

Linux Host Utilities 24 791%3£Z|ONTAPTEAERY Linux EVIREHEIEMIZM T A, &
Rocky Linux 9.x EH_ER3 Linux FNSLAEFGE, EAIUERAFENKSARERREREE
IEONTAP LUN B9 FCP #1 iSCSI )32,

B1% . (Flik) S FASAN/SED
TR LIS ENECE N EFASANB I KE N B H RS I Bit.

Faz Al

ER"ERFERT A TIEERNILInuIR(ERS. ENSLEELE(HBA). HBAREMF. HBASEIBIOSHIONTAPhR
KB ZFFSANBH,

TIE
1. "8l SAN B5h LUN FHEFERET R EH]"(FX)
2. 1£PR%328 BIOS H19 SAN EEh LUN MR&tEI89is OB B SAN BEf.

BXUfFIFA HBABIOS ME R, BEEMNEEAX,
3. EMRIENHARIHRFRARETERHEETIET. URIERERS .
%524 Z#Linux Host Utilities
NetAppig ZURIN L ZELinux ENLATEF. USZHRIONTAP LUNBIEH BN A R SR EL B ¥R

"3 Linux Host Utilities 8.0" o

ZZLinux Host Utilities A2 B M LinuxEH LBERENBIHEE,

188


https://docs.netapp.com/us-en/ontap-apps-dbs/oracle/oracle-overview.html
https://docs.netapp.com/us-en/ontap-apps-dbs/oracle/oracle-overview.html
https://docs.netapp.com/us-en/ontap-apps-dbs/oracle/oracle-overview.html
https://docs.netapp.com/us-en/ontap-apps-dbs/oracle/oracle-overview.html
https://docs.netapp.com/us-en/ontap-apps-dbs/oracle/oracle-overview.html
https://docs.netapp.com/us-en/ontap-apps-dbs/oracle/oracle-overview.html
https://docs.netapp.com/us-en/ontap-apps-dbs/oracle/oracle-overview.html
https://docs.netapp.com/us-en/ontap-apps-dbs/oracle/oracle-overview.html
https://docs.netapp.com/us-en/ontap-apps-dbs/oracle/oracle-overview.html
https://docs.netapp.com/us-en/ontap-apps-dbs/oracle/oracle-overview.html
https://docs.netapp.com/us-en/ontap-apps-dbs/oracle/oracle-overview.html
https://docs.netapp.com/us-en/ontap-apps-dbs/oracle/oracle-overview.html
https://docs.netapp.com/us-en/ontap-apps-dbs/oracle/oracle-overview.html
https://mysupport.netapp.com/matrix/#welcome
https://mysupport.netapp.com/matrix/#welcome
https://mysupport.netapp.com/matrix/#welcome
https://mysupport.netapp.com/matrix/#welcome
https://mysupport.netapp.com/matrix/#welcome
https://mysupport.netapp.com/matrix/#welcome
https://mysupport.netapp.com/matrix/#welcome
https://mysupport.netapp.com/matrix/#welcome
https://mysupport.netapp.com/matrix/#welcome
https://mysupport.netapp.com/matrix/#welcome
https://mysupport.netapp.com/matrix/#welcome
https://mysupport.netapp.com/matrix/#welcome
https://mysupport.netapp.com/matrix/#welcome
https://mysupport.netapp.com/matrix/#welcome
https://mysupport.netapp.com/matrix/#welcome
https://docs.netapp.com/us-en/ontap/san-admin/provision-storage.html
https://docs.netapp.com/us-en/ontap/san-admin/provision-storage.html
https://docs.netapp.com/us-en/ontap/san-admin/provision-storage.html
https://docs.netapp.com/us-en/ontap/san-admin/provision-storage.html
https://docs.netapp.com/us-en/ontap/san-admin/provision-storage.html
https://docs.netapp.com/us-en/ontap/san-admin/provision-storage.html
https://docs.netapp.com/us-en/ontap/san-admin/provision-storage.html
https://docs.netapp.com/us-en/ontap/san-admin/provision-storage.html
https://docs.netapp.com/us-en/ontap/san-admin/provision-storage.html
https://docs.netapp.com/us-en/ontap/san-admin/provision-storage.html
https://docs.netapp.com/us-en/ontap/san-admin/provision-storage.html
https://docs.netapp.com/us-en/ontap/san-admin/provision-storage.html
https://docs.netapp.com/us-en/ontap/san-admin/provision-storage.html
https://docs.netapp.com/us-en/ontap/san-admin/provision-storage.html
https://docs.netapp.com/us-en/ontap/san-admin/provision-storage.html
https://docs.netapp.com/us-en/ontap/san-admin/provision-storage.html
https://docs.netapp.com/us-en/ontap/san-admin/provision-storage.html
https://docs.netapp.com/us-en/ontap/san-admin/provision-storage.html
https://docs.netapp.com/us-en/ontap/san-admin/provision-storage.html
https://docs.netapp.com/us-en/ontap/san-admin/provision-storage.html
https://docs.netapp.com/us-en/ontap/san-admin/provision-storage.html
https://docs.netapp.com/us-en/ontap/san-admin/provision-storage.html
https://docs.netapp.com/us-en/ontap/san-admin/provision-storage.html
https://docs.netapp.com/us-en/ontap/san-admin/provision-storage.html
https://docs.netapp.com/us-en/ontap/san-admin/provision-storage.html

F345 . HIAENNZRFEE
28] LU Rocky Linux 9.x B9 B2 THEESRETEONTAP LUN,

ERFRERANIVEHEE T ZREZE. BRIEESTEENIL /etc/multipath.conf X4, LUIREEENONTAP LUNED
& T NetAppiBiNENIRE,

p
1. BIEXHREE “fetc/multipath.confiBH, IR HFREFE. BRI EHNEFDXME:

touch /etc/multipath.conf

2. BRBIEXMHBY multipath. conf. ERIRERERBAHBIISHRERS LUNHENNIRE:

systemctl enable multipathd

systemctl start multipathd

3. ERBEEhENE. T Jetc/multipath.conf EF T X HE = BEINENetAppIR NI EN ZEREFSEIEN
INRE. EBTEEN letc/multipath.conf ENBIX . RARERAFERATIERIRGIFEIEONTAP LUNEY
ZREBHHITRIF

TRETRTONTAP LUNBILInUXIZER A AN RIFZ L RESINEE,
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BTRBHSE

28 EFIRE ...
detect_prio 28,
dev_los_TMO " PR "
HERE BB
fast_io_fail_sMO 5.

features "2 pG_INIT _retries 50"
flush_on_last_del 289,
R 0

no_path_retry BAFI
path_checker "TUR"
path_grouping_policy "Group_by-prio"
path_selector " AREZAY1E] 0"
Polling interval 5.

PRIO ONTAP

=R LUN

Retain Attached Hw_handler 28,

rr_weight "gFE—"
user_friendly_names &=

LR NetApp

4. I5FONTAP LUNHIBELIE B MR ZRE:

multipath -11
BINZBIZFSHZIFASA. AFFHIFASECE., EXLRRER, RPONTAP LUN AN FEBIUFRIZ. 7
EERY, BRI AIRES SRR,

TR S5 T ASA. AFFEFASEZE HONTAP LUNBYIEHS #uS B MBS
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ASAFCE

ASAECE RILILIEML ELUNRIFRE R IZ. EERFIEIIIRS. XFr LRI FA BRIZRAI/0%
B, MIMIES1E£EE,

Bl

multipath -11
3600a098038314c4a433£577471797958 dm-2 NETAPP,LUN C-Mode
size=180G features='3 queue if no path pg init retries 50°'
hwhandler='1l alua' wp=rw
‘—+- policy='service-time 0' prio=50 status=active

|- 14:0:0:0 sdc 8:32 active ready running

|- 17:0:0:0 sdas 66:192 active ready running

|- 14:0:3:0 sdar 66:176 active ready running

"= 17:0:3:0 sdch 69:80 active ready running
AFFZFASEZE

AFFERFASECE N ABPAMARREMRREEE, LTS ER/ LI TR A PTIERIER2E
R, MARRRHBRRZLTEDRE. EXRHATRU. RAENBEMITRIZRRHRS. REEMLRK
BEAATAN. FofERIFMERE,

UTROIERT EEMDEENMUBREMRDEE/AERLERIZAIONTAP LUNAYSH |

Bl

multipath -11
3600a0980383149764b5d567257516273 dm-0 NETAPP,LUN C-Mode
size=150G features='3 queue if no path pg init retries 50°'
hwhandler='1 alua' wp=rw
| -+- policy='service-time 0' prio=50 status=active
| |- 16:0:3:0 sdcg 69:64 active ready running
| - 10:0:0:0 sdb 8:16 active ready running
‘—+- policy='service-time 0' prio=10 status=enabled
|- 10:0:1:0 sdc 8:32 active ready running
- 16:0:2:0 sdcf 69:48 active ready running

F4% . (IE)MZRIEPHFIRE
NRFE. BALURAFERKENWWIDRMEIX YRR 2" HD. MMRZIgEMSBREZFHIEE

multipath.confo

p
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1. BEWWID:

/lib/udev/scsi id -gud /dev/sda

"sa" B ENINZEIFRR BHRAMSCSIHEE,
{5140, WWIDJ3 360030057024d0730239134810c0cb833,

2. BWWIDFINE" B "8 45:

blacklist {
wwid 360030057024d0730239134810c0cb833
devnode "” (ram|raw]|loop|fd|md|dm-|sr|scd|st) [0-9]*"
devnode ""“hd[a-z]"

devnode ""cciss.*"

#5545 BENXONTAP LUNHIZIRZREE

MREHENVIEZD HEMENEALUN. FEEAIZBRESHISERES ﬂ%gfﬁ SEXHFRRINE &R
FONTAP LUNHJzasREIEXLEIGE multipath. confo BN ONTAP LUNAIBE TS AR FERIE T,

IHHE Jetc/multipath.conf X1, F3IBHINMEIBDHENIKE, U T HRAEBEENIREZRESHNHINEE,

@ EANEBEONTAP LUNE’\JEW‘»X{%*ﬁxﬁo BRERETIEREMNE. FEEAXERE, X
HAES. BB RNetAppFFE ). ERRERAHNAHXHE,

IR RAIE R T A B IR ESRAIAE. ELREIH. multlpath conf  XHFAMEX TS

‘no path retry ONTAP LUNAIERZBHE "path checker. BIEMPFRXLESE. ESONTAPIEEES
EEEIEN. MEBEEMEIINEATFONTAP LUNBIXXHRINEEEER nultipath. conf  BIEFM

‘no path retry HYfH ‘path checkers
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Bl

defaults {
path checker readsector0
no path retry fail

devices {

device {
vendor "NETAPP"
product "LUN"
no path retry queue
path checker tur

E6w . EEEMRA

Rocky Linux 9.x 5ONTAPTEAE1Z7E LA T E 5018,
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9.3.

NetApp 5% ID
"1508554"

"15693771"

9.2.

NetApp £5i% ID
"1508554"

"1537359"

9.1
NetApp £5i% ID
"1508554"

T EMH4?

Description IRAID

A=

NetApp LinuxE#] 7ERHEL 9.x51. NetApp Linux SANFEHISEHE REHA
SHEERHSITR Fi$1TRME sanlun fcp show adapter -v'&
HREAGHME KW, ERARARZFHEMulexENE LS
MEARKEIXER. 2B(HBA)RIMAI A BLK IR,

7 BEZHFEmulex

FNELLISHED

Z8(HBA)EHC2s &

m

TEFMETS IR IR TEONTAPTRBITHI SRR EIRIE AR, ZHKZEH RHEL 17811
8. Red Hat B—F XTI EIBEEBIRN. AR7E

Enterprise Linux  1RE T{ERHRIEIRE 2R KT B2,

9.3 QLogic SAN  ¥FRed Hat Enterprise Linux (RHEL) 9.3

FNEEKLEHDZ QlogicEHN. ERITFEREERZMERIE

R1F fa. REmEED ZHBZ,

TR Description

EF#FEmulex HBAIEACZS &I, NetApp
Linux Host Utilities CLIEEH {48
R H I

1ERHEL 9.200. NetApp Linux SANZEH]
SRR L1TRE sanlun fcp show
adapter -v' 2K, EXARZIFHFHBA
EIMHERGEABIX R

EFMERIREEB R IRERE. fF
FIEmulexEH2&EFAC28(HBA)B5IRed
Hat Linux 9.2 SANFYENB RIS HRYE
5. MMSHAZP, RZFHH=SE
RIERREN RSN, WREEXMER
kdump BE. WS4 vmcore X1
/var/crash/ B, IEEFERAIRIZE
RFHITHE 1pfc WEhiEF. B E—
HEHl,

{EFEmulex HBA/ZERed Hat Linux 9.2
SANBIENEZIEHENES. MMESEA
i

FRER Description

B FEmulex HBAEEZZS . NetApp
Linux Host Utilities CLIE B E fth 461
TRFAIT

7£ Rocky Linux 9.1 A7, NetApp Linux
SAN Host Utilities CLI “sanlun fcp show
adapter -v'ZKIK, EHAREIZH HBA
& IRV EE BRI

s "7 HRYN{AI{ERALinux Host Utilites THE" .

* THE ASM $81%&

Bh7ziEE 12 (Automatic Storage Management. ASM)iR{&RIREREE K LinuxZRIFIRE. LUFASMEE
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https://mysupport.netapp.com/site/bugs-online/product/HOSTUTILITIES/1508554
https://mysupport.netapp.com/site/bugs-online/product/HOSTUTILITIES/1593771
https://mysupport.netapp.com/site/bugs-online/product/HOSTUTILITIES/1508554
https://mysupport.netapp.com/site/bugs-online/product/HOSTUTILITIES/1537359
https://mysupport.netapp.com/site/bugs-online/product/HOSTUTILITIES/1508554

IR REAFH IR R & FAHELH. ONTAP LRV K ZEASMELEEFERIMNBTR. XEKREHIBRIPHIMNBME
SR, ASMARIREEIE, RLihSEAAEBERNRNASMERIEENEESR. BEEAELRZE#HT
iR, BXIFMER. BFSN"EFTONTAPH Oracle#iizE",

* T Rocky Linux XML (KVM)
Rocky Linux BJLAfEA KVM EHl. X#E, ERLEILMERET Linux RIZBIEWL (KVM) S ARTE 2 MIIERR
S8 LIEITE T EMI. KVM ENAEZXNONTAP LUN # T2 ENEEILE,

BidE Rocky Linux 8.x L 3z#F FCP #1 iSCSI LA X&ZONTAP7Efi&

Linux Host Utilities 24 /9% 1%Z|ONTAPTEAERY Linux EVIREEIEMIZM T E, &
Rocky Linux 8.x E#_EZR% Linux ENKRAEFGE, EAIUFERFENEBERREREE
IEONTAP LUN B9 FCP # iSCSI X121k,

F1%: (FIi%) B FHSANEL]
EA LU N ECE AERASANB IR BRI EHIRS AT B,

ez Al

A" ERFERTE TIEEMLInuIRIERSA. EVELIEE2](HBA). HBAEH. HBAZEIBIOSFHIONTAPHR
EEREZFSANE R,

PIE
1. "8I3 SAN B5) LUN HEFEE MR EH"(EX)
2. 7¥PR%322 BIOS A5 SAN B4 LUN MRS EIRYE OB B SAN BEf.

BXUfFIFA HBABIOS ME R, BEEIMNEE X,
3. EMBhENHRIHRERARTEBMEEREET. URIIRERE M.
524 R%ELinux Host Utilities
NetApps2Z R INRELinuxENERERF. MUZHRFONTAP LUNEIEH BN A FN R ECE IR,

"Z23E Linux Host Utilities 8.0" o

Z23ELinux Host Utilities A& E 2Linux EH_ERER EHFBEIEE,

$E3P: WIAENHNZRERE
f&B] LA Rocky Linux 8.x BYZ ERRINBESREIEONTAP LUN,

BRERAENEREE T ZHBE. IBRIEEEEE NI Jetc/multipath.conf X5, LUIREEENONTAP LUNEZ
& T NetAppIRiNAIEE,

TE
1. BIFXHRE /etc/multipath.conf 777

195


https://docs.netapp.com/us-en/ontap-apps-dbs/oracle/oracle-overview.html
https://docs.netapp.com/us-en/ontap-apps-dbs/oracle/oracle-overview.html
https://docs.netapp.com/us-en/ontap-apps-dbs/oracle/oracle-overview.html
https://docs.netapp.com/us-en/ontap-apps-dbs/oracle/oracle-overview.html
https://docs.netapp.com/us-en/ontap-apps-dbs/oracle/oracle-overview.html
https://docs.netapp.com/us-en/ontap-apps-dbs/oracle/oracle-overview.html
https://docs.netapp.com/us-en/ontap-apps-dbs/oracle/oracle-overview.html
https://docs.netapp.com/us-en/ontap-apps-dbs/oracle/oracle-overview.html
https://docs.netapp.com/us-en/ontap-apps-dbs/oracle/oracle-overview.html
https://docs.netapp.com/us-en/ontap-apps-dbs/oracle/oracle-overview.html
https://docs.netapp.com/us-en/ontap-apps-dbs/oracle/oracle-overview.html
https://docs.netapp.com/us-en/ontap-apps-dbs/oracle/oracle-overview.html
https://docs.netapp.com/us-en/ontap-apps-dbs/oracle/oracle-overview.html
https://mysupport.netapp.com/matrix/#welcome
https://mysupport.netapp.com/matrix/#welcome
https://mysupport.netapp.com/matrix/#welcome
https://mysupport.netapp.com/matrix/#welcome
https://mysupport.netapp.com/matrix/#welcome
https://mysupport.netapp.com/matrix/#welcome
https://mysupport.netapp.com/matrix/#welcome
https://mysupport.netapp.com/matrix/#welcome
https://mysupport.netapp.com/matrix/#welcome
https://mysupport.netapp.com/matrix/#welcome
https://mysupport.netapp.com/matrix/#welcome
https://mysupport.netapp.com/matrix/#welcome
https://mysupport.netapp.com/matrix/#welcome
https://mysupport.netapp.com/matrix/#welcome
https://mysupport.netapp.com/matrix/#welcome
https://docs.netapp.com/us-en/ontap/san-admin/provision-storage.html
https://docs.netapp.com/us-en/ontap/san-admin/provision-storage.html
https://docs.netapp.com/us-en/ontap/san-admin/provision-storage.html
https://docs.netapp.com/us-en/ontap/san-admin/provision-storage.html
https://docs.netapp.com/us-en/ontap/san-admin/provision-storage.html
https://docs.netapp.com/us-en/ontap/san-admin/provision-storage.html
https://docs.netapp.com/us-en/ontap/san-admin/provision-storage.html
https://docs.netapp.com/us-en/ontap/san-admin/provision-storage.html
https://docs.netapp.com/us-en/ontap/san-admin/provision-storage.html
https://docs.netapp.com/us-en/ontap/san-admin/provision-storage.html
https://docs.netapp.com/us-en/ontap/san-admin/provision-storage.html
https://docs.netapp.com/us-en/ontap/san-admin/provision-storage.html
https://docs.netapp.com/us-en/ontap/san-admin/provision-storage.html
https://docs.netapp.com/us-en/ontap/san-admin/provision-storage.html
https://docs.netapp.com/us-en/ontap/san-admin/provision-storage.html
https://docs.netapp.com/us-en/ontap/san-admin/provision-storage.html
https://docs.netapp.com/us-en/ontap/san-admin/provision-storage.html
https://docs.netapp.com/us-en/ontap/san-admin/provision-storage.html
https://docs.netapp.com/us-en/ontap/san-admin/provision-storage.html
https://docs.netapp.com/us-en/ontap/san-admin/provision-storage.html
https://docs.netapp.com/us-en/ontap/san-admin/provision-storage.html
https://docs.netapp.com/us-en/ontap/san-admin/provision-storage.html
https://docs.netapp.com/us-en/ontap/san-admin/provision-storage.html
https://docs.netapp.com/us-en/ontap/san-admin/provision-storage.html
https://docs.netapp.com/us-en/ontap/san-admin/provision-storage.html

ls /etc/multipath.conf

MREXHERFE. BRI Z=NTFTHXMH

touch /etc/multipath.conf

2. BRBIEXMHBY multipath.conf. ERIRERERBAHBIIZHRERS LUMHENNIRE:

systemctl enable multipathd

systemctl start multipathd

3. ERBEHENBY. =B Jetc/multipath.conf BF T X &= B EhNEHNetApp BN EN ZBEZBEIENER
INRE. EBILFEFX Jetc/multipath.conf ENBIE. FAAFHIRERAFER A ERIRFIFEIEONTAP
LUNBI Z RS ITRIF,

TRER TLNUXIRIERZIONTAP LUNFIZRH AN ZBREZBIISE,
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BTRBHSE

28 EFIRE ...
detect_prio 28,
dev_los_TMO " PR "
HERE BB
fast_io_fail_sMO 5.

features "2 pG_INIT _retries 50"
flush_on_last_del 289,
R 0

no_path_retry BAFI
path_checker "TUR"
path_grouping_policy "Group_by-prio"
path_selector " AREZAY1E] 0"
Polling interval 5.

PRIO ONTAP

=R LUN

Retain Attached Hw_handler 28,

rr_weight "gFE—"
user_friendly_names &=

LR NetApp

4. I5FONTAP LUNHIBELIE B MR ZRE:

multipath -11
BINZBIZFSHZIFASA. AFFHIFASECE., EXLRRER, RPONTAP LUN AN FEBIUFRIZ. 7
EERY, BRI AIRES SRR,

TR S5 T ASA. AFFEFASEZE HONTAP LUNBYIEHS #uS B MBS
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ASAFCE

ASAECE RILILIEML ELUNRIFRE R IZ. EERFIEIIIRS. XFr LRI FA BRIZRAI/0%
B, MIMIES1E£EE,

# multipath -11
3600a098038314c4a433£577471797958 dm-2 NETAPP, LUN C-Mode
size=180G features='3 queue if no path pg init retries 50°'

hwhandler='1l alua' wp=rw

‘—+- policy='service-time 0' prio=50 status=active
:0:
J= 475
|- 14:
= 17¢

|- 14

AFFFASECE

AFFEXFASECE M AR MAMRALRSNBRIRNERR. MARRSNEMN/MUEZARSPITERE S
fefite MATRBRRBBRELTEDRS. BRETMAL. BNENBEMITHIBRMRS. RBEMK

0:
0:
0

0:

0:
33
3

0

0
0
0

sdec 8:32

active ready

sdas 66:192 active ready

sdar 66:176 active ready

sdch 69:80

BERATAN, F=fERIFERE,

UTROERTEEMD XM UBREMR D EE/AERLERIZAIONTAP LUNRYSIH :

# multipath -11
3600a0980383149764b5d567257516273 dm-0 NETAPP, LUN C-Mode
size=150G features='3 queue if no path pg init retries 50

hwhandler='1 alua' wp=rw

| -+- policy='service-time 0'

| |- 16:0:3:0 sdcg 69:64
| - 10:0:0:0 sdb 8:16
"—+- policy='service-time 0'
|- 10:0:1:0 sdc 8:32
- 16:0:2:0 sdcf 69:48

B4L . (FIE)NSREFHERZS

NRFE. EAIURAFERNSEHIWWIDRMEIX A" BR B G0 MM ZIZEMSREZRHR
multipath.confo

SIg
1. BEWWID:

active ready

/lib/udev/scsi_id -gud /dev/sda
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running
running
running

running

prio=50 status=active
active ready running
active ready running
prio=10 status=enabled
active ready running

active ready running



"sa"BERNNE R BPAMSCSIFEER,
a0, WWIDA 360030057024d0730239134810c0cb8330

2. BWWIDAINE" B L 8R4

blacklist {
wwid 360030057024d0730239134810c0cb833
devnode " (ram|raw]|loop|fd|md|dm-|sr|scd|st) [0-9]*"
devnode ""~hd[a-z]"

devnode ""cciss.*"

54 . HENXONTAP LUNHZERIZSE

WMRENENIEZTEHMENFILUN. HFEEAZERESHIEEREE. WESFSEHEEXHHRNEITER
FONTAP LUNMYzasK B IE XIS E multipath. confo BN, ONTAP LUNHBIRETL £ FNERIET To

BHE “/etc/multipath.conf X4, $FRIRIIAE D HFENLE, U T HRAUEESNEEZHRESHNHINEE,

@ EARNZEZONTAP LUNBVEINBEIRE, BERESREFVEENE. EEFEAXLEIRE, X
EAEE. BEKRENetAppZIFERI ). EIIRERSFEN B XHE,

UTFRBIERT A EERBENIAME FTRAFIF. multipath.conf XHAMEXTS

‘no path retry ONTAP LUNAERABHIE "path checker. BIEMPFRXLESE. ESONTAPIEEES
EZEEIEN. MEBEIEMEIINEATFTONTAP LUNBIXXHRINEEEER multipath. conf  BIEHM

‘no path retry HYfH ‘path checkers

2Rl
defaults {
path checker readsector0
no path retry fail

devices {

device {
vendor "NETAPP"
product "LUN"
no path retry queue
path checker tur
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Eew . EFEEHRA
BB B>,

T—FEHA?
* "7 RUNMEIE R Linux Host Utilities TA" o
* THR ASM $E%

Bnh7EiEE 12 (Automatic Storage Management. ASM)iR{&AIREEEE X LinuxZRIZIGE. LUFEASMEE
IRBIRIREH IR R & FAtPELH, ONTAP LMK ZEASMECEAFERIMNBIR. XEGEHIBFRIPHIMNBME
PR, ASMARHRGEIE, FLiESFERAAEEEETTRIVASMERIZENEERESR. BEERRMLRZE#HT
H%. BXIFMAEE. BB ETONTAPHOracle#iEE"

* T2 Rocky Linux EEME (KVM)

Rocky Linux aJLAEA KVM 4. X#%, SR LUERET Linux AZBEIAL (KVM) S ARTERE MR
Z2 EEiTE N ERMN. KVM EHNAEEFTONTAP LUN #1ITER ENEEIRE,

Solaris

{EFONTAPTZfi& /Y FCP #0 iSCSI EC & Solaris 11.4

Solaris Host Utilities 23X 01E#EZ|ONTAPTZEERY Solaris TAIRMHEIEMIZKI TR, &
Solaris 11.4 F#1_EZ 3% Solaris Host Utilities BY, &0 LI{#/ Host Utilities ZBENEE
IEONTAP LUN B9 FCP #1 iSCSI hiXi&1E.

$15 . (AI%)SFHSANZE

TR LAECE ENLAGER SAN BaiREUHEH RS AT Blt. WREMNECEFSFF SAN B5, ErILUIERZE
)=

SAN E5j
SAN EEIEH SAN SEEHLE (LUN) IR B R Solaris THMEHIGE AT, EAILLSE SAN EE) LUN,
LUITEER FC thiX3FHE1T Solaris Host Utilities B9 Solaris MPxIO If3EH T{E, 1&E SAN B5h LUN B9755%
EURTFRIE SRR HE RS,
BB
1. ER"EI2E4ER T A IRIEER Solaris I2ERZE. HiXFIONTAPRRZAS 2 E 23F SAN BHf.
2. ¥RBB Solaris N EXHEFHE XKIEE SAN Bl RESEHITIZE
AT
B EARMEER R4 Solaris OS HITAME|F, Fla0, LLETE SSD. SATA T RAID k.
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HI% 2. L& Solaris THLBIERFE

NetApp3EZUiiN 23 Solaris Host Utilties RSZ5ONTAP LUN SIS DB AR 3K ST BIIE.
() %3 Solaris Host Utilties 282 Solaris T LHRLBAYIZE.
"4 Solaris Host Utilities 8.0" o

£35: BIATHNZRRRE
B LAER Solaris 11.4 BIZERIZKEIEONTAP LUN,

LREFEEBTEINNFERAZARELSZFMERR, NR—FREBLRENE, REMATBIHRKRIME
24, T Solaris 11.4 #1 SPARC &%, Oracle Solaris /0 Z#&1& (MPxIO) ERAE .

NHERNENENERECE S BREMZ NGBS, BIIEEEE A T NetApp/JONTAP LUN #EFRYIR
B,

g
1. NREENEE T FC, BXWIE /kernel/drv/fp.conf REBN “mpxio-disable="no",

2. Solaris Host Utilities #NetApp¥t 3t SPARC #1 x86_64 M IEEFHZFHIBSEHULE,

ETSHIgE
S8 e
throttle_max 8.
not_ready_retries 300
busy_retries 30
reset_retries 30N
throttle_min 2.
timeout_retries 10
HIFBIR K1)\ 4096
A false
R 7P Sk true

B X Solaris 11.4 RFIEEMNEHMEE, 15205 Oracle 2% DOC ID: 2595926.1,

3. MNRIEAIFHEECE B 3EMetroCluster. Oracle Solaris 4B SnapMirrors&EhEE, EBERERINEE
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MetroCluster

BIAMBERT, WRD LUN BFRERIZERES%, Solaris OS F7E 20 #b FTAHIT 1/0 2E, X2H
“fop_offline_delay SEEl. BAIAEA “fep_offline_delay iE A FHrHEONTAPERE, B2, 7EMetroCluster
FEEH, EuEhn fep_offline_delay & 120 #0, LR /0 fERER B A= RiBRY, B1FTLISH
PR 1%,

B XMetroClusterFtINZ B EM{E BEFZBINEN, BBRFMIRENE "MetroCluster ELEHHY Solaris
FNZFEEEI,

Oracle SolarisEL

° Solaris EAMEIEINEE Solaris B3818, (1B#F/3 LDOM 5§ Oracle VM Server for SPARC
) . Solaris Ei&IE. Solaris XIHF Solaris A28, XEeH R BWHEFE9“Oracle BN,

° WRILI—EEER S ML, 80, 4%E Solaris PIEIHMARY Solaris B2s.

° NetAppZ#FH#EH Solaris [EIMEIAR, EREMAEIER Oracle X#F, F BT ArIEEAR LUN BY
DEEFIEIMT IS ZIFWEEF, XEIEER2E. LDOM I/0 ZFEER NPIV i8] LUN 89
LDOM,

o (EREIMUIFMEERN S XEEML, FI30 vask, FEBRERN, RAMIITEEIER
[AJONTAP LUN, E&RERIFMEKE LUN BEBEBZIHRNER S XS ERAL (%0 LDOM 1/0 1)
EEFITE"IMT",

p

3 LUN F{F LDOM HRYEINEERIZEEY, LUN RURSIKEIMERER, H B LDOM TAEMLIMIRA
No AT BILEHIRLLR]RE

a. 7 LDOM OS f&#b_Oracle Bug 15824910_

b. BI— vdc. conf RFEMMEBRIRANZEN 4096, BXIFHMER, 5B Oracle DOC
. 2157669.1,

C. WA T RELIMREEHEEHERIRE:

i. g% zpool:
zpool create zpool name disk list

i. 51T zdb -C HIiF*ashift HEEREN 12,

YNSR ashift WERZE 12, BHIEIT zdb -Cc11, HRIIRERET ERNIT HEMKLE

vdc.confo

B3| ashift 27R{E 12,

@ 131%™ Solaris kas_EHY Oracle 21 15824910 12 E TN T, MR EEEIEBHTE S
ERZA T, 1BEBER Oracle,

SnapMirrorE5f[EH
MONTAP 9.9.1 FF¥8, Solaris E#Z#FSnapMirrorEshFEF G BB E. EIIETESnapMirrorE&iEIH
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B R & A 1R It s PR R AS LIRS Solaris B P IRN AR BB A= Hl, HIECE scsi-vhei-
failover-override’Solaris A LRI E, IHIREBEHIERZIER f_tpgs ﬁHJJ:#H‘ﬂf_u)”'J EIF ERIES
Eg'flo

TE
a. BIERECE XM “/etc/driver/drv/scsi_vhci.conf X FiEiZE ENHINetAppfEiERE, HEZBEHEMFU
T

scsi-vhci-failover-override =
"NETAPP LUN","f tpgs"

b. WIFBESHESEMINAA:

devprop

mdb

Bl

root@host-A:~# devprop -v -n /scsi vhci scsi-vhci-failover-
override scsi-vhci-failover-override=NETAPP LUN + f tpgs
root@host-A:~# echo "*scsi vhci dip::print -x struct dev info
devi child | ::1ist struct dev_info devi sibling| ::print
struct dev_info devi mdi client| ::print mdi client t

ct vprivate| ::print struct scsi vhci lun svl lun wwn

svl fops name"| mdb -k

svl lun wwn = 0xa002a1c8960 "600a098038313477543£524539787938"
svl fops name = 0xa00298d69e0 "conf f tpgs"

ZJ& scsi-vhci-failover-override BN, conf EHRMNE]
svl fops name, BAXEBNMEEMENMNBINZEEN. FSFENetAppRIRENXE
"Solaris =4z FSnapMirror Esh[E H L B RIS B,

4. I5IFfEEFAONTAP LUN Y zpools & % 4 KB XI55 1/0:
a. IWIFERY Solaris FH BB LE T BRI IFFHEESEH (SRU):

pkg info entire’
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b. I8IFONTAP LUN @5 EE ostype fEA“Solaris”, 5 LUN A/NE%:

lun show -vserver' <vsersver name>

bl

chat-a800-31-33-35-37::*> lun show -vserver solaris fcp -path
/vol/sol 195 zpool vol 9/lun -fields ostype
vserver path ostype

solaris_ fcp /vol/sol 195 zpool vol 9/lun solaris

5. I&FONTAP LUN BY%§iH

sanlun lun show

¥FASA. AFFEFASECE, BNIZEEBES U TRAIZEMAYELL

Bl

root@sparc-s7-55-148:~# sanlun lun show -pv

ONTAP Path: Solaris 148 siteA:/vol/Triage/lun
LUN: O
LUN Size: 20g
Host Device:
/dev/rdsk/c0t600A098038314B32685D573064776172d0s2
Mode: C
Multipath Provider: Sun Microsystems
Multipath Policy: Native

6. ZHIFONTAP LUN HIBRIRIRA :

mpathadm show lu <LUN>"

LU TFREiaE 2RASA. AFFEFASEZE FONTAP LUN BIEHER RS, WS LUN BYARPR S EB
2B RERMAER.
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ASAFCE

ASAECE RILILIEML ELUNRIFRE R IZ. EERFIEIIIRS. XFr LRI FA BRIZRAI/0%
B, MIMIES1E£EE,
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Bl

root@sparc-s7-55-82:~# mpathadm show lu
/dev/rdsk/c0t600A098038313953495D58674777794Bd0s2
Logical Unit: /dev/rdsk/cOt600A098038313953495D58674777794Bd0s?2

mpath-support: libmpscsi vhci.so

Vendor: NETAPP

Product: LUN C-Mode

Revision: 9171

Name Type: unknown type

Name: 600a098038313953495d58674777794b

Asymmetric: yes

Current Load Balance: round-robin

Logical Unit Group ID: NA

Auto Failback: on

Auto Probing: NA

Paths:
Initiator Port Name: 100000109bd30070
Target Port Name: 20b9d039€a593393
Logical Unit Number: 0
Override Path: NA
Path State: OK
Disabled: no

Initiator Port Name: 100000109bd30070
Target Port Name: 20b8d039ea593393
Logical Unit Number: O

Override Path: NA

Path State: OK

Disabled: no

Initiator Port Name: 100000109bd3006f
Target Port Name: 20b3d039%€a593393
Logical Unit Number: 0

Override Path: NA

Path State: OK

Disabled: no

Initiator Port Name: 100000109bd3006f
Target Port Name: 20b4d039ea593393
Logical Unit Number: 0

Override Path: NA

Path State: OK

Disabled: no
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AFFZFASECE

Target Port Groups:

ID: 1003
Explicit Failover: no
Access State: active optimized
Target Ports:
Name: 20b9d039ea593393
Relative ID: 8

Name: 20b4d039ea593393
Relative ID: 3

ID: 1002
Explicit Failover: no
Access State: active optimized
Target Ports:
Name: 20b8d039ea593393
Relative ID: 7

Name: 20b3d039ea593393
Relative ID: 2

AFFEYFASECE N BB MAMALRSNRIRNERZ. MARRSNEN/MUBRZARSPITERNEH S
e, MARBRNBERLATEDRSE. BRHETHRAL. BNENBEMITHIZERMIRS. RBEERKL
BERAAN, F=ERIFERE,

UTRAIERTBEEMDES / MUBRFEMENER / IFLILERIZAI ONTAP LUN BYIEHEL |
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Bl

root@chatsol-54-195:~# mpathadm show lu
/dev/rdsk/c0t600A0980383044376C3F4E694E506E44d0s2
Logical Unit: /dev/rdsk/cOt600A0980383044376C3F4E694E506E44d0s?2

mpath-support: libmpscsi vhci.so

Vendor: NETAPP

Product: LUN C-Mode

Revision: 9171

Name Type: unknown type

Name: 600a0980383044376c3f4e694e506e44

Asymmetric: yes

Current Load Balance: round-robin

Logical Unit Group ID: NA

Auto Failback: on

Auto Probing: NA

Paths:

Initiator Port Name: 100000109b56c5fb
Target Port Name: 205200a098ba7afe
Logical Unit Number: 1

Override Path: NA

Path State: OK

Disabled: no

Initiator Port Name: 100000109b56c¢c5fb
Target Port Name: 205000a098ba7afe
Logical Unit Number: 1

Override Path: NA

Path State: OK

Demoted: yes

Disabled: no

Initiator Port Name: 100000109b56c5fa
Target Port Name: 204f00a098ba7afe
Logical Unit Number: 1

Override Path: NA

Path State: OK

Demoted: yes

Disabled: no

Initiator Port Name: 100000109b56c5fa
Target Port Name: 205100a098ba7afe
Logical Unit Number: 1

Override Path: NA
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Path State:
Disabled:

OK

no

Target Port Groups:

TR 4. BEEARA

ID: 1001
Explicit Failover: no
Access State: active not optimized
Target Ports:

205200a098ba7afe

Relative ID: 8

Name:

205100a098ba77afe
Relative ID: 7

Name:

ID: 1000
Explicit Failover: no
Access State: active optimized
Target Ports:

205000a098ba7afe

Relative ID: 6

Name :

204£f00a098ba77afe
Relative ID: 5

Name:

EFATFHEONTAPTEER FCP #1iSCSI #Y Solaris 11.4 MRZASFIE L T EXNRI A

NetApp $5i% ID
"1362435"

v

Huk 6.2 # Solaris_11.4
FC IXchiZF 48 E e

Description

&£ I Solaris 11.4F1HUK
EiY, FCIREhiERFHED
MEKA ssd (4D) to sd
(4D) o MIETHIBEE
ssd.conf to sd.conf
#NOracleX142595926.19
FriR), 7EFTEZERISolaris
11. 4248 MSolaris 11.3
HERREARBNRGH
, ITAEBRARE,

Oracle ID

(3714 ID 2595926.1 )
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https://mysupport.netapp.com/site/bugs-online/product/HOSTUTILITIES/1362435

NetApp £5i% ID il Description Oracle ID

"1366780" 7Ex86 Arch b f£FEmulex 7Ex86_64F & . Emulex SR 3-24746803021
32GENRLLISH I (HBA) EfFhas12.6 xR ERARES
PITEMEN R &3 2 FISolaris LIF|a) 2R
#(Storage Failover b I8
. SFo)rE@EfRiEl. &
#ixFE5Solaris LIFa)

iR
"1368957" Solaris 11.x cfgadm -c  IE{EI&1T cfgadm -c REH
configure SHiHFE! configure f£Emulex

ImEmulexBCEHIIOEIR L. IHEIHECES SO
fi%. LLIAEAEEONTAP
9.5P17. 9.6P14. 9.7P13

F9.8P21SEIEE
"1345622" FERIGERAARNGLTTE EFRAESSANMETIASA)  FiEA
BB ASA/pportfySolarisE  EJSolaris 11.4 L& IIEIER
N LERERBEEZF MERIFIR & A,

T—FEH4?
"7 fRUN{AI{E A Solaris Host Utilities THA" o

fEFIONTAP7Zfi# /5 FCP #1 iSCSI EC& Solaris 11.3

Solaris Host Utilities 2X{4 1E1ZE|ONTAPTEAERY Solaris FHIRHEHEIEFIZM TR, &
Solaris 11.3 E#1_E %3 Solaris Host Utilities BY, &a]LI{#EA Host Utilities ZBENIEE
IEONTAP LUN K9 FCP 1 iSCSI #hi}i2{E,

$1% . (FIE)SASANET

TR AR E EALAGER SAN BapkE i BH RS Y Bt WREMEERZE SAN B, ErILUERE
Zu) =1

SAN B3
SAN BnhEiE SAN E#EHEEE (LUN) I8 E R Solaris EHMBENEEHNITE, EATLUEE SAN B5) LUN,
LITEfEA FC thiX3HiE1T Solaris Host Utilities #9 Solaris MPxIO I iEH T{E, i&E SAN Bz LUN B4 %
BURAF R LSRRI HE RS,
g

1. A" Bi2EEERTE RIEEA Solaris 21ERF. HNFIONTAPHRZAZE 235 SAN BEf.

2. ¥®B8 Solaris N EXHPHE XIEE SAN Bl RELEHITIRE

S ED
B EAMERR E 2R3 Solaris OS HUTAMIS|F, 190, LEE SSD. SATAEL RAID L.
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HI% 2. L& Solaris THLBIERFE

NetAppsaZ Ui &2k Solaris Host Utilities RZ3FFONTAP LUN BIEH MBI AT I E AL B E#E

() %3 Solaris Host Utilties 282 Solaris T LHRLBAYIZE.

"Z2%E Solaris Host Utilities 6.2" o

B3 WINENNZRIZEE

EEILAER Solaris 11.3 BIZERIZREIEONTAP LUN,

ZHREEEEBEENNFEREZBEESFMLRZ. MR—FREILKERR, RAENAETHREKRIMRE

f65F 7 NetApp JIONTAP LUN RIS

&4,
%Eﬁﬁﬁ@E’\JIMIEE%HE%%E%@%DEB&E’JEN%?&, BERIEEER
Bt
1. Solaris Host Utilities NZ{NetApp%t 3t SPARC #1 x86_64 AN B HENSEIEE,
ETEHLE
S

throttle_max
not_ready_retries
busy_retries
reset_retries
throttle_min
timeout_retries
MIEEIR A )\

MR HEF
RSN

&

300
30
30 i

10
4096
false

true

2. NREHIFEECE B FEMetroCluster. Oracle Solaris FEEH 4B SnapMirrors&EhEE, EBRERINEE
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MetroCluster

BIAMBERT, WRD LUN BFRERIZERES%, Solaris OS F7E 20 #b FTAHIT 1/0 2E, X2H
“fop_offline_delay SEEl. BAIAEA “fep_offline_delay iE A FHrHEONTAPERE, B2, 7EMetroCluster
FEEH, EuEhn fep_offline_delay & 120 #0, LR /0 fERER B A= RiBRY, B1FTLISH
PR 1%,

B XMetroClusterFtINZ B EM{E BEFZBINEN, BBRFMIRENE "MetroCluster ELEHHY Solaris
FNZFEEEI,

Oracle SolarisEL

° Solaris EAMEIEINEE Solaris B3818, (1B#F/3 LDOM 5§ Oracle VM Server for SPARC
) . Solaris Ei&IE. Solaris XIHF Solaris A28, XEeH R BWHEFE9“Oracle BN,

° WRILI—EEER S ML, 80, 4%E Solaris PIEIHMARY Solaris B2s.

° NetAppZ#FH#EH Solaris [EIMEIAR, EREMAEIER Oracle X#F, F BT ArIEEAR LUN BY
DEEFIEIMT IS ZIFWEEF, XEIEER2E. LDOM I/0 ZFEER NPIV i8] LUN 89
LDOM,

o (EREIMUIFMEERN S XEEML, FI30 vask, FEBRERN, RAMIITEEIER
[AJONTAP LUN, E&RERIFMEKE LUN BEBEBZIHRNER S XS ERAL (%0 LDOM 1/0 1)
EEFITE"IMT",

p

3 LUN F{F LDOM HRYEINEERIZEEY, LUN RURSIKEIMERER, H B LDOM TAEMLIMIRA
No AT BILEHIRLLR]RE

a. 7 LDOM OS f&#b_Oracle Bug 15824910_

b. BI— vdc. conf RFEMMEBRIRANZEN 4096, BXIFHMER, 5B Oracle DOC
. 2157669.1,

C. WA T RELIMREEHEEHERIRE:

i. g% zpool:
zpool create zpool name disk list

i. 51T zdb -C HIiF*ashift HEEREN 12,

YNSR ashift WERZE 12, BHIEIT zdb -Cc11, HRIIRERET ERNIT HEMKLE

vdc.confo

B3| ashift 27R{E 12,

@ 131%™ Solaris kas_EHY Oracle 21 15824910 12 E TN T, MR EEEIEBHTE S
ERZA T, 1BEBER Oracle,

SnapMirrorE5f[EH
MONTAP 9.9.1 FF¥8, Solaris E#Z#FSnapMirrorEshFEF G BB E. EIIETESnapMirrorE&iEIH
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B R & A 1R It s PR R AS LIRS Solaris B P IRN AR BB A= Hl, HIECE scsi-vhei-
failover-override’Solaris A LRI E, IHIREBEHIERZIER f_tpgs ﬁHJJ:#H‘ﬂf_u)”'J EIF ERIES
Eg'flo

TE
a. BIERECE XM “/etc/driver/drv/scsi_vhci.conf X FiEiZE ENHINetAppfEiERE, HEZBEHEMFU
T

scsi-vhci-failover-override =
"NETAPP LUN","f tpgs"

b. WIFBESHESEMINAA:

devprop

mdb

Bl

root@host-A:~# devprop -v -n /scsi vhci scsi-vhci-failover-
override scsi-vhci-failover-override=NETAPP LUN + f tpgs
root@host-A:~# echo "*scsi vhci dip::print -x struct dev info
devi child | ::1ist struct dev_info devi sibling| ::print
struct dev_info devi mdi client| ::print mdi client t

ct vprivate| ::print struct scsi vhci lun svl lun wwn

svl fops name"| mdb -k

svl lun wwn = 0xa002a1c8960 "600a098038313477543£524539787938"
svl fops name = 0xa00298d69e0 "conf f tpgs"

ZJ& scsi-vhci-failover-override BN, conf EHRMNE]
svl fops name, BAXEBNMEEMENMNBINZEEN. FSFENetAppRIRENXE
"Solaris =4z FSnapMirror Esh[E H L B RIS B,

3. ISIE{FEFIONTAP LUN B zpools @& X #F 4 KB 37579 1/0:
a. IWIFERY Solaris FH BB LE T BRI IFFHEESEH (SRU):

pkg info entire’
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b. I8IFONTAP LUN @5 EE ostype fEA“Solaris”, 5 LUN A/NE%:

lun show -vserver' <vsersver name>

bl

chat-a800-31-33-35-37::*> lun show -vserver solaris fcp -path
/vol/sol 195 zpool vol 9/lun -fields ostype
vserver path ostype

solaris_ fcp /vol/sol 195 zpool vol 9/lun solaris

4. I83FONTAP LUN My

sanlun lun show

¥FASA. AFFEFASECE, BNIZEEBES U TRAIZEMAYELL

Bl

root@sparc-s7-55-148:~# sanlun lun show -pv

ONTAP Path: Solaris 148 siteA:/vol/Triage/lun
LUN: O
LUN Size: 20g
Host Device:
/dev/rdsk/c0t600A098038314B32685D573064776172d0s2
Mode: C
Multipath Provider: Sun Microsystems
Multipath Policy: Native

5. IHIFONTAP LUN HIBRIRIRA :

mpathadm show lu <LUN>"

LU TFREiaE 2RASA. AFFEFASEZE FONTAP LUN BIEHER RS, WS LUN BYARPR S EB
2B RERMAER.
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ASAFCE

ASAECE RILILIEML ELUNRIFRE R IZ. EERFIEIIIRS. XFr LRI FA BRIZRAI/0%
B, MIMIES1E£EE,
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Bl

root@sparc-s7-55-82:~# mpathadm show lu
/dev/rdsk/c0t600A098038313953495D58674777794Bd0s2
Logical Unit: /dev/rdsk/cOt600A098038313953495D58674777794Bd0s?2

mpath-support: libmpscsi vhci.so

Vendor: NETAPP

Product: LUN C-Mode

Revision: 9171

Name Type: unknown type

Name: 600a098038313953495d58674777794b

Asymmetric: yes

Current Load Balance: round-robin

Logical Unit Group ID: NA

Auto Failback: on

Auto Probing: NA

Paths:
Initiator Port Name: 100000109bd30070
Target Port Name: 20b9d039€a593393
Logical Unit Number: 0
Override Path: NA
Path State: OK
Disabled: no

Initiator Port Name: 100000109bd30070
Target Port Name: 20b8d039ea593393
Logical Unit Number: O

Override Path: NA

Path State: OK

Disabled: no

Initiator Port Name: 100000109bd3006f
Target Port Name: 20b3d039%€a593393
Logical Unit Number: 0

Override Path: NA

Path State: OK

Disabled: no

Initiator Port Name: 100000109bd3006f
Target Port Name: 20b4d039ea593393
Logical Unit Number: 0

Override Path: NA

Path State: OK

Disabled: no
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AFFZFASECE

Target Port Groups:

ID: 1003
Explicit Failover: no
Access State: active optimized
Target Ports:
Name: 20b9d039ea593393
Relative ID: 8

Name: 20b4d039ea593393
Relative ID: 3

ID: 1002
Explicit Failover: no
Access State: active optimized
Target Ports:
Name: 20b8d039ea593393
Relative ID: 7

Name: 20b3d039ea593393
Relative ID: 2

AFFEYFASECE N BB MAMALRSNRIRNERZ. MARRSNEN/MUBRZARSPITERNEH S
e, MARBRNBERLATEDRSE. BRHETHRAL. BNENBEMITHIZERMIRS. RBEERKL
BERAAN, F=ERIFERE,

UTRAIERTBEEMDES / MUBRFEMENER / IFLILERIZAI ONTAP LUN BYIEHEL |
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Bl

root@chatsol-54-195:~# mpathadm show lu
/dev/rdsk/c0t600A0980383044376C3F4E694E506E44d0s2
Logical Unit: /dev/rdsk/cOt600A0980383044376C3F4E694E506E44d0s?2

mpath-support: libmpscsi vhci.so

Vendor: NETAPP

Product: LUN C-Mode

Revision: 9171

Name Type: unknown type

Name: 600a0980383044376c3f4e694e506e44

Asymmetric: yes

Current Load Balance: round-robin

Logical Unit Group ID: NA

Auto Failback: on

Auto Probing: NA

Paths:

Initiator Port Name: 100000109b56c5fb
Target Port Name: 205200a098ba7afe
Logical Unit Number: 1

Override Path: NA

Path State: OK

Disabled: no

Initiator Port Name: 100000109b56c¢c5fb
Target Port Name: 205000a098ba7afe
Logical Unit Number: 1

Override Path: NA

Path State: OK

Demoted: yes

Disabled: no

Initiator Port Name: 100000109b56c5fa
Target Port Name: 204f00a098ba7afe
Logical Unit Number: 1

Override Path: NA

Path State: OK

Demoted: yes

Disabled: no

Initiator Port Name: 100000109b56c5fa
Target Port Name: 205100a098ba7afe
Logical Unit Number: 1

Override Path: NA

218



T8 4: EECEHIBIA
EFATFHEONTAPTEER) FCP 1 iSCSI #Y Solaris 11.3 MRZASFZ7E L T E&NRI A :

NetApp $5i% ID
"1366780"

"1368957"

T—FRHA4?

Path State: OK
Disabled: no

Target Port Groups:
ID: 1001
Explicit Failover: no

Access State: active not optimized

Target Ports:

Name: 205200a098ba77afe

Relative ID: 8

Name: 205100a098ba7afe

Relative ID: 7

ID: 1000
Explicit Failover: no

Access State: active optimized

Target Ports:

Name: 205000a098ba7afe

Relative ID: 6

Name: 204f00a098ba77afe

Relative ID: 5

il Description

7% x86 Z2#4_Ef#F Emulex ¥tF x86_64 & LK
32G HBA BJ &4 Solaris  Emulex EfhrZs 12.6.x

LIF {a]&% RESRE, H5EL
Solaris 11.x "cfgadm -c IF7Fi81T cfgadm -c
configure" S Zl configure fEEmulex

IHEmulexBCEHILN/OHEIR . #3EEBL2EHI/0
&R LEREEZONTAP
9.5P17. 9.6P14. 9.7P13
f09.8P2hfgE

"7 fRYN{AI{EF Solaris Host Utilities TR" o

Oracle ID
SR 3-24746803021

ER
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https://mysupport.netapp.com/site/bugs-online/product/HOSTUTILITIES/1366780
https://mysupport.netapp.com/site/bugs-online/product/HOSTUTILITIES/1368957

SUSE Linux Enterprise Server

BCE SUSE Linux Enterprise Server 15 SPx L3z #f FCP #11 iSCSI LI &2ONTAP7Zf#

Linux Host Utilities ZX{4 AZEZEIONTAPTZERY Linux EAURMEEMIZETE, =
SUSE Linux Enterprise Server 15 SPx F#1_ %% Linux EVELBERFG, ErIUERE
NISE A2 R ARG EIEONTAP LUN B FCP #1iSCSI hil32{E,

B1% . (Flik) S FASAN/ZED
R LU EANECE N EFASANB R E N B H RS I Bit.

FaZ Al

A" Ei2EERTE " RIEENLInuIRIER S, ENEBLERZS(HBA). HBAEF. HBABEIBIOSFIONTAPHR
EEEFSANBR.

PIE
1. "8lJ# SAN B5h LUN FEFERET R EH]"(Z-X)
2. 7£PR%528 BIOS #5 SAN B51 LUN Mt RIAYER OB B SAN Bl

BXUfEIEA HBABIOS SR, BEEIMNET AN,
3. BRI ENHARIHRFRAR T ERHEETIET. URIERERS K.
2% . KELinux Host Utilities
NetApps2ZUE I L& Linux ENRAERF. USZFFONTAP LUNBIEH B A Z U SR AL B 2R,

"3 Linux Host Utilities 8.0" o
Z#Linux Host Utilities A& ERLinuxEA _EAER MBS E
F3F . WIAEVNZRIEE

&R LUER SUSE Linux Enterprise Server 15 SPx FYZ ERIZINAESKEIEONTAP LUN,

BHRFERATHIERLEE 7 ZBE. BRIEEEEENXIL Jetc/multipath.conf X, UNEEEIONTAP LUNED
B T NetAppIEiX NI B,

g
1. RS letc/multipath.conf 727 :

ls /etc/multipath.conf

MREXHRFE. BRI =NTFTHXMH:
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2.

3.

touch /etc/multipath.conf

BREIEN MR multipath.conf. EAIRERERBAHBEIZRZMRS MINHBNIRE:

systemctl enable multipathd

systemctl start multipathd

FRBEEHENE. T letc/multipath.conf EFETXHES BN EHNetAppIRiX TN ZIRZSEHIERN
INEE. BILEEL Jetc/multipath.conf TN . EAETVURERFFER A EHIRFIFEIEONTAP
LUNBY Z B IZ S HHITHRIF.

TRERTLinuIRIERZIONTAP LUNSRIZFRIAH Z BBIFSHILE.

path_grouping_policy

ETBHsE
S FFIRE ...
detect_prio 28,
dev_los_ TMO "R "
MRS BPEY
fast_io_fail_sMO 5.
features "2 pG_INIT _retries 50"
flush_on_last_del 289,
BEHL IR 0
no_path_retry BAFI
path_checker "TUR"

"Group_by-prio"

path_selector " fRZ2 0¢8] 0"
Polling interval 5.

PRIO ONTAP

~on LUN

Retain Attached Hw_handler 28,
rr_weight "
user_friendly_names &

Rz NetApp
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4. I9IFONTAP LUNMIB LS B RIRIRE

multipath -11

RINZBESHZIFASA. AFFHIFASECE, EXEERER, F1ONTAP LUN AU FEEBINFREREZ. 7
EEEERY, BRIFEBIIUSR AR SRR,

T RBIHEERTASA. AFFEXFASECEHONTAP LUNRYIES IS BN ERIZRKES.

ASARCE

ASAECE RILILIEML ELUNRIFRE R IZ. EEREEIIRS. XA LUIRRBI A BIZR A0
B, MM 1E£EE,

# multipath -11
3600a09803831347657244e52776639%94e dm-5 NETAPP,LUN C-Mode
size=80G features='3 queue if no path pg init retries 50'
hwhandler='1l alua' wp=rw
‘—+- policy='service-time 0' prio=50 status=active

|- 3:0:7:9 sdco 69:192 active ready running

|- 3:0:8:9 sddi 71:0 active ready running

|- 14:0:8:9 sdjg 65:320 active ready running

- 14:0:7:9 sdiw 8:256 active ready running

AFFFASECE

AFFEFASECE N BB MAMALRSNRIRNERZ. MARRSNENMUBIZHRSPITEREH S
Rk, MARRRHBRRELTEDRE, EXRHTHRU. RAENBEMITRIZRRMHRS. RBEEMRK
BEAAAN, T=ERIFLLERI.

UTREERT EERNENRCEREMENESD/AERILEREAIONTAP LUNBYSEIE

# multipath -11
3600a09803831347657244e52776639%94e dm-5 NETAPP,LUN C-Mode
size=80G features='3 queue if no path pg init retries 50'
hwhandler='1 alua' wp=rw
| -+- policy='service-time 0' prio=50 status=active
] = 3303330 sdd 8:48 active ready running
| |- 3:0:4:0 sdx 65:112 active ready running
‘—+- policy='service-time 0' prio=10 status=enabled
|- 14:0:2:0 sdfk 130:96 active ready running
- 14:0:5:0 sdgz 132:240 active ready running
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$4% . (RN SRIEPHFIRE

MRFE. EAILUBAEZNGENWWIDRMEIXEN"BE R B MTRZIgEMNSEREPHER
multipath.confo,

PIE
1. BEWWID:

/lib/udev/scsi id -gud /dev/sda

"sa"BEMNE B R B ASCSIEE,
a0, WWIDJ9 360030057024d0730239134810c0cb8330

2. BWWIDRINE"BE L2553

blacklist {
wwid 360030057024d0730239134810c0cb833
devnode " (ram|raw]|loop|fd|md|dm-|sr|scd|st) [0-9]*"
devnode "“hd[a-z]"

devnode "“cciss.*"

#5545 BENXONTAP LUNHIZERIZ S

MREHNENEZDEMENEHOLUN. #FREEAZERESHLERES. WEEEHEEXHTRRNEIER
FONTAP LUNMzasKEIEXEIGE multipath. confo &M, ONTAP LUNBJRETC AIETEAIZ To

BIQE Jetc/multipath.conf XX fF, RAIRIINMERDTRIRE, UTHAIEEBSNEEZRIESHFINLZE,

(D EANBFEONTAP LUNMEINSHIRE, BERERETVNEE HE. FEEAXLERE, AX
HAMER. BEXRNetAppZHER ). BRIRERARHNEHXRE,

RIS TRT A EREERAIAE. FEHRAFT. nultipath.conf XHRMENXT S

‘no_path retry ONTAP LUNAERZBHIE ‘path checker. BIREMPFXLESE. ESONTAPFEET
MEETEN. MBBEMEIRATFONTAP LUNBIXX A ARINIZE SR multipath. cont  BIEH
‘no_path retry B9 ‘path checkero
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Bl

defaults {
path checker readsector0
no path retry fail

devices {

device {
vendor "NETAPP"
product "LUN"
no path retry queue
path checker tur

E6w . EEEMRA

SUSE Linux Enterprise Server 15 SPx 5ONTAPTE&7Z1E LA T E A8,
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15 SP1

NetApp F5i% ID iyl Description
"1246622" EFESIRESIR(ERRE], (£ TEEERIEESERERRE, £/

Emulex LPe12002 8 Gb FC By Emulex LPe12002 8 Gb Yteti@iE

SLES15SP1 EMinizin A% #@m=l (FC) B SLES15SP1 ERYIZAE

PELEIRTS . i O Z 4RI PE LIRS, SFETS
MEFRIERSH, LIFHWXB5h
,» FHITRRiR VRSN 2R 98
o B, ZEHOKSAES
Y BRI " BEL "3 " R EFE
"o EREFIREESHERERN
LUN BR1ZHIR " P8 ", HSBX
L5 LUN 89 I/0 Hiltfr, &R LIARIE
PUTF R $HZE remoteport BY
HFHAER: —cat
/sys/class/fc_host/host*/device/rp
ort*/fc_remote_ports/rport*/port_n
ame
cat/sys/class/fc_host/host*/device
[rport*/fc_remote_ports/rport*/rpor

t state
15
NetApp £5i% ID il Description
"1154309" EMEshE, ST 20 MALE EFEsE, ST 20 ML
LUN B9 SLES 15 E#ATEE=# AN LUN B SLES 15 Mg #HAN
PR HIPE, ERUTEEG. HiP

BT HEAPIRI:

Give root password for
maintenance (or press

Control-D to continue)

F—$Rftar

* "7 ERUN{AfE A Linux Host Utilites TA" .

* THR ASM 58
B 17 &S 2 (Automatic Storage Management. ASM)$Z{&RIREEEE X LinuxZRIFZIEE. LUFEASMEE
IR R ERAH IR R AHEL, ONTAP EHIKZEASMELEEFERIMNBIR. XEKREHIBEFRIPHEIMNBME
SR, ASMARRGIHIE, FLihSFEAAEBGEENRNASMRIEENEES. BEEREILSRZE#HT
%, AXIFMER. BB " ETONTAPHIOracle#iEE",

* Tfi# SUSE Linux ML (KVM)

SUSE Linux AJLAfEA KVM E#le X, ERA AERET Linux RIZBYEIAL (KVM) BARTESMIEAR
S EBITZ T EM. KVM EHAFEIRONTAP LUN #HITEXNENEBIRE.
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Ubuntu

{EFHONTAP7Z(i&/9 FCP 1 iSCSI EZ& Ubuntu 24.04

Linux Host Utilities 2X{4 /91 E1ZZIONTAPIEAERY Linux ENIRHEIEMIZM T E, &
Ubuntu 24.04 FEH %3 Linux Host Utilities B, &0 LA{EH Host Utilities Z8BNIGE
IEONTAP LUN B9 FCP #1 iSCSI X121k,

B1% . (Flik)SFASAN/ZED
ERI LU EAECE N EFASANBRE N B H RS I Bt

FaZ Al

A" Ei2EERTE " RIEEHLInuIRIER S, ENEBLERZS(HBA). HBAEF. HBABEIBIOSFIONTAPKR
EEEFSANBR.

PIE
1. "8lJ# SAN B5h LUN FEFERET R EH]"(Z-X)
2. 7£PR%528 BIOS #5 SAN B51 LUN Mt RIAYER OB B SAN Bl

BXUfEIEA HBABIOS SR, BEEIMNET AN,
3. BRI ENHARIHRFRAR T ERHEETIET. URIERERS K.
2% . KELinux Host Utilities
NetApps2ZUE I L& Linux ENRAERF. USZFFONTAP LUNBIEH B A Z U SR AL B 2R,

"3 Linux Host Utilities 8.0" o
Z#Linux Host Utilities A& ERLinuxEA _EAER MBS E

B3 WIAEHHNZRERE

&A] LAfEEA Ubuntu 24.04 BYZER1IZREIEONTAP LUN,

BHFERATHIERLEE 7 ZBE. BRIEEEEENXIL Jetc/multipath.conf X, LUNEEEIONTAP LUNED
B T NetAppIEiX NI B,

S
1. IEXH RS “/etc/multipath.confiBH, MR EREFE. BEIE—INTHNEFHXHE:

touch /etc/multipath.conf

2. EROVENMHBY multipath.conf. EAREFERBAHBHZBERS UMEZINNIRE:
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systemctl enable multipathd

systemctl start multipathd

3. ERBEHENBT. =B Jetc/multipath.conf BF T XHEE B EhNEHNetApp BN EN Z BERSEIENER
INEE., EEEELL letc/multipath.conf ENEIXH. RAARERAER AT IERISFIFIEIEONTAP LUNRY

ZHRESIHITRIR.

TERETRTONTAP LUNBILInUXIREER A AN RIZ L RIESINEE,

ETREHILE

S8

detect_prio
dev_los_TMO
HEEE
fast_io_fail_sMO
features
flush_on_last_del

E R
no_path_retry
path_checker
path_grouping_policy
path_selector

Polling interval

PRIO

o

Retain Attached Hw_handler
rr_weight
user_friendly_names

N

4. IGIFONTAP LUNRISHIS BEMRIRIRE:

multipath -11

IEEIRE ...
=i

" TR "
Bpes

5.

"2 pG_INIT_retries 50"
=0,

0

AT

|ITURII
"Group_by-prio"
" BRE5HYIE 0"

5.

ONTAP

LUN

=0,

1] éﬁ_ n

73~

NetApp
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OIS BRESIZIFASA. AFFMIFASEEE, AXLEER, BTONTAP LUN AN FEBIHFER,
FENER, BRESMHEIERSHAL,

T RAIHEERTASA. AFFEXFASECEHFONTAP LUNRYIE##S IS BN BRI,

ASAFCE

ASAECE RILILIEML ELUNRIFRE R IZ. EEREEIIRS. XA LR BIFA BRIZRAI/01%
B, MIMIES1EEE,

kvl

# multipath -11
3600a098038314559533£524d6¢c652f62 dm-24 NETAPP,LUN C-Mode
size=10G features='3 queue if no path pg init retries 50'
hwhandler='1l alua' wp=rw
‘—+- policy='service-time 0' prio=50 status=active

|- 11:0:1:13 sdm 8:192 active ready running

|- 11:0:3:13 sdah 66:16 active ready running

|- 12:0:1:13 sdbc 67:96 active ready running

"= 12:0:3:13 sdbx 68:176 active ready running
AFFZ{FASEZE

AFFERFASECE N ABPAMARSEMBRRIEE, LIRS ER/ L UCEE R A PTIERIER2E
Rk, MARRRHBRRZLTEDRE, EXRHATRU. RAENBEMITRIZRRHRS. RBEEMLK
BEAAAN, T=ERIFLLERI.

UTROIERTEEMDEENMUBREMR D EE/AERAERIZAIONTAP LUNRYSH :

Bl

# multipath -11
3600a098038314837352453694b542f4a dm-0 NETAPP,LUN C-Mode
size=160G features='3 queue if no path pg init retries 50°'
hwhandler='1 alua' wp=rw
| -+- policy='service-time 0' prio=50 status=active
| |- 14:0:3:0 sdbk 67:224 active ready running
| "= 15:0:2:0 sdbl 67:240 active ready running
‘—+- policy='service-time 0' prio=10 status=enabled
|- 14:0:0:0 sda 8:0 active ready running
"= 15:0:1:0 sdv 65:80 active ready running
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$4% . (RN SRIEPHFIRE

MRFE. EAILUBAEZNGENWWIDRMEIXEN"BE R B MTRZIgEMNSEREPHER
multipath.confo,

PIE
1. BEWWID:

/lib/udev/scsi id -gud /dev/sda

"sa"BEMNE B R B ASCSIEE,
a0, WWIDJ9 360030057024d0730239134810c0cb8330

2. BWWIDRINE"BE L2553

blacklist {
wwid 360030057024d0730239134810c0cb833
devnode " (ram|raw]|loop|fd|md|dm-|sr|scd|st) [0-9]*"
devnode "“hd[a-z]"

devnode "“cciss.*"

#5545 BENXONTAP LUNHIZERIZ S

MREHNENEZDEMENEHOLUN. #FREEAZERESHLERES. WEEEHEEXHTRRNEIER
FONTAP LUNMzasKEIEXEIGE multipath. confo &M, ONTAP LUNBJRETC AIETEAIZ To

BIQE Jetc/multipath.conf XX fF, RAIRIINMERDTRIRE, UTHAIEEBSNEEZRIESHFINLZE,

(D EANBFEONTAP LUNMEINSHIRE, BERERETVNEE HE. FEEAXLERE, AX
HAMER. BEXRNetAppZHER ). BRIRERARHNEHXRE,

RIS TRT A EREERAIAE. FEHRAFT. nultipath.conf XHRMENXT S

‘no_path retry ONTAP LUNAERZBHIE ‘path checker. BIREMPFXLESE. ESONTAPFEET
MEETEN. MBBEMEIRATFONTAP LUNBIXX A ARINIZE SR multipath. cont  BIEH
‘no_path retry B9 ‘path checkero
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Bl

defaults {
path checker readsector0
no path retry fail

}

devices {

device {
vendor "NETAPP"
product "LUN"

no path retry queue
path checker tur

F64 . EEBEHM)A
BB B,
T—EHA?
e "7 HRYN{AI{ERALinux Host Utilites THE" .

* THEASM £
Bh7ziEE 12 (Automatic Storage Management. ASM)(R{&RIREBEEE K LinuxZRIFIRE. LUFASMEE
NG EEH IR R R RHIELHE, ONTAP LRI K ZEMASMECERERIMBIR. XEKEHIERIPHIMNRE
IR, ASMAREREGREIE, FEihmFHAAEREENNRNASMEREN ARG, BEEARLR ZEHT
BB, BXIFMEE. BHBR"ETONTAPHOracle#iEE",

* TH# Ubuntu Linux EXML (KVM)
Ubuntu Linux BJLAER KVM £l X#, SR UERET Linux RZBIEIANL (KVM) S ARTE R NIERAR
Fax EIB1TE PN EMWL. KVM EVAEZEIONTAP LUN #ITER ENEEIRE.

fEFAONTAP7Zi#/9 FCP #1 iSCSI EZ& Ubuntu 22.04

Linux Host Utilities X4 /91EIZZIONTAPIEAERY Linux EVIZHEIEFNZM TR, &
Ubuntu 22.04 41 _EZ%E Linux Host Utilities BY, &8 LA{EH Host Utilities SREEBHIRE
IEONTAP LUN HY FCP #0 iSCSI X321k,

$14 . (Ai%)SFSANZE)
A LU EV B E AFERSANB IR B EHIRS AT B,
FraZ
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ER"ERFERT A TIEERNILInuIR(ERS. ENSLEEEE(HBA). HBAREMF. HBASEIBIOSHIONTAPhR
KB EZFFSANBH,

TIE
1. "8l SAN B35 LUN FHEFERET R EH]"(Z-X)
2. 1£BR%328 BIOS H19 SAN BEh LUN MRSt R8s OB B SAN BEf.

HXIWNAIZA HBABIOS BE R, 152 ML E % XL,
3. EN R ENHARIHRMERAR T EREETIET. URIEREEETRM.
2825 R¥Linux Host Utilities
NetAppaB UiV RELinux EHNEAIEF. LUIZIFONTAP LUNEERFH hBh# A 15U A B $1E.

"% Linux Host Utilities 8.0"
(D ®sLinux Host Utilties TR B2 LinuxEH EMEMENBETIZE.
#3%: WATNNSHERE

&R LAEF Ubuntu 22.04 B2 ER1ZKEIEONTAP LUN,

BHERATNEHEE T ZRRZE. BRIEEEEENILL Jetc/multipath.conf X, UKREEEIONTAP LUNED
B T NetAppIEiX NI B,

p
1. BIEXHRE “fetc/multipath.confiBH, MREXHFRFE. BRI E=HNEFTXXMHE:

touch /etc/multipath.conf
2. BRBIEBNHEY multipath.conf. EAREREEBRAHBMNZHRERS UMEBERINNEE:

systemctl enable multipathd

systemctl start multipathd

3. FRBohENE. B Jetc/multipath.conf BF T XEE = B EhINENetApp BRI TN Z R EFZSEEN R
NGB, BEEELL letc/multipath.conf ENEIX . RARERFER T ERISFIFIEIEONTAP LUNAY
SRR SHHITRF.

THRERT ONTAP LUNBILInudRER G AR SR E SR E.
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BTRBHSE

28 EFIRE ...
detect_prio 28,
dev_los_TMO " PR "
HERE BB
fast_io_fail_sMO 5.

features "2 pG_INIT _retries 50"
flush_on_last_del 289,
R 0

no_path_retry BAFI
path_checker "TUR"
path_grouping_policy "Group_by-prio"
path_selector " AREZAY1E] 0"
Polling interval 5.

PRIO ONTAP

=R LUN

Retain Attached Hw_handler 28,

rr_weight "gFE—"
user_friendly_names &=

LR NetApp

4. I5FONTAP LUNHIBELIE B MR ZRE:

multipath -11
BINZBIZFSHZIFASA. AFFHIFASECE., EXLRRER, RPONTAP LUN AN FEBIUFRIZ. 7
EERY, BRI AIRES SRR,

TR S5 T ASA. AFFEFASEZE HONTAP LUNBYIEHS #uS B MBS
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ASAFCE

ASAECE RILILIEML ELUNRIFRE R IZ. EERFIEIIIRS. XFr LRI FA BRIZRAI/0%
B, MIMIES1E£EE,

Bl

# multipath -11
3600a098038314559533£524d6c652f62 dm-24 NETAPP,LUN C-Mode
size=10G features='3 queue if no path pg init retries 50'
hwhandler='1l alua' wp=rw
‘—+- policy='service-time 0' prio=50 status=active

|- 11:0:1:13 sdm 8:192 active ready running

|- 11:0:3:13 sdah 66:16 active ready running

|- 12:0:1:13 sdbc 67:96 active ready running

"= 12:0:3:13 sdbx 68:176 active ready running
AFFZFASEZE

AFFERFASECE N ABPAMARREMRREEE, LTS ER/ LI TR A PTIERIER2E
R, MARRRHBRRZLTEDRE. EXRHATRU. RAENBEMITRIZRRHRS. REEMLRK
BEAATAN. FofERIFMERE,

UTROIERT EEMDEENMUBREMRDEE/AERLERIZAIONTAP LUNAYSH |

Bl

# multipath -11
3600a098038314837352453694b542f4a dm-0 NETAPP,LUN C-Mode
size=160G features='3 queue if no path pg init retries 50'
hwhandler='1 alua' wp=rw
| -+- policy='service-time 0' prio=50 status=active
| |- 14:0:3:0 sdbk 67:224 active ready running
| "= 15:0:2:0 sdbl 67:240 active ready running
‘—+- policy='service-time 0' prio=10 status=enabled
|- 14:0:0:0 sda 8:0 active ready running
- 15:0:1:0 sdv 65:80 active ready running

F4% . (IE)MZRIEPHFIRE
NRFE. BALURAFERKENWWIDRMEIX YRR 2" HD. MMRZIgEMSBREZFHIEE

multipath.confo

p
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1. BEWWID:

/lib/udev/scsi id -gud /dev/sda

"sa" B ENINZEIFRR BHRAMSCSIHEE,
{5140, WWIDJ3 360030057024d0730239134810c0cb833,

2. BWWIDFINE" B "8 45:

blacklist {
wwid 360030057024d0730239134810c0cb833
devnode "” (ram|raw]|loop|fd|md|dm-|sr|scd|st) [0-9]*"
devnode ""“hd[a-z]"

devnode ""cciss.*"

#5545 BENXONTAP LUNHIZIRZREE

MREHENVIEZD HEMENEALUN. FEEAIZBRESHISERES ﬂ%gfﬁ SEXHFRRINE &R
FONTAP LUNHJzasREIEXLEIGE multipath. confo BN ONTAP LUNAIBE TS AR FERIE T,

IHHE Jetc/multipath.conf X1, F3IBHINMEIBDHENIKE, U T HRAEBEENIREZRESHNHINEE,

@ EANEBEONTAP LUNE’\JEW‘»X{%*ﬁxﬁo BRERETIEREMNE. FEEAXERE, X
HAES. BB RNetAppFFE ). ERRERAHNAHXHE,

IR RAIE R T A B IR ESRAIAE. ELREIH. multlpath conf  XHFAMEX TS

‘no path retry ONTAP LUNAIERZBHE "path checker. BIEMPFRXLESE. ESONTAPIEEES
EEEIEN. MEBEEMEIINEATFONTAP LUNBIXXHRINEEEER nultipath. conf  BIEFM

‘no path retry HYfH ‘path checkers

234



Bl

defaults {
path checker readsector0
no path retry fail

}

devices {

device {
vendor "NETAPP"
product "LUN"

no path retry queue
path checker tur

F64 . EEBEHM)A
BB B,
T—EHA?
e "7 HRYN{AI{ERALinux Host Utilites THE" .

* THEASM £
Bh7ziEE 12 (Automatic Storage Management. ASM)(R{&RIREBEEE K LinuxZRIFIRE. LUFASMEE
NG EEH IR R R RHIELHE, ONTAP LRI K ZEMASMECERERIMBIR. XEKEHIERIPHIMNRE
IR, ASMAREREGREIE, FEihmFHAAEREENNRNASMEREN ARG, BEEARLR ZEHT
BB, BXIFMEE. BHBR"ETONTAPHOracle#iEE",

* TH# Ubuntu Linux EXML (KVM)
Ubuntu Linux BJLAER KVM £l X#, SR UERET Linux RZBIEIANL (KVM) S ARTE R NIERAR
Fax EIB1TE PN EMWL. KVM EVAEZEIONTAP LUN #ITER ENEEIRE.

fEFAONTAP7Zi/9 FCP #1 iSCSI EZ& Ubuntu 20.04

BCE Ubuntu 20.04 LIS Z 1R, HEFONTAPIZAERY FCP 1 iSCSI thili#EHIFES
IS E,

Linux Host Utilities 24 8 F 2 #F Ubuntu 121ER S,

@ gx\%gﬁnmﬁg?m&m@wm (KVM) €&, E7 ONTAP LUN = B=hBRETEI B B 1212
o
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1% (Flik)BFASAN/S LD
EEI LU ENECE AFERSANB IR EEHEHIRS AT Bt

a2 Al

A" ERFERT A TIEERNILInuIRIERS. EHELEEEI(HBA). HBAEH. HBASEIBIOSFHIONTAPhYR
REEXFFSANZES,

Lz
1. "8J## SAN B5) LUN HIFE MR EH"(EHX)
2. 7THRS328 BIOS H9 SAN E5h LUN Mt R8O /B A SAN BEf.

BXUFEAE HBABIOS ME 8, 1BE NN EE B XX,
3. EMRMENHLIHRMERAZRTERMAEEEIT. LRI ER T,
T 2. WIATHINZRRRE
BT LU{ERS Ubuntu 20.04 BZERIZSFEIEONTAP LUN,

ERFERANEIVEHEE T ZRE. BRIIESTEENIL /etc/multipath.conf X4, LUREETENONTAP LUNED
& T NetAppBiNENIRE.

p
1. I HRER “Jetc/multipath.confiBH, IIRMEXHAREFE. BER—IE=HNEFDXMHE:

touch /etc/multipath.conf

2. BRBIEXMHBY multipath. conf. ZRIRERERBAHBIIZSBREZMRS LUNBENNIRE:

systemctl enable multipathd

systemctl start multipathd

3. BRBEhENE. =B Jetc/multipath.conf EF T X H4E = BEINFHNetAppIR NI N ZEREFSEIEN
NGB, BEFEELN letc/multipath.conf EABIXH. RRERSAFERFTEFRIRGIFEIEONTAP LUNAY
ZRESEHITRIR

TERERTONTAP LUNBILINnUXIZER AR BN RIZ L RESINEE,
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BTRBHSE

28 EFIRE ...
detect_prio 28,
dev_los_TMO " PR "
HERE BB
fast_io_fail_sMO 5.

features "2 pG_INIT _retries 50"
flush_on_last_del 289,
R 0

no_path_retry BAFI
path_checker "TUR"
path_grouping_policy "Group_by-prio"
path_selector " AREZAY1E] 0"
Polling interval 5.

PRIO ONTAP

=R LUN

Retain Attached Hw_handler 28,

rr_weight "gFE—"
user_friendly_names &=

LR NetApp

4. I5FONTAP LUNHIBELIE B MR ZRE:

multipath -11
BINZBIZFSHZIFASA. AFFHIFASECE., EXLRRER, RPONTAP LUN AN FEBIUFRIZ. 7
EERY, BRI AIRES SRR,

TR S5 T ASA. AFFEFASEZE HONTAP LUNBYIEHS #uS B MBS
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ASAFCE

ASAECE RILILIEML ELUNRIFRE R IZ. EERFIEIIIRS. XFr LRI FA BRIZRAI/0%
B, MIMIES1E£EE,

Bl

# multipath -11
3600a098038314559533£524d6c652f62 dm-24 NETAPP,LUN C-Mode
size=10G features='3 queue if no path pg init retries 50'
hwhandler='1l alua' wp=rw
‘—+- policy='service-time 0' prio=50 status=active

|- 11:0:1:13 sdm 8:192 active ready running

|- 11:0:3:13 sdah 66:16 active ready running

|- 12:0:1:13 sdbc 67:96 active ready running

"= 12:0:3:13 sdbx 68:176 active ready running
AFFZFASEZE

AFFERFASECE N ABPAMARREMRREEE, LTS ER/ LI TR A PTIERIER2E
R, MARRRHBRRZLTEDRE. EXRHATRU. RAENBEMITRIZRRHRS. REEMLRK
BEAATAN. FofERIFMERE,

UTROIERT EEMDEENMUBREMRDEE/AERLERIZAIONTAP LUNAYSH |

Bl

# multipath -11
3600a098038314837352453694b542f4a dm-0 NETAPP,LUN C-Mode
size=160G features='3 queue if no path pg init retries 50'
hwhandler='1 alua' wp=rw
| -+- policy='service-time 0' prio=50 status=active
| |- 14:0:3:0 sdbk 67:224 active ready running
| "= 15:0:2:0 sdbl 67:240 active ready running
‘—+- policy='service-time 0' prio=10 status=enabled
|- 14:0:0:0 sda 8:0 active ready running
- 15:0:1:0 sdv 65:80 active ready running

TSR3 (Fik) NEBRERHRRE
NRFE. BALURAFERKENWWIDRMEIX A4 BB E"HD. MMRZIgEMSBREZFHIER

multipath.confo

p
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1. BEWWID:

/lib/udev/scsi id -gud /dev/sda

"sa" B ENINZEIFRR BHRAMSCSIHEE,
{5140, WWIDJ3 360030057024d0730239134810c0cb833,

2. BWWIDFINE" B "8 45:

blacklist {
wwid 360030057024d0730239134810c0cb833
devnode "” (ram|raw]|loop|fd|md|dm-|sr|scd|st) [0-9]*"
devnode ""“hd[a-z]"

devnode ""cciss.*"

$IE 4. BEXONTAP LUN ML EIZSH

MREHENVEZD EMENEALUN. FEEAIZBRESHISERES ﬂ%gfﬁ SEXHFHRRINE 1EA
FONTAP LUNHJzasRE IEXLEIRE multipath. confo BN ONTAP LUNAIBE TS AR FERIE T,

IHHE Jetc/multipath.conf X1, F3IBHINMEIBDHENIKE, U T HRAEBEENIREZRESHNHINEE,

@ EANEBEONTAP LUNE’\JEW‘»X{%*ﬁxﬁo BRERETIEREMNE. FEEAXERE, X
HAES. BB RNetAppFFE ). ERRERAHNAHXHE,

IR RAIE R T A B IR ESRAIAE. ELREIH. multlpath conf  XHFAMEX TS

‘no path retry ONTAP LUNAIERZBHE "path checker. BIEMPFRXLESE. ESONTAPIEEES
EEEIEN. MEBEEMEIINEATFONTAP LUNBIXXHRINEEEER nultipath. conf  BIEFM

‘no path retry HYfH ‘path checkers
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Bl

defaults {
path checker readsector0
no path retry fail

}

devices {

device {
vendor "NETAPP"
product "LUN"

no path retry queue
path checker tur

S 5. BEECEHIA
2B EHIE,
T—HRHA?
* THZ Ubuntu Linux ML (KVM)

Ubuntu Linux BT AEA KVM FEH. X#E, EFEe] UMERET Linux RIZAIEIL (KVM) B ARTE R MIIEAR
£ FIETZ PN EM. KVM ENAEZEIFONTAP LUN #ITERXENAEEIRE.

Veritas

BZE Veritas Infoscale 9 L{23% FC. FCoE #1 iSCSI LIX&zONTAPZf&

Linux Host Utilities 204 /915122 ONTAPTZ(ERY Linux EAIRMHEIEMIZEr TR, £
Veritas Infoscale 9 BY Linux AL 2R, Z#F Oracle Linux (BF Red Hat #&W1%
) . Red Hat Enterprise Linux (RHEL) #1 SUSE Linux Enterprise Server 4|, LIz#%E
FHONTAP LUN &IE FC. FCoE #iSCSI 1i}ig{E,

B1% . (Flik) S FASAN/SED
TR LIS ENECE N EASANB I KE N B H RS Y Bt

Fazal

s EREIREIERT A IEEMLINUIRERS. EHELIEEES(HBA). HBAEIF. HBARBEIBIOS
FIONTAPhRZAS B T 2 I FSANB Tl

* 155 Veritas 1P (FmiEfE. FAEHM HCL M) LUSIE SAN Bt E M E AR,
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pZ
1. "83# SAN B5) LUN HFEE MR EH"(EHX)
2. 7TARS328 BIOS Hy SAN E5h LUN Mt R8O /B A SAN BEf.

BXUMEIFEAE HBABIOS ISR, 1BENHENEE B,
3. ENEMENHRIHRMERAARTERMALETEET. MR ERE .

$2% . LELinux Host Utilities

NetAppsRZUHETE "Z4E Linux EASEAHER" ZHFONTAP LUN B2, HihBiHASZIFWEREEHE,

@ ZZLinux Host Utilities A2 B M LinuxEH ERERENBIHEE,

HIE 3. HIAEH LM Veritas hSZRIRECE

£ Veritas BIASZE&1Z (VXDMP) # Veritas Infoscale 9 SREIEONTAP LUN,

AR VXDMP B EHEBZIEHNEN L, EEEWIE VXDMP BEE, HIOEMFIZiEE (ASL) FFESIHRIER
(APM) ECE . NetAppfEfiERFiHI ASL #1 APM R4 B2 7E Veritas I RELIEHREM,

@ W FBZEFIFE, B1F Veritas Infoscale. Linux Native Device Mapper 1 LVM &EIE28,
1585 Veritas FFmBEEXHELU T BREEIRE,

FraZ
BRERENIEETERAER, 20 "BiZ(E4ERITE" LUK Veritas HCL %Ep%,

p
1. HaIAONTAPB5fE5 E1%EHEE] VXDMP ZH81Z !

vxdmpadm
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Bl

#vxdmpadm listenclosure

ENCLR NAME ENCLR TYPE ENCLR SNO STATUS

ARRAY TYPE LUN COUNT FTIRMWARE

info asal Info ASA 81KDT+YTg35P CONNECTED
ALUA 20 9161

infoscall Infoscal 810cg?z7hPzC CONNECTED
ALUA 23 9181

# vxdmpadm getdmpnode

NAME STATE ENCLR-TYPE PATHS ENBL DSBL ENCLR-NAME
infoscall 22 ENABLED Infoscal 4 4 0
infoscall

2. 05 ASL 1 APM B ERECE. NetAppIiEfER Veritas STF 1P Mk _E 5! H A RHT R X H 4 o

B ASL 1 APM B2 & =1l

# vxdmpadm list dmpnode dmpnodename=infoscall 22 | grep asl
asl = libvxnetapp.so

# vxddladm listversion |grep libvxnetapp.so
libvxnetapp.so vm-8.0.0-rev-1 8.0

# rpm -ga |grep VRTSaslapm
VRTSaslapm-9.0.3-RHELS.x86 64

#vxddladm listsupport libname=libvxnetapp.so
ATTR NAME ATTR VALUE

LIBNAME libvxnetapp.so
VID NETAPP
PID All

ARRAY TYPE ALUA, A/A

3. AT EFEHMERBRFPRERERALE, BHINEEIREUT Veritas VXDMP BJIES K

B EFLE ...
dmp_lun_retry_timeout 60
dmp_path_age 120
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2 EEIRE ...

dmp_restore_interval 60

4. BDMPEIESHISENTEL:

# vxdmpadm settune dmp tunable=value

°. IFHIATIAS IR EIEH:

# vxdmpadm gettune

UTRFIETRT SAN 4 EBREY VXDMP B IS
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Bl

# vxdmpadm gettune

Tunable

dmp cache open

dmp daemon count

dmp delayqg interval
dmp display alua states
dmp fast recovery

dmp health time

dmp iostats state

dmp log level

dmp low impact probe
dmp lun retry timeout
dmp path age

dmp pathswitch blks shift
dmp probe idle lun
dmp probe threshold
dmp restore cycles
dmp restore interval
dmp restore policy
dmp restore state

dmp retry count

dmp scsi timeout

dmp sfg threshold

dmp stat interval

dmp monitor ownership
dmp monitor fabric

dmp native support

6. ECE hiNEERTE:

244

Current Value

on

10

15

on

on

60
enabled
1

on

60

120

9

on

5

10

60

check disabled

enabled
5

20

1

1

on

on

off

Default Value
on

10

15

on

on

60
enabled
1

on

30

300

9

on

5

10

300
check disabled
enabled
5

20

1

1

on

on

off



FCIFCoE
R FC #1 FCoE BYZAIABRT{E,

iSCSI

RE replacement timeout BEEIEH 120,

iSCS| replacement timeout ZE#ITH iISCS| BEEBNBIEHNSEEMEL ZAINFFZKEE]
, REBIEENERITEMG L. NetAppEIIZELTE: replacement timeout TE iSCSIECE
XHRIRE N 120,

Nl

# grep replacement timeout /etc/iscsi/iscsid.conf
node.session.timeo.replacement timeout = 120

7. ISIEONTAP LUNBISEGS B MR RIRE:

7EAFF, FASTASABRE, #1ONTAPLUN FRBEEMARE, FI5HHEHN, BiumanEsTa

SRR,

UTREIETRTASA. AFFEFASEZEFONTAP LUN BIIEESEISBE MR FRIRS.

245



ASAFCE

ASAECE RILILIEML ELUNRIFRE R IZ. EERFIEIIIRS. XFr LRI FA BRIZRAI/0%
E. MRS 1488,

Bl

# vxdmpadm getsubpaths dmpnodename=infoscall 21
NAME STATE [A] PATH-TYPE [M] CTLR-NAME ENCLR-TYPE ENCLR-
NAME ATTRS PRIORITY

sdby ENABLED (A) Active/Optimized cl Infoscal infoscall

sddx ENABLED (A) Active/Optimized c2 Infoscal infoscall

sdfe ENABLED (A) Active/Optimized cl Infoscal infoscall

sdfo ENABLED (A) Active/Optimized c2 Infoscal infoscall
AFFZ{FASE &

AFFEFASECE N BB MA MR EMBRMERET, MARRSNED/MARZHRSAENERISE
R, MARBRRNRELTEDRS. EXRHETMHRAL. ANElBEMITEHSERERS. RBEMRK
BEAAIAN. F=ERIFLLERI,

UTFREIERTBEERNEMLEREMNMR D EE/AERKEEZBIONTAP LUNBYAIH :

BRI

# vxdmpadm getsubpaths dmpnodename-sfracO 47
NAME STATE[A] PATH-TYPE [M] CTLR-NAME ENCLR-TYPE ENCLR-
NAME ATTRS PRIORITY

sdas ENABLED Active/Non-Optimized cl13 SFRAC sfracO
;db E;IABLED(A) Active/Optimized cl4 SFRAC sfracO
;dcj EI:IABLED(A) Active/Optimized cld SEFRAC sfracO
;dea EI:IABLED Active/Non-Optimized cl4 SFRAC sfracO
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$I%: BRI
REBAN,
T—H R

* "7 RUNMEIE R Linux Host Utilities TA" o

BOE Veritas Infoscale 8 L{z3% FC. FCoE #1 iSCSI LIX&zONTAPZf&

Linux Host Utilities 2X {91 & ZIONTAPTEAERY Linux EHIREEENIZETE, £
Veritas Infoscale 8 for Oracle Linux (E7F Red Hat #&R1%) . Red Hat Enterprise
Linux (RHEL) #1 SUSE Linux Enterprise Server #1_ERY Linux ENEEER, USIEE
FEONTAP LUN &I FC. FCoE #iSCSI M¥i2fE,

FE1F: (%) SHESANZE
EA LU ENERE NERSANB IR E LS EHF RS AT Bt

ez Al

s FA'EIREERTE WIEENLInuIZERSK. EV2L&ERCES(HBA). HBAEH. HBAREIBIOS
HIONTAPhRAS B E Z1FSANE B,

* {EE07) Veritas Z3F P (FER5EME. FETHA HCL %EF%E) LUISIE SAN Bt B ZiFf e Minat,

TE
1. "8l SAN B35 LUN FHEFERET R EH]"(Z-X)
2. 1£BR%328 BIOS H19 SAN EEh LUN M&t R8s OB B SAN BEf.

BXUIFRER HBABIOS ISR, BTN EAXH.

3. B RSN ARHMFRGREEAHAEEET. UERERTNY.

$2% . R¥Linux Host Utilities

NetApp3RZUERS 223 Linux THISFIRZF" SHONTAP LUN 32, HIBhRAS IR EmRELRIE,
(D #sLinux Host Utilties TR B LinuxEH EMEMENBETZE.

S 3 BIAEHLEH Veritas IHESHRERE

£ Veritas TS Z&1E (VXDMP) # Veritas Infoscale 8 SREIEONTAP LUN,

Atk VxDMP BEEHECERIENEN L, EFEEWIE VXDMP BBE, HIOEMFISERE (ASL) FFEFIERBRIRR
(APM) EEE. NetAppfEfiERZHY ASL #1 APM RE-EIZTE Veritas G RIS P REN,

@ HTF B ZIRRIFIE, BHE Veritas Infoscale. Linux Native Device Mapper #1 LVM & & 1228,
1855 Veritas BB T REEEIRE,
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ez Al
FRRENEERERAENK, S0 "E(FIERTE" LUK Veritas HCL 8%,

R
1. HaIAONTAP B 5fE5 EiEHEE] VXDMP ZH81Z !

vxdmpadm

Bl

# vxdmpadm listenclosure

ENCLR NAME ENCLR TYPE ENCLR SNO STATUS ARRAY TYPE

LUN_ COUNT FIRMWARE

sfracO SFRAC 804Xw$SPgE52h CONNECTED ALUA 43
9800

# vxdmpadm getdmpnode

NAME STATE ENCLR-TYPE PATHS ENBL DSBL ENCLR-NAME
sfracO 47 ENABLED SFRAC 4 4 0 sfrac0

2. 105 ASL 1 APM B ERECE. NetAppIiEfER Veritas STF TP Mk _E 5! IR X H 4 8.

B~ ASL 1 APM B2 & 1l

# vxdmpadm list dmpnode dmpnodename=sfrac0O0 47 | grep asl
asl = libvxnetapp.so

# vxddladm listversion |grep libvxnetapp.so
libvxnetapp.so vm-8.0.0-rev-1 8.0

# rpm -ga |grep VRTSaslapm
VRTSaslapm-x.x.x.0000-RHEL8.X86 64

vxddladm listsupport libname=libvxnetapp.so
ATTR NAME ATTR VALUE

LIBNAME libvxnetapp.so
VID NETAPP
PID All

ARRAY TYPE ALUA, A/A
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3. AT EFMEHIERBIREPRERERALE, BHWINEEIREUT Veritas VXDMP BS54

S8 EEIRE ...
dmp_lun_retry_timeout 60
dmp_path_age 120
dmp_restore_interval 60

4. BDMPEIFSHISENTEL:

# vxdmpadm settune dmp tunable=value
S BN ARSI EER:

# vxdmpadm gettune

UTRFIETRT SAN 4 EBREY VXDMP B IS

249



Bl

# vxdmpadm gettune

Tunable

dmp cache open

dmp daemon count

dmp delayqg interval
dmp display alua states
dmp fast recovery

dmp health time

dmp iostats state

dmp log level

dmp low impact probe
dmp lun retry timeout
dmp path age

dmp pathswitch blks shift
dmp probe idle lun
dmp probe threshold
dmp restore cycles
dmp restore interval
dmp restore policy
dmp restore state

dmp retry count

dmp scsi timeout

dmp sfg threshold

dmp stat interval

dmp monitor ownership
dmp monitor fabric

dmp native support

6. ECE hiNEERTE:

250

Current Value

on

10

15

on

on

60
enabled
1

on

60

120

9

on

5

10

60

check disabled

enabled
5

20

1

1

on

on

off

Default Value
on

10

15

on

on

60
enabled
1

on

30

300

9

on

5

10

300
check disabled
enabled
5

20

1

1

on

on

off



FCIFCoE
R FC #1 FCoE BYZAIABRT{E,

iSCSI

RE replacement timeout BEEIEH 120,

iSCSI replacement timeout ZE#ITH iISCS| BEBNRENTEEMEIL Z N FFZKTE]
, REBEAMERITEMG L. NetAppEIUEELTE: replacement timeout 7E iSCSI FLE
XHRIRE N 120,

Nl

# grep replacement timeout /etc/iscsi/iscsid.conf
node.session.timeo.replacement timeout = 120

7. 1%E RHEL 8 #1 9 &5 FENIHIEMN“udev rport™{E, LAZHF Veritas Infoscale MR EZ BRI 2R HPIIE
1T

BT Bl R AZE ‘udev rport’{E /etc/udev/rules.d/40-rport.rules XHRBWT:
# cat /etc/udev/rules.d/40-rport.rules
KERNEL=="rport-*", SUBSYSTEM=="fc remote ports", ACTION=="add",
RUN+=/bin/sh -c 'echo 20 >

/sys/class/fc_remote ports/%$k/fast io fail tmo;echo 864000
>/sys/class/fc remote ports/%k/dev_loss tmo'"

(D) A% Veritas WFTEEASEIZE, B2 Veritas Infoscale 1R &30t

8. IHIFONTAP LUNKYSHIS BEMBENRE:

TEAFF. FASTHASAECER, EONTAP LUN AU EZEBIINELRERE, FHEKER, @EiIME&REE A

SEEH,

UTFRAIETRTASA. AFFE{FASEZEFONTAP LUN HIIESEGE BB RRS,
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ASAFCE

ASAECE RILILIEML ELUNRIFRE R IZ. EERFIEIIIRS. XFr LRI FA BRIZRAI/0%
E. MRS 1488,

Bl

# vxdmpadm getsubpaths dmpnodename-sfracO 47
NAME STATE[A] PATH-TYPE [M] CTLR-NAME ENCLR-TYPE ENCLR-
NAME ATTRS PRIORITY

sdas ENABLED (2A) Active/Optimized cl13 SFRAC sfracO

sdb ENABLED (A) Active/Optimized cl4 SFRAC sfracO

sdcj ENABLED(A) Active/Optimized cld SFRAC sfracO

sdea ENABLED (A) Active/Optimized cl4 SFRAC sfracO
AFFZ{FASE &

AFFEFASECE N BB MA MR EMBRMERET, MARRSNED/MARZHRSAENERISE
R, MARBRRNRELTEDRS. EXRHETMHRAL. ANElBEMITEHSERERS. RBEMRK
BEAAIAN. F=ERIFLLERI,
UTFREIERTBEERNEMLEREMNMR D EE/AERKEEZBIONTAP LUNBYAIH :

BRI

# vxdmpadm getsubpaths dmpnodename-sfracO 47
NAME STATE[A] PATH-TYPE [M] CTLR-NAME ENCLR-TYPE ENCLR-
NAME ATTRS PRIORITY

sdas ENABLED Active/Non-Optimized cl13 SFRAC sfracO
;db E;IABLED(A) Active/Optimized cl4 SFRAC sfracO
;dcj EI:IABLED(A) Active/Optimized cld SEFRAC sfracO
;dea EI:IABLED Active/Non-Optimized cl4 SFRAC sfracO



$I%: BRI
REBAN,
T—H R

* "7 RUNMEIE R Linux Host Utilities TA" o

BZE Veritas Infoscale 7 U235 FC. FCoE #1 iSCSI LIX&zONTAPZf&

Linux Host Utilities 2R {4 91512 ZIONTAPTZAERY Linux ENVURHEEEN2 TR, £H8
Veritas Infoscale 7 BY Linux AL 2R, #5F Oracle Linux (EF Red Hat &A%
) . Red Hat Enterprise Linux (RHEL) #1 SUSE Linux Enterprise Server Z#/l, LIZ#FfE
FIONTAP LUN &I FC. FCoE #iSCSI #hiligfE,

F1P: (A%E)SHESANZEN
EA LU ENERE NERSANR IR E LS EHFIES AT Bt

ez Al

s FA'EIREERTE WIEENLInuIZERSK. EV2L&ERCES(HBA). HBAEF. HBAREIBIOS
HIONTAPhRAS B E Z1FSANE B,

* {EE07) Veritas Z3F P (FER5EME. FETHA HCL %EF%E) LUISIE SAN Bt B ZiFf e Minat,

TE
1. "8l SAN B35 LUN FHEFERET R EH]"(Z-X)
2. 1£BR%328 BIOS H19 SAN EEh LUN M&t R8s OB B SAN BEf.

BXUMEEAE HBABIOS ISR, 1BENHNEE B,
3. EMRMENHRIHRMEAAZRTERAEEEIT. URIEARER TR,
$2%: L% Linux Host Utilities

NetApp3RZUERS 223 Linux THISFIRZF" SHONTAP LUN 32, HIBhRAS IR EmRELRIE,
() %Linux Host Utilities R B LinuxEH LEIEFIEHBETEE.

HIE 3. HWIAEN LM Veritas hSZRZECE

R Veritas BhASZER1Z (VXDMP) # Veritas Infoscale 7 SREIEONTAP LUN,

Atk VxDMP BEEHECERIENEN L, EFEEWIE VXDMP BBE, HIOEMFISERE (ASL) FFEFIERBRIRR
(APM) EEE. NetAppfEfiERZHY ASL #1 APM RE-EIZTE Veritas G RIS P REN,

@ HTF B ZIRRIFIE, BHE Veritas Infoscale. Linux Native Device Mapper #1 LVM & & 1228,
1855 Veritas BB T REEEIRE,
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ez Al
FRRENEERERAENK, S0 "E(FIERTE" LUK Veritas HCL 8%,

R
1. HaIAONTAP B 5fE5 EiEHEE] VXDMP ZH81Z !

vxdmpadm

Bl

# vxdmpadm listenclosure

ENCLR NAME ENCLR TYPE ENCLR SNO STATUS ARRAY TYPE

LUN_ COUNT FIRMWARE

sfracO SFRAC 804Xw$SPgE52h CONNECTED ALUA 43
9800

# vxdmpadm getdmpnode

NAME STATE ENCLR-TYPE PATHS ENBL DSBL ENCLR-NAME
sfracO 47 ENABLED SFRAC 4 4 0 sfrac0

2. 105 ASL 1 APM B ERECE. NetAppIiEfER Veritas STF TP Mk _E 5! IR X H 4 8.

B~ ASL 1 APM B2 & 1l

# vxdmpadm list dmpnode dmpnodename=sfrac0O0 47 | grep asl
asl = libvxnetapp.so

# vxddladm listversion |grep libvxnetapp.so
libvxnetapp.so vm-8.0.0-rev-1 8.0

# rpm -ga |grep VRTSaslapm
VRTSaslapm-x.x.x.0000-RHEL8.X86 64

vxddladm listsupport libname=libvxnetapp.so
ATTR NAME ATTR VALUE

LIBNAME libvxnetapp.so
VID NETAPP
PID All

ARRAY TYPE ALUA, A/A
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3. AT EFMEHIERBIREPRERERALE, BHWINEEIREUT Veritas VXDMP BS54

S8 EEIRE ...
dmp_lun_retry_timeout 60
dmp_path_age 120
dmp_restore_interval 60

4. BDMPEIFSHISENTEL:

# vxdmpadm settune dmp tunable=value
S BN ARSI EER:

# vxdmpadm gettune

UTRFIETRT SAN 4 EBREY VXDMP B IS
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Bl

# vxdmpadm gettune

Tunable

dmp cache open

dmp daemon count

dmp delayqg interval
dmp display alua states
dmp fast recovery

dmp health time

dmp iostats state

dmp log level

dmp low impact probe
dmp lun retry timeout
dmp path age

dmp pathswitch blks shift
dmp probe idle lun
dmp probe threshold
dmp restore cycles
dmp restore interval
dmp restore policy
dmp restore state

dmp retry count

dmp scsi timeout

dmp sfg threshold

dmp stat interval

dmp monitor ownership
dmp monitor fabric

dmp native support

6. ECE hiNEERTE:

256

Current Value

on

10

15

on

on

60
enabled
1

on

60

120

9

on

5

10

60

check disabled

enabled
5

20

1

1

on

on

off

Default Value
on

10

15

on

on

60
enabled
1

on

30

300

9

on

5

10

300
check disabled
enabled
5

20

1

1

on

on

off



FCIFCoE
R FC #1 FCoE BYZAIABRT{E,

iSCSI

RE replacement timeout BEEIEH 120,

iSCSI replacement timeout ZE#ITH iISCS| BEBNRENTEEMEIL Z N FFZKTE]
, REBEAMERITEMG L. NetAppEIUEELTE: replacement timeout 7E iSCSI FLE
XHRIRE N 120,

Nl

# grep replacement timeout /etc/iscsi/iscsid.conf
node.session.timeo.replacement timeout = 120

7. 1%E RHEL 8 #1 9 &5 FENIHIEMN“udev rport™{E, LAZHF Veritas Infoscale MR EZ BRI 2R HPIIE
1T

BT Bl R AZE ‘udev rport’{E /etc/udev/rules.d/40-rport.rules XHRBWT:
# cat /etc/udev/rules.d/40-rport.rules
KERNEL=="rport-*", SUBSYSTEM=="fc remote ports", ACTION=="add",
RUN+=/bin/sh -c 'echo 20 >

/sys/class/fc_remote ports/%$k/fast io fail tmo;echo 864000
>/sys/class/fc remote ports/%k/dev_loss tmo'"

(D) A% Veritas WFTEEASEIZE, B2 Veritas Infoscale 1R &30t

8. IHIFONTAP LUNKYSHIS BEMBENRE:

TEAFF. FASTHASAECER, EONTAP LUN AU EZEBIINELRERE, FHEKER, @EiIME&REE A

SEEH,

UTFRAIETRTASA. AFFE{FASEZEFONTAP LUN HIIESEGE BB RRS,

257



258

ASAFCE

ASAECE RILILIEML ELUNRIFRE R IZ. EERFIEIIIRS. XFr LRI FA BRIZRAI/0%
E. MRS 1488,

Bl

# vxdmpadm getsubpaths dmpnodename-sfracO 47
NAME STATE[A] PATH-TYPE [M] CTLR-NAME ENCLR-TYPE ENCLR-
NAME ATTRS PRIORITY

sdas ENABLED (2A) Active/Optimized cl13 SFRAC sfracO

sdb ENABLED (A) Active/Optimized cl4 SFRAC sfracO

sdcj ENABLED(A) Active/Optimized cld SFRAC sfracO

sdea ENABLED (A) Active/Optimized cl4 SFRAC sfracO
AFFZ{FASE &

AFFEFASECE N BB MA MR EMBRMERET, MARRSNED/MARZHRSAENERISE
R, MARBRRNRELTEDRS. EXRHETMHRAL. ANElBEMITEHSERERS. RBEMRK
BEAAIAN. F=ERIFLLERI,
UTFREIERTBEERNEMLEREMNMR D EE/AERKEEZBIONTAP LUNBYAIH :

BRI

# vxdmpadm getsubpaths dmpnodename-sfracO 47
NAME STATE[A] PATH-TYPE [M] CTLR-NAME ENCLR-TYPE ENCLR-
NAME ATTRS PRIORITY

sdas ENABLED Active/Non-Optimized cl13 SFRAC sfracO
;db E;IABLED(A) Active/Optimized cl4 SFRAC sfracO
;dcj EI:IABLED(A) Active/Optimized cld SEFRAC sfracO
;dea EI:IABLED Active/Non-Optimized cl4 SFRAC sfracO



$I%: BRI
REBAN,
T—H R

* "7 RUNMEIE R Linux Host Utilities TA" o

BZE Veritas Infoscale 6 L{23% FC. FCoE #1 iSCSI LIX&zONTAPZf&

Linux Host Utilities X4 /2 ZIONTAPTFAERY Linux EARMEEEMIZET TR, £
Veritas Infoscale 6 for Oracle Linux (F Red Hat & R1%Z). Red Hat Enterprise Linux
(RHEL) #0 SUSE Linux Enterprise Server 41 LM Linux EHEBIEF, LUkiFE
FIONTAP LUN &I FC. FCoE #iSCSI 3%k,

F1F: (%) SHESANZEN
EA LU ENERE NERSANB IR E L SEHF RS AT Bt

ez Al

s FA'EIREERTE WIEENLInuIZERSK. EV2&ERIES(HBA). HBAEH. HBAREIBIOS
HIONTAPhRAS B E Z1FSANE B,

* {EE07) Veritas Z3F P (FER5EME. FETHA HCL %EF%E) LUISIE SAN Bt B ZiFf e Minat,

TE
1. "8l SAN B35 LUN FHEFERET R EH]"(Z-X)
2. 1£BR%328 BIOS H19 SAN EEh LUN M&t R8s OB B SAN BEf.

BXUMEEAE HBABIOS ISR, 1BENHNEE B,
3. EMRMENHRIHRMEAAZRTERAEEEIT. URIEARER TR,
$2%: L% Linux Host Utilities

NetApp3RZUERS 223 Linux THISFIRZF" SHONTAP LUN 32, HIBhRAS IR EmRELRIE,
() %Linux Host Utilities R B LinuxEH LEIEFIEHBETEE.

HIE 3. HWIAEN LM Veritas hSZRZECE

£ Veritas B Z &2 (VXDMP) # Veritas Infoscale 6 REIEONTAP LUN,

Atk VxDMP BEEHECERIENEN L, EFEEWIE VXDMP BBE, HIOEMFISERE (ASL) FFEFIERBRIRR
(APM) EEE. NetAppfEfiERZHY ASL #1 APM RE-EIZTE Veritas G RIS P REN,

@ HTF B ZIRRIFIE, BHE Veritas Infoscale. Linux Native Device Mapper #1 LVM & & 1228,
1855 Veritas BB T REEEIRE,
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ez Al
FRRENEERERAENK, S0 "E(FIERTE" LUK Veritas HCL 8%,

R
1. HaIAONTAP B 5fE5 EiEHEE] VXDMP ZH81Z !

vxdmpadm

Bl

# vxdmpadm listenclosure

ENCLR NAME ENCLR TYPE ENCLR SNO STATUS ARRAY TYPE

LUN_ COUNT FIRMWARE

sfracO SFRAC 804Xw$SPgE52h CONNECTED ALUA 43
9800

# vxdmpadm getdmpnode

NAME STATE ENCLR-TYPE PATHS ENBL DSBL ENCLR-NAME
sfracO 47 ENABLED SFRAC 4 4 0 sfrac0

2. 105 ASL 1 APM B ERECE. NetAppIiEfER Veritas STF TP Mk _E 5! IR X H 4 8.

B~ ASL 1 APM B2 & 1l

# vxdmpadm list dmpnode dmpnodename=sfrac0O0 47 | grep asl
asl = libvxnetapp.so

# vxddladm listversion |grep libvxnetapp.so
libvxnetapp.so vm-8.0.0-rev-1 8.0

# rpm -ga |grep VRTSaslapm
VRTSaslapm-x.x.x.0000-RHEL8.X86 64

vxddladm listsupport libname=libvxnetapp.so
ATTR NAME ATTR VALUE

LIBNAME libvxnetapp.so
VID NETAPP
PID All

ARRAY TYPE ALUA, A/A
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3. AT EFMEHIERBIREPRERERALE, BHWINEEIREUT Veritas VXDMP BS54

S8 EEIRE ...
dmp_lun_retry_timeout 60
dmp_path_age 120
dmp_restore_interval 60

4. BDMPEIFSHISENTEL:

# vxdmpadm settune dmp tunable=value
S BN ARSI EER:

# vxdmpadm gettune

UTRFIETRT SAN 4 EBREY VXDMP B IS

261



Bl

# vxdmpadm gettune

Tunable

dmp cache open

dmp daemon count

dmp delayqg interval
dmp display alua states
dmp fast recovery

dmp health time

dmp iostats state

dmp log level

dmp low impact probe
dmp lun retry timeout
dmp path age

dmp pathswitch blks shift
dmp probe idle lun
dmp probe threshold
dmp restore cycles
dmp restore interval
dmp restore policy
dmp restore state

dmp retry count

dmp scsi timeout

dmp sfg threshold

dmp stat interval

dmp monitor ownership
dmp monitor fabric

dmp native support

6. ECE hiNEERTE:

262

Current Value

on

10

15

on

on

60
enabled
1

on

60

120

9

on

5

10

60

check disabled

enabled
5

20

1

1

on

on

off

Default Value
on

10

15

on

on

60
enabled
1

on

30

300

9

on

5

10

300
check disabled
enabled
5

20

1

1

on

on

off



FCIFCoE
R FC #1 FCoE BYZAIABRT{E,

iSCSI

RE replacement timeout BEEIEH 120,

iSCSI replacement timeout ZE#ITH iISCS| BEBNRENTEEMEIL Z N FFZKTE]
, REBEAMERITEMG L. NetAppEIUEELTE: replacement timeout 7E iSCSI FLE
XHRIRE N 120,

Nl

# grep replacement timeout /etc/iscsi/iscsid.conf
node.session.timeo.replacement timeout = 120

7. 1%E RHEL 8 #1 9 &5 FENIHIEMN“udev rport™{E, LAZHF Veritas Infoscale MR EZ BRI 2R HPIIE
1T

BT Bl R AZE ‘udev rport’{E /etc/udev/rules.d/40-rport.rules XHRBWT:
# cat /etc/udev/rules.d/40-rport.rules
KERNEL=="rport-*", SUBSYSTEM=="fc remote ports", ACTION=="add",
RUN+=/bin/sh -c 'echo 20 >

/sys/class/fc_remote ports/%$k/fast io fail tmo;echo 864000
>/sys/class/fc remote ports/%k/dev_loss tmo'"

(D) A% Veritas WFTEEASEIZE, B2 Veritas Infoscale 1R &30t

8. IHIFONTAP LUNKYSHIS BEMBENRE:

TEAFF. FASTHASAECER, EONTAP LUN AU EZEBIINELRERE, FHEKER, @EiIME&REE A

SEEH,

UTFRAIETRTASA. AFFE{FASEZEFONTAP LUN HIIESEGE BB RRS,
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ASAFCE

ASAECE RILILIEML ELUNRIFRE R IZ. EERFIEIIIRS. XFr LRI FA BRIZRAI/0%
E. MRS 1488,

Bl

# vxdmpadm getsubpaths dmpnodename-sfracO 47
NAME STATE[A] PATH-TYPE [M] CTLR-NAME ENCLR-TYPE ENCLR-
NAME ATTRS PRIORITY

sdas ENABLED (2A) Active/Optimized cl13 SFRAC sfracO

sdb ENABLED (A) Active/Optimized cl4 SFRAC sfracO

sdcj ENABLED(A) Active/Optimized cld SFRAC sfracO

sdea ENABLED (A) Active/Optimized cl4 SFRAC sfracO
AFFZ{FASE &

AFFEFASECE N BB MA MR EMBRMERET, MARRSNED/MARZHRSAENERISE
R, MARBRRNRELTEDRS. EXRHETMHRAL. ANElBEMITEHSERERS. RBEMRK
BEAAIAN. F=ERIFLLERI,
UTFREIERTBEERNEMLEREMNMR D EE/AERKEEZBIONTAP LUNBYAIH :

BRI

# vxdmpadm getsubpaths dmpnodename-sfracO 47
NAME STATE[A] PATH-TYPE [M] CTLR-NAME ENCLR-TYPE ENCLR-
NAME ATTRS PRIORITY

sdas ENABLED Active/Non-Optimized cl13 SFRAC sfracO
;db E;IABLED(A) Active/Optimized cl4 SFRAC sfracO
;dcj EI:IABLED(A) Active/Optimized cld SEFRAC sfracO
;dea EI:IABLED Active/Non-Optimized cl4 SFRAC sfracO



$I%: BRI
REBAN,
T—H R

* "7 RUNMEIE R Linux Host Utilities TA" o

Windows

AicE Windows Server 2025 {3715 FCP #1 iSCSI LA XX ONTAP7Zfi&

Windows =ML AREFE—ENHRERAEE, AL Windows EHEEEINetApp
SAN EHIEINEEEE (LUN). 7 Windows Server 2025 A4 L& % Windows E#5= AR
f&, WRILUERENLARRFERIEEEEIEONTAP LUN B9 FCP #1 iSCSI thiligE. -

F1L . (Fli%k)EFASANE LD
eI LR AR RIS SAN BEiREE) Windows R1ER ST, NetAppilfEASANS IR ELEREF RS A
=3k

SAN Z5h

NRIEEFEASANB . WIEHNEE XM F Ik ThaEE,

Fazal

fEA "EI2EERT A BIEFEHNWindowsi21ER L. ENSLEEI2R(HBA). HBAEH. HBAREIBIOS
FIONTAPhRZAS B E 21 SANZB Bl

PSIE
1. "8I3 SAN B5f) LUN HZFEE MR EH]"(EX)
2. 7¥AR%322 BIOS A5 SAN /B4 LUN BT EIRYE OB B SAN Bl

BXWNEEA HBABIOS IR, BS RN BT AN,
3. ENRmENHARIHRMERAR ST EREETIET. URIEREEERY.

ZNHSED
IR Windows RIERFARKEIAMEER (140 SSD. SATAEL RAID) ERHITAMEBE,

FSB . ZEWindowsHUEEEF
NetAppZRiX7E THARSS 28 L L EEMicrosoft B B R R EFNEH

S
1. MTFEERNMER "Microsoft Update H #2025",
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@ 3+ FFiE MMicrosoft Update B R FHEVEMHER. EFEESMicrosoftSZ3FEX R o
1. $ZB8 Microsoft IR {tEVIR AL EEHMERF,

WS HEERFREERWindows il ERINSHRARARENLAEF2EEERTN.

HI% 3. LR Windows EH L BERFE

Windows FHLAEFE—ERHFEFRREN, BB ENZEEEINetApp SAN ERIEIMEER (LUN),
NetAppERiX FEHZER A Windows EHSEHTER, UZIFONTAP LUN BIBEHIEMFRAZIFADWERSE
IR

B X Windows EH|LHREFEEMEZEEE, H2H " Windows Host Utilities"TBE H XASFHIZFE S &
Windows FHEBREFRANTES B,

T 4: WIAENNZRERE
WNRERY Windows EHE Z N EIFHERFAEREREZE, ELE Microsoft Multipath I/0 (MPIO) B 4H B A Z KR,

7£ Windows £4tH, MPIO B R A ENR N EZAHZ1gE T AIRR (DSM) #1 Windows MPIO, MPIO A
Windows 1#1ERZIRME R MEE R FARAERKEE, M DSM BIRRFHIEEE,

@ NRALREMPIORM. MWindowsiRERFAIRESFE MNBREAN— N RMBVEE. X
BERmRIT.

@ 7EHyper-VEIAHHIEITHIWindows XPEZWindows Vista Rz #MPIO,

g
1. %24 MPIO R H B L HKZTRE.
2. EFERAFCH RS LIZEMPIOBT, Host UtilitiesREEF2F = AEmulexfQLogic FC HBAIR B F & BIBETE.

Emulex FC
Emulex FC HBARYBRHAE :

BHEARR EE
LinkTimeOut 1.

i $BHY 10
QLogic FC

QLogic FC HBARYERI{E :

B BM4E
LinkDownTimeOut 1.
PortDownRetransCount 10
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3. IHIFONTAP LUN BYER IR :

RIEEH SAN ECE, EHEMRASA. AFFEFASECERITIFIONTAP LUN, XERERVIZFREIUSFRE
1ZRIIFETONTAP LUN, 1FAEIRFERY, BN IZEA RS EUR=.

U fiaE 28 TASA. AFFEXFASECERIONTAP LUN BYIEMISE,
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ASAFCE

ASARCEN B8 —HERB—MARBERNMUERZ. THIZRARMENRE, HERBEDRELR
1% 110,

METAPP LUM C-Meode Multi-Path Disk Device Properties bt

General Policies Volumes MPIQ  Drver Detals Ewvents

Select the MPIO policy: Round Robin With Subset |
Description

The round robin with subset policy executes the round robin palicy only
on paths designated as active/optimized. The non-activeoptimized
paths will be tied on a round-+obin approach upan failure of all

active/optimized paths.
DSM Mame:  |Microsoft DSM Dietails
This device has the following paths:
Path 1d Path State TPG... TPG State Wei. ™
FI030000 Active/Optimi... 1001 ActiveOptimi...
Fi040000 Active/Optimi... 1001  Active/Optimi...
030001 Active/Optimi... 1000  Active/Optimi... M.
£ >

To edit the path settings for the MPIO policy, select a -
path and click Edit.

To apply the path settings and selected MPIO palicy,
click Apply.

Briply

Coc

AFFFASECE

AFFELFASECE N AMAMRTR N ERIEERE. AR RESNREZECNMKEE, BRGAENERISE
MRS, MARRRHIBRZHARITHIBRMHRS. ENATEDRS, BREML, RELENR
LR IZ I
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METAPP LUM C-Mode Multi-Path Disk Device Properties *

General Policies Volumes MPIO  Drver Detals Ewvents

Select the MPIO policy: Round Raobin With Subset |
Description

The round rabin with subset policy executes the round robin palicy only
on paths designated as active/optimized. The non-active/optimized
paths will be tied on a round-robin approach upan failure of all

active/optimized paths.
DSM Mame:  |Microsoft DSM Details
This device has the following paths:
Path Id Path State TPG... TPG State Wei, M
Fr040001 Active/Unopti... 1003  Active/Unopti...
7030001 Actives/Unopti... 1003  Active/Unopti...
Fr040000 Active/Optimi... 1002  Active/Optimi... W,
£ >
To edit the path settings for the MPIO policy, select a
path and click Edit.
To apply the path settings and selected MPIO policy, Kty
click Apply. LT

Coce

FHY: CFMERRR

=BEMEE,

T—EEHA?

"7 ARONTAPTZERY Windows EHSEAIEFACE"

ECE Windows Server 2022 {3z FCP # iSCSI LI} ONTAP7Zf#

Windows E #1352 AFERFEE R LUE Windows EA1IEZEINetApp SAN _EAIREINGEL R
(LUN), £ Windows Server 2022 E 4l %% Windows FH LR RERF, URBBEE
IEONTAP LUN HY FCP #1 iSCSI X321k,

B1%5: (FE)EASANSE)

SR AfERA#/Z 55 SAN BaisREEN Windows B1ER S, NetAppiRiFEBSANEoREEHEHIRS A
B,
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SAN 25p
WREEFRFHRSANEE). NENEENNZHFIEIhEE.

FaZ Al

R "EiRFER T A" ENWindowsi#FR LS. THELEHEEE(HBA). HBAEM. HBASEIBIOS
FMONTAPhRZAS 25 < ¥ SANSEf.

PTIE
1. "8lIZ SAN B5h LUN HGEMETEI EH"(FEX)
2. 7£PR%328 BIOS F5 SAN B5h LUN Mt RIAYER OB B SAN B5f.

BXUMEIEH HBABIOS MEE, BENHENEE B X1,
3. EMRMENHLIHRMEAZRTERMALEEEIT. LRI BRI,

Ei )=l
BIER Windows RIERAREEIAMEER (7140 SSD. SATAEL RAID) LERHITAMEBE,

SR BRWindowsHEERRF
NetAppZiNTE EHARSS 28 £ L FEMicrosoftE B RPIR AV R RIEH

S
1. MTFEE#MER"Microsoft Update B 2022

(D) sFFEEMMicrosoft Update Bl R FEMIERTRE. ERE SMicrosoft B R,
1. 28 Microsoft SR {AH R EEHMERF.

#SIMEERFBEERWindowsTHl, BAUEHRERFRINEARF 2 EBEBIM.

$IE 3. L& Windows FHLARER

Windows FHEBEEFE—ENHERNEXN, it ENEERE IJNetApp SAN _ERIEIMEEE (LUN),
NetAppfEiN FEHFH LE R Windows ENISERHIER, LUSZIFONTAP LUN EIEHEBE AT AR KERE
9&*&0

BX Windows EN|LHEFEEEMETEEE, 5S8R "Windows Host Utilities"IBE R XEHIEFES &
Windows EHSEBIEFMRANZETE,

T 4: WIAEVNZREFRE
WNRIERY Windows ENE Z M EIEMERFABIERE, 15LE Microsoft Multipath I/0 (MPIO) B4H B A Z K=,

7£ Windows #£iH, MPIO ﬁ#&&??*ﬂ’]ﬂﬁ’\z%éﬂ#muégﬁ7@19& (DSM) #1 Windows MPIO, MPIO A
Windows R{ER IR B NMER B TFEAEKEE, M DSM BIRREHIEETS,
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@ INRAREMPIOR . MWindowsiR(FRARIESFE NBREAN— T RRMVEE, XAEZF
BESHRRIT.

() #EHyper-VEEHIWLARE(THIWindows XPEWindows VistaRSZHMPIO,

TE
1. % MPIO EH B A ZREThEE.
2. EERFCH RS _EIEEMPIORY. Host Utilities R 322 IEmulexflQLogic FC HBAIR EFf H B E,

Emulex FC
Emulex FC HBARIBRI & :

B B4E
LinkTimeOut 1.

5 i8Ry 10
QLogic FC

QLogic FC HBARJABET A :

EBEARE EBE
LinkDownTimeOut 1.
PortDownRetransCount 10

3. IHIFONTAP LUN HIBRRIRE :

RIEEH SAN ECE, EHEMAASA. AFFEFASECERIHIFIONTAP LUN, XEERERNVIZFEEEITIUSFRE
1ZRIIFETONTAP LUN, TFAEIRFERY, B IUEEKRIZEA S EUR=.

T RS SR TASA. AFFEXFASECERIONTAP LUN BIIEFRISE.
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ASAFCE

ASARCEN B8 —HERB—MARBERNMUERZ. THIZRARMENRE, HERBEDRELR
1% 110,

METAPP LUM C-Meode Multi-Path Disk Device Properties bt

General Policies Volumes MPIQ  Drver Detals Ewvents

Select the MPIO policy: Round Robin With Subset |
Description

The round robin with subset policy executes the round robin palicy only
on paths designated as active/optimized. The non-activeoptimized
paths will be tied on a round-+obin approach upan failure of all

active/optimized paths.
DSM Mame:  |Microsoft DSM Dietails
This device has the following paths:
Path 1d Path State TPG... TPG State Wei. ™
FI030000 Active/Optimi... 1001 ActiveOptimi...
Fi040000 Active/Optimi... 1001  Active/Optimi...
030001 Active/Optimi... 1000  Active/Optimi... M.
£ >

To edit the path settings for the MPIO policy, select a -
path and click Edit.

To apply the path settings and selected MPIO palicy,
click Apply.
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METAPP LUM C-Mode Multi-Path Disk Device Properties *

General Policies Volumes MPIO  Drver Detals Ewvents

Select the MPIO policy: Round Raobin With Subset |
Description

The round rabin with subset policy executes the round robin palicy only
on paths designated as active/optimized. The non-active/optimized
paths will be tied on a round-robin approach upan failure of all

active/optimized paths.
DSM Mame:  |Microsoft DSM Details
This device has the following paths:
Path Id Path State TPG... TPG State Wei, M
Fr040001 Active/Unopti... 1003  Active/Unopti...
7030001 Actives/Unopti... 1003  Active/Unopti...
Fr040000 Active/Optimi... 1002  Active/Optimi... W,
£ >
To edit the path settings for the MPIO policy, select a
path and click Edit.
To apply the path settings and selected MPIO policy, Kty
click Apply. LT
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METAPP LUM C-Meode Multi-Path Disk Device Properties bt

General Policies Volumes MPIQ  Drver Detals Ewvents

Select the MPIO policy: Round Robin With Subset |
Description

The round robin with subset policy executes the round robin palicy only
on paths designated as active/optimized. The non-activeoptimized
paths will be tied on a round-+obin approach upan failure of all

active/optimized paths.
DSM Mame:  |Microsoft DSM Dietails
This device has the following paths:
Path 1d Path State TPG... TPG State Wei. ™
FI030000 Active/Optimi... 1001 ActiveOptimi...
Fi040000 Active/Optimi... 1001  Active/Optimi...
030001 Active/Optimi... 1000  Active/Optimi... M.
£ >

To edit the path settings for the MPIO policy, select a -
path and click Edit.

To apply the path settings and selected MPIO palicy,
click Apply.
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METAPP LUM C-Mode Multi-Path Disk Device Properties *

General Policies Volumes MPIO  Drver Detals Ewvents

Select the MPIO policy: Round Raobin With Subset |
Description

The round rabin with subset policy executes the round robin palicy only
on paths designated as active/optimized. The non-active/optimized
paths will be tied on a round-robin approach upan failure of all

active/optimized paths.
DSM Mame:  |Microsoft DSM Details
This device has the following paths:
Path Id Path State TPG... TPG State Wei, M
Fr040001 Active/Unopti... 1003  Active/Unopti...
7030001 Actives/Unopti... 1003  Active/Unopti...
Fr040000 Active/Optimi... 1002  Active/Optimi... W,
£ >
To edit the path settings for the MPIO policy, select a
path and click Edit.
To apply the path settings and selected MPIO policy, Kty
click Apply. LT
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METAPP LUM C-Meode Multi-Path Disk Device Properties bt

General Policies Volumes MPIQ  Drver Detals Ewvents

Select the MPIO policy: Round Robin With Subset |
Description

The round robin with subset policy executes the round robin palicy only
on paths designated as active/optimized. The non-activeoptimized
paths will be tied on a round-+obin approach upan failure of all

active/optimized paths.
DSM Mame:  |Microsoft DSM Dietails
This device has the following paths:
Path 1d Path State TPG... TPG State Wei. ™
FI030000 Active/Optimi... 1001 ActiveOptimi...
Fi040000 Active/Optimi... 1001  Active/Optimi...
030001 Active/Optimi... 1000  Active/Optimi... M.
£ >

To edit the path settings for the MPIO policy, select a -
path and click Edit.

To apply the path settings and selected MPIO palicy,
click Apply.
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METAPP LUM C-Mode Multi-Path Disk Device Properties *

General Policies Volumes MPIO  Drver Detals Ewvents

Select the MPIO policy: Round Raobin With Subset |
Description

The round rabin with subset policy executes the round robin palicy only
on paths designated as active/optimized. The non-active/optimized
paths will be tied on a round-robin approach upan failure of all
active/optimized paths.

D5M Mame:  |Microsoft DSM Details

This device has the following paths:

Path Id Path State TPG... TPG State Wei, M
Fr040001 Active/Unopti... 1003  Active/Unopti...
7030001 Actives/Unopti... 1003  Active/Unopti...
Fr040000 Active/Optimi... 1002  Active/Optimi... W,
£ >
To edit the path settings for the MPIO policy, select a
path and click Edit.
To apply the path settings and selected MPIO policy, Kty
click Apply. LT
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METAPP LUM C-Meode Multi-Path Disk Device Properties bt

General Policies Volumes MPIQ  Drver Detals Ewvents

Select the MPIO policy: Round Robin With Subset |
Description

The round robin with subset policy executes the round robin palicy only
on paths designated as active/optimized. The non-activeoptimized
paths will be tied on a round-+obin approach upan failure of all

active/optimized paths.
DSM Mame:  |Microsoft DSM Dietails
This device has the following paths:
Path 1d Path State TPG... TPG State Wei. ™
FI030000 Active/Optimi... 1001 ActiveOptimi...
Fi040000 Active/Optimi... 1001  Active/Optimi...
030001 Active/Optimi... 1000  Active/Optimi... M.
£ >

To edit the path settings for the MPIO policy, select a -
path and click Edit.

To apply the path settings and selected MPIO palicy,
click Apply.

Briply

Coc

AFFFASECE

AFFELFASECE N AMAMRTR N ERIEERE. AR RESNREZECNMKEE, BRGAENERISE
MRS, MARRRHIBRZHARITHIBRMHRS. ENATEDRS, BREML, RELENR
LR IZ I
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Description

METAPP LUM C-Mode Multi-Path Disk Device Properties

General Policies Volumes MPIO  Drver Detals Ewvents

Select the MPIC policy: Round Robin With Subset

The round rabin with subset policy executes the round robin palicy only
on paths designated as active/optimized. The non-active/optimized
paths will be tied on a round-robin approach upan failure of all

active/optimized paths.
DSM Mame:  |Microsoft DSM Details
This device has the following paths:
Path Id Path State TPG... TPG State Wei. ™
Fr040001 Active/Unopti... 1003  Active/Unopti...
7030001 Actives/Unopti... 1003  Active/Unopti...
Fr040000 Active/Optimi... 1002  Active/Optimi... W,
£ >

path and click Edit.

click Apply.

To edit the path settings for the MPIO policy, select a

To apply the path settings and selected MPIO policy,

Apply

Cancel

ERY: ORI
BB BRI,

T—FRHA?

"T #EONTAPTZ(ERY Windows FH|LFHIEFEE"
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{EFENVMe-oFEZE 4

T fRA0{a{E A NVMe-oF EZE ONTAP SAN =4

BRI LB B 21509 SAN EALUER NVMe over Fabrics (NVMe-oF) Y3 LIONTAP{E
NEEBR. NVMe-oF B1EYt4HiBiE ERMINVMe (NVMe/FC) FITCP_EBINVMe

(NVMe/TCP) . tRIBEMENIRIERZEFIONTAPHRZS, &I LUEEHN LECEFLSIE
NVMe/FC 8 NVMe/TCP thi¥, &,

HEXES
* "NetAppXliRZE: T #2 NVMe-oF" .

58 NVMe-oF JJONTAPTZHEEZE AlX

IBM AIX FEEIA 1/0 BRSS 2% (VIOS)/PowerVM EHZFE B IEFFRan 2 TIalifir (ANA) B9
NVMe/FC . ANA 8% F iSCSI #1 FCP BB IEXMFRIZIE R TifhR) (ALUA) 2%

=o
BEXZEHEBNE WAL, FSR TIREERTAMT),

X FIES
BRI LU LT 2B MIhRES AIX EAAY NVMe-oF EHEE—iEFER, EHREBSREZA], XN ZEEEM
BIPR o

R

° MONTAP 9.13.1 7144, IBMAIX 7.2 TL5 SP6. AIX 7.3 TL1 SP2 #1 VIOS 3.1.4.21 &I 7 NVMe/FC
Eﬁ, FHAYEM EINERIRE T SAN Baiszis. BXIRE SAN BHIZIFINESZER, 1555 IBM X

° POWER9#1Power10 IBMARSZ 22 3ENVMe/FC,

° NVMe IREAFERIRE PCM (BRZEEHIRIR) , BISIAT AIX SCSI ZE&1ZE /0 (MPIO) SZHFEIEA
KRR

° VIOS 3.1.4.215| N\ 7 NetApp BN L 215 (VIOS/PowerVM), XTE{EFRPower10 IBMARSS 258INPIV
(N_portI DEEAME ) Z B B IR RN 2 1F,

* BXIRH:
° AIX E#1_EH Qlogic/Marvel 32G FC HBA 1323 NVMe/FC,
° fFM Power9 IBM AR5328H9 NVMe/FC &R SAN B5f,
FreaZ Al

* FINEE %432 Gb FC Emulexi&Hca$(EN1A. EN1B. EN1L)Z64 Gb FCi&EHEZ28(EN1n. EN1P). Bi&Hft
2EHF912.4.257 % MESRA,

* YNREEBMetroClusterfit E. NetAppEiXEX X FMetroClusteritRIFMIREHRIAIX NVMe/FCERIAAPD
(FTERREXA)E. LUBRAXIRERARBIFITERENI/OBE, BXENMEREUKENNEINGESR
B 1EBRINetAppEIRTELL- "1553249."
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* IRIBERY AIX RRES, AIX ENVURIERSRIIEXIFRan & T8l R 3R IR (ANATT) BRIA9 30 #0360 b 4N
RIZAEAA ANATT BIAEN 30 #, MIEEM IBM HILZRE IBM Interim Fix (ifix), 35 ANATT i&&E 7 60

0, UHRFTAONTAP LIERIZE R =i,

EIR1E NVMe/FC AIX 25, EATTE GA hiRZshY AIX OS &3 ifixe  VIOS/PowerVM OS
AFE ifixo

®

BEEEZANZBTEIEX ifix B9 AIX frads =4 ifix
“devices.pciex.pciexclass.010802.rte’ ER G £, UBIRER iIFIX AJRERSHMTEENR,

% ANATT i &5 60 7
AIX £B 51 72-TL5-SP6-2320 F1 AIX £&5! 73-TL1-SP2-2320 kR ZAsHYZRIA ANATT 9 30 7, IBM iBHT
— N iFIX, & ANATT I&E 9 60 7, EaILUES IBM 24§ ID TS018079082 £15 ifix, FHHERILLA
T AIX lREAREE:

o WFAIXRRZAS72-TL5-SP6-2320. &% 1J46710s6a.230509.epkyg.Z FEFE,

° XFFAIX Level 73-TL1-SP2-2320. &3 1J46711s2a.230509.epkg.Z FEFE,

2%\ ANATT 7 60 7
HFLUT AIX fRZS, ZRIAANATT 79 60 F4:

° AIX 5! 73-TL2-SP3-2446
° AIX £&k3l 73-TL2-SP2-2420
° AIX 3! 72-TL5-SP8-2420

(A]3%) & ANATT I&E 120 7

IBM 27— iFIX, 3 ANATTIREN 120 #), & ANATT iIRE A 120 #08Y, ©=IE5RONTAPIE(E
BT EHRRE MM AR, EATLUEE IBM 224 ID TS012877410 %18 ifix, FHBEaILIALLT AIX
RAREE:

° XF AIX K5l 73-TL3-SP0-2446, %Lk "1J53487s0a.250130.epkg.Z’ 8%,
° XF AIX K5l 72-TL5-SP9-2446, %3 '1J5344559a.250130.epkg.Z" B,

45 NVMe/FC B9 Power9 BRSS 28 FVERIEEARSS 28 E (R A< 9 FW 950,

®

BXxEEifixestViFMEE. 15BN "EEAX EWIEIMEERERE",

45 NVMe/FC B9 Power10 BRZ 23 RIRARZ 25 EHAR A/ FW 1010,

TR WIAZTNZRREE
R AX RIERGE, BIABAAT NVMe 1289 1BM MPIO,

PIE
1. I8F NVMe ZRIEZREEBA:
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http://www-01.ibm.com/support/docview.wss?uid=isg3T1012104
http://www-01.ibm.com/support/docview.wss?uid=isg3T1012104
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lsmpio -1 hdiskl

Rl
name path id status path status parent connection
hdiskl 8 Enabled Sel,Opt nvmel?2 fcnvmeO, 9
hdiskl 9 Enabled Sel,Non nvme65 fcnvmel, 9
hdiskl 10 Enabled Sel,Opt nvme37 fcnvmel, 9
hdiskl 11 Enabled Sel,Non nvme60 fcnvmeO, 9

S 2. FdE NVMelFC

EZEEH VIOS A Broadcom/Emulex &AC2SECE NVMe/FC, FEJF VIOS MM LT EE (VFC) AT
NVMe/FC {325, 32 FC FREZRABE B NVMe/FC il 1F.

p
1. "I IEE AR X FIERLEE" o
2. REINECERTIR:

lsmap -all -npiv

Bl

Name Physloc ClntID ClntName
ClntOS

vfchostO U9105.22A.785DB61-V2-C2 4 s1022-iop-
mcc—- AIX

Status:LOGGED IN

FC name: fcs4 FC loc code:U78DA.NDO.WZS01UY-PO-C7-
TO

Ports logged in:3
Flags:0xea<LOGGED IN, STRIP MERGE,SCSI CLIENT,NVME CLIENT>

VFC client name:fcsO VFC client DRC:U9105.22A.785DB61-V4-
C2

3. BTz T ER 2R LB AXNVMe/FCIMY I 1oscli vEcetrl VIOSER®SS:
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vfcctrl -enable -protocol nvme -vadapter vfchostO

ANt

The "nvme" protocol for "vfchost0" is enabled.

4. BIFRAEEERs LB

lsattr -E1 vfchostO

ERRH
alt site wwpn WWPN to use - Only set after migration
current wwpn O WWPN to use - Only set after migration
enable nvme yes Enable or disable NVME protocol for NPIV
label User defined label
limit intr false Limit NPIV Interrupt Sources
map_port fcs4 Physical FC Port
num per nvme 0 Number of NPIV NVME queues per range
num per range 0 Number of NPIV SCSI queues per range

S NFFEIEECER B ANVMe/FCRY:
a. B dflt _enabl nvme BIEM(E viosnpiv0 fHI&HE yeso
b. i&E enable nvme BMEN yes EAFABEVFCENILE.

chdev -1 viosnpiv0 -a dflt enabl nvme=yes

lsattr -El viosnpivO0

False
False
True
True
True
False
True

True
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Bl

bufs per cmd 10 NPIV Number of local bufs per cmd

True

dflt enabl nvme yes Default NVME Protocol setting for a new NPIV
adapter True

num local cmds 5 NPIV Number of local cmds per channel

True
num per nvme 8 NPIV Number of NVME queues per range
True
num per range 8 NPIV Number of SCSI queues per range
True

secure va info no NPIV Secure Virtual Adapter Information

True

6. @it BT SRR B ANVMe/FCIMY enable nvme VFCENIZHBIMHIE veso

7. JBI9IE FC-NVMe Protocol Device BIEIRSEZ2ZLEIE:

lsdev |grep fcnvme

s
fcnvmeO Available 00-00-02 FC-NVMe Protocol Device
fcnvmel Available 00-01-02 FC-NVMe Protocol Device

8. IERARSSIBFHIEAINQN:

lsattr -E1 fcnvmeO

et

attach switch

How this adapter is connected False

autoconfig available

Configuration State True

host ngn ngn.2014-08.org.nvmexpress:uuid: 64e039bd-27d2-421c-858d-
8a378dec31e8 Host NON (NVMe Qualified Name) True
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lsattr -E1 fcnvmel

Bl

attach switch

How this adapter is connected False

autoconfig available

Configuration State True

host ngn ngn.2014-08.org.nvmexpress:uuid: 64e039bd-27d2-421c-858d-
8a378dec31e8 Host NON (NVMe Qualified Name) True

9. BEFHINQNHILIEE 2T SONTAPES| XN F R ENINQNFEFF R ITE :

vserver nvme subsystem host show -vserver vs s922-55-lpar2

Tl

Vserver Subsystem Host NON

vs s5922-55-1par2 subsystem s922-55-1parZ2 ngn.2014-
08.org.nvmexpress:uuid: 64e039bd-27d2-421c-858d-8a378dec31e8

10. BWitRoEFRASSERAELEREIT. FEETUER BirEa A,

SIE 3. ISIFE NVMe/FC
IWIFONTAPE Z 8|3 F NVMe/FC BC B B IEffo

P
1. IRIFONTAPSH B T al e B IEfRMIEEN L

lsdev -Cc disk |grep NVMe

Tl

hdiskl Available 00-00-02 NVMe 4K Disk
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lsmpio -1 hdiskl

bzl
name path id
hdiskl 8
hdiskl 9
hdiskl 10
hdiskl 11

S 4. EREA)-A

status
Enabled
Enabled
Enabled
Enabled

path status

Sel, Opt
Sel,Non
Sel, Opt
Sel, Non

parent connection
nvmel?2 fcnvmeO, 9
nvme65 fcnvmel, 9
nvme37 fcnvmel, 9
nvme60 fcnvmeO, 9

HHEONTAPIZEAER AIX B9 NVMe/FC A B BT T E&Nn:

BURT ID tren
(BURT ID)

"1553249." BEKAIAIX NVMe/FCERIAAPDET(E]. A%

FMCCitRISMIRE 4

"1546017" AIX NVMe/FCIEANATT LFRIGE /960F0.

REONTAP AT HI120FD

"1541386" EAATTEIHAS. AIX NVMe/FCEEHEIO

"1541380" AIX NVMe/FCEHZFH/EAATTIZHR. AfE

TEANAAENZ [F1REI1/0

SIS HIEHR

Description

RIMBER T AXIRERZZFINVMe/FCIER
£RZXHF(APD)ERT{E20%), {BZ. ONTAP
MetroCluster B &t X|5M7I#R (Automatic
Undurrated SwitchOver. AUSO)FTiebfi#E
M EHAIIIR TR 5 B8] o] BE L AP DB Y
BOEZK—%. MNMSEI/OHEIR,

ONTAPTEITHIZZF MR A B/RANA (FEXSFRan &
==ia)ip1a)) T E B 9 120%), B, &)

IFIX. AIXZMITHIZFRIRIREXANA EHERY
EINREBI RS, NSBEEEREtEEEI60

o

3 FERITFE R PES% 1% (Storage Failover

. SFO)Ef. tNRANA FEXFREs R Zia)A1R))
BRI 44 E B 1R ERIANAT BT EBR.
MAIX NVMe/FCENIGEMK. HERI/OHE
iR, REGRTEAEGERANEGTRERIFHN
iz Y

IBM AIX NVMe/FCARZFFONTAP R FRHy S L
FE@H(Aschronth =B, AEN), XX
ﬁEANAﬂﬁHEﬁ%%ﬁ&SFBﬁ%T’EﬁH EIMERER

to

TEHBRMEST NVMe/FC #FE 22 A1, BIIEEERIETHERERS TR IMT MM, MREBLAEFE, BB

Z"NetApp 5"
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ESXi

1EFAF X FEONTAP HIESXi 8.xHINVMe-oF A E

&R ATEIEITESXi 8. xF1ONTAP N ahizr £ L REFWEZLEFIHINVMe (NVMe-oF )R
BN B,

BEZEikd
* MNVMe. 1617784, FrEHtlZAIONTAP 9 = EIE S EINB BT B2 EL.
* MONTAP 9.9.1 P3F4. ESXi 8K EmARASZHFNVMe/FCIYo
* MMONTAP 9.10.1FF#5. ONTAP 3ZHiNVMe/TCP#Y
ThiE
* ESXiBahizRF M A LUE S ERYERC R i (1 FEHE1TNVMe/FCHIFCPAE, &I "Hardware Universe”
BXLIFM FC BALERMIEFINMNTIR, BB "NetApp BIZFME TE" BXTIFNEME BN RAT]

o

* WFESXi 8.0k EERA. HPP (SHEREEH)EBNVMeig &AL -

EX1PRH!
* AZFFRDMARET,

EF NVMe/FC
FNBR T TEvSpherehids. NVMe/FCATF B IR,

IOUEENINQN
BN BEESXiENINQNFERT R, HEIEE BT SONTAP [E7_E XN FR5H EHINQNFERT LI,

# esxcli nvme info get

Tl

Host NQN: ngn.2014-08.org.nvmexpress:uuid:62al19711-ba8c-475d-c954-
0000c9flad36

# vserver nvme subsystem host show -vserver nvme fc

Tl
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Vserver Subsystem Host NON

nvme fc nvme ss ngn.2014-08.org.nvmexpress:uuid:62al9711-ba8c-475d-c954-
0000c9flad36

MR EHINONZERFBARCLE. MNEERE vserver nvme subsystem host add < AEFHENONTAP
NVMeF &% ERIIERENINQNFRF&H,

fic& Broadcom/Emulexf1Marvell/Qlogic

o lpfc WEPIEFM qlnativefc FRINER T vSphere 8. xHHIIXENIER E /28 FANVMe/FCINEE,
BN B FERT R U ERSDEFES S FITERE,

JIE NVMe/FC

TR AER LA MR (ED B SRIIENVMe/FCo

p

1. I8 IENVMe/FCIEERRS 2 B YITEESXiEM L

# esxcli nvme adapter list

Tl

Adapter Adapter Qualified Name Transport Type Driver
Associated Devices

vmhba64 aqgn:1lpfc:100000109b579£f11 2C lpfc
vmhba65 agn:1lpfc:100000109p579f12 EC lpfc
vmhba66 agn:glnativefc:2100f4e9d456e286 FC glnativefc
vimhba67 agn:glnativefc:2100£4e9d456e287 FC glnativefc

2. PR BB IEHAIENVMe/FCR R T

LUTFRBIFAT UUID RS NVMe/FC 858 iBliR &,
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# esxcfg-mpath -b
uuid.llecb7ed99e574a0faf35ac2ecl115969d
(uuid.ll6cb7ed9%9e574a0faf35ac2ecl15969d)

NVMe Fibre

vmhba64:C0:TO0:L5 LUN:5 state:active fc Adapter:
20:00:00:24:£f£f:7£:4a:50 WWPN: 21:00:00:24:ff:7f:4a:
20:04:d0:39:ea:3a:b2:1f WWPN: 20:05:d0:39:ea:3a:b2:
vmhba64:C0:T1:1L5 LUN:5 state:active fc Adapter:
20:00:00:24:f£:7£:4a:50 WWPN: 21:00:00:24:ff:7f:4a:
20:04:d0:39:ea:3a:b2:1f WWPN: 20:07:d0:39:ea:3a:b2:
vmmhba65:C0:T1:1L5 LUN:5 state:active fc Adapter:
20:00:00:24:ff:7f:4a:51 WWPN: 21:00:00:24:ff:7f:4a:
20:04:d0:39:ea:3a:b2:1f WWPN: 20:08:d0:39:ea:3a:b2:
vmhba65:C0:TO0:L5 LUN:5 state:active fc Adapter:
20:00:00:24:ff:7f:4a:51 WWPN: 21:00:00:24:ff:7f:4a:
20:04:d0:39:ea:3a:b2:1f WWPN: 20:06:d0:39:ea:3a:b2:

®

TEONTAP 9.7/, NVMe/FCEr & ZaBIERINRA/ N4k, HEERIAAK/ING ESXi RFERS
FEIRANGEN* 512 B*, Er]LUIERRITIE

k. ERESXitIEanHE

=(El. AR

DA
{’F vserver nvme namespace create pY.

NN

Channel Disk

WWNN :

50 Target:

1f
WWNN :

50 Target:

1f
WWNN :

51 Target:

1f
WWNN :

51 Target:

1f

vserver nvme namespace create -vserver vs_1 -path

/vol/nssvol/namespacel -size 100g -ostype vmware -block-size 512B

BB "ONTAP 9 sn ¢ FATT" THREZFMES.

3. IIFFEN NVMe/FC fr A TEgEMIZ N ANA BRIZAPIRE:

WWNN :

WWNN :

WWNN :

WWNN :
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# esxcli storage hpp path list -d uuid.df960bebb5a74a3eaaalae55e6b3411d

£fc.20000024£f£f7£4a50:21000024£ff7£4a50~-
£fc.2004d039%ea3ab21f:2005d039%ea3ab21f-
uuid.df960bebb5a74a3eaaalaeb5e6b3411d

Runtime Name: vmhba64:C0:T0:L3

Device: uuid.df960bebb5a74a3eaaalaebbebb3411d

Device Display Name: NVMe Fibre Channel Disk
(uuid.df960bebb5a74a3ecaaalae55e6b3411d)

Path State: active unoptimized
Path Config: {ANA GRP id=4,ANA GRP_state=ANO, health=UP}

£c.20000024ff7f4a51:21000024£ff7£f4a51-
£fc.2004d039%ea3ab21f:2008d039%ea3ab21f-
uuid.df960bebb5a74a3eaaalaeb5e6b3411d

Runtime Name: vmhba65:C0:T1:L3

Device: uuid.df960bebbba74a3eaaalaeb55e6b3411d

Device Display Name: NVMe Fibre Channel Disk
(uuid.df960bebbb5a74a3caaalae55e06b3411d)

Path State: active
Path Config: {ANA GRP id=4,ANA GRP_state=AO, health=UP}

£fc.20000024£f£f7£4a51:21000024ff7f4a51~
£c.2004d039%ea3ab21f:2006d039%ea3ab21f-
uuid.df960bebb5a74a3eaaalaeb5e6b3411d

Runtime Name: vmhba65:C0:T0:L3

Device: uuid.df960bebb5a74a3eaaalaebbebb3411d

Device Display Name: NVMe Fibre Channel Disk
(uuid.df960bebb5a74a3eaaalaeb5e6b3411d)

Path State: active unoptimized
Path Config: {ANA GRP id=4,ANA GRP_state=ANO, health=UP}

£c.20000024ff7f4a50:21000024££f7£f4a50-
£fc.2004d039%ea3ab21f:2007d039%ea3ab21f-
uuid.df960bebb5a74a3ecaaalaebbe6b3411d

Runtime Name: vmhba64:C0:T1:L3

Device: uuid.df960bebb5a74a3eaaalae55e6b3411d

Device Display Name: NVMe Fibre Channel Disk
(uuid.df960bebbba74a3caaalae55e0b3411d)

Path State: active
Path Config: {ANA_GRP_id:4,ANA_GRP_state=AO,health=UP}
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BECE NVMe/TCP

7EESXi 8.xF. BINER FRMEBFAFHINVMe/TCPIEIR, EELEMLEHINVMe/TCPIEEIEE. 1HE M VMware
vSphereX#4,

IIENVMe/TCP
TR AGER LA MR (D B SRIQUENVMe/TCP,

PIE
1. ISENVMe/TCPIEEC 22 HIRTS |

esxcli nvme adapter list

Tl

Adapter Adapter Qualified Name Transport Type Driver
Associated Devices

vmhba65 agn:nvmetcp:ec-2a-72-0f-e2-30-T TCP nvmetcp
vmnicO
vmhba66 agn:nvmetcp:34-80-0d4d-30-d1-a0-T TCP nvmetcp
vmnic?2
vmhba67 agqn:nvmetcp:34-80-0d-30-dl1-al-T TCP nvmetcp
vmnic3

2. KRENVMe/TCPIEEYIR:

esxcli nvme controller list

Tl
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Name Controller Number
Adapter Transport Type Is Online Is VVOL

ngn.2014-08.org.nvmexpress.discovery#vmhba64#192.168.100.166:8009 256

vmhba64 TCP true false

ngn.1992-
08.com.netapp:sn.89%pbla28a89%alled8a88d03%ea263f93:subsystem.nvme ss#vmhb
a644192.168.100.165:4420 258 vmhba64 TCP true false

ngn.1992-
08.com.netapp:sn.89pbla28a89alled8a88d039%ea263f93:subsystem.nvme ss#vmhb
a64#192.168.100.168:4420 259 vmhba64 TCP true false

ngn.1992-
08.com.netapp:sn.89%pbla28a89%alled8a88d03%ea263f93:subsystem.nvme ss#vmhb
a64#192.168.100.166:4420 260 vmhba64 TCP true false
ngn.2014-08.org.nvmexpress.discovery#vmhba64#192.168.100.165:8009 261
vmhba64 TCP true false
ngn.2014-08.org.nvmexpress.discovery#vmhba65#192.168.100.155:8009 262
vmhba65 TCP true false

ngn.1992-
08.com.netapp:sn.89%bla28a89%alled8a88d039%ea263f93:subsystem.nvme ss#vmhb
a64#192.168.100.167:4420 264 vmhba64 TCP true false

3. WENVMedn & TEIMERZE5IR:
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esxcli storage hpp path list -d uuid.f4f14337c3ad4a639%9edf0e21de8b88bf

Tl



tcp.vmnic2:34:80:0d:30:ca:e0-tcp.192.168.100.165:4420-
uuid.f4f14337c3ad4a639%9edf0e21de8b88bf

Runtime Name: vmhba64:C0:T0:L5

Device: uuid.f4f14337c3ad4a639edf0e21de8b88bf

Device Display Name: NVMe TCP Disk
(uuid.f4f14337c3ad4a639%9edf0e21de8b88bf)

Path State: active

Path Config: {ANA GRP id=6,ANA GRP_state=AO, health=UP}

tcp.vmnic2:34:80:0d:30:ca:e0-tcp.192.168.100.168:4420-
uuid.f4f14337c3ad4a639%df0e21de8b88bf

Runtime Name: vmhba64:C0:T3:L5

Device: uuid.f4f14337c3ad4a639edf0e21de8b88bf

Device Display Name: NVMe TCP Disk
(uuid.f4f14337c3ad4a63%edf0e21de8b88bf)

Path State: active unoptimized

Path Config: {ANA_GRP_id=6,ANA;GRP_state=ANO,health=UP}

tcp.vmnic2:34:80:0d:30:ca:e0-tcp.192.168.100.166:4420-
uuid.f4£f14337c3ad4a639%9edf0e21de8b88bf

Runtime Name: vmhba64:C0:T2:L5

Device: uuid.f4f14337c3ad4a639edf0e21de8b88bf

Device Display Name: NVMe TCP Disk
(uuid.f4f14337c3ad4a63%edf0e21de8b88bf)

Path State: active unoptimized

Path Config: {ANA GRP id=6,ANA GRP_state=ANO, health=UP}

tcp.vmnic2:34:80:0d:30:ca:e0-tcp.192.168.100.167:4420-
uuid.f4f14337c3ad4a639%edf0e21de8b88bf

Runtime Name: vmhba64:C0:T1:L5

Device: uuid.f4f14337c3ad4a639edf0e21de8b88bf

Device Display Name: NVMe TCP Disk
(uuid.f4f14337c3ad4a639%edf0e21de8b88bf)

Path State: active

Path Config: {ANA GRP id=6,ANA GRP_state=AO, health=UP}

NVMeBUE 7 AL

IFFESXi 8.0u2 2 E S AR AK29.16.1 9.161 R EShRAS. HIHEANVMeBUHE 2 ERs <,

FFNVMefi R BE. BEARBABED IS F. BUEDEEAITFFIRIERAAXVMFSEIREMEERIT UNMAP
"(BERRA"TRIMIEE, BEEBUHOERIE. TN UHEABRENIIER. AAXEHIERFIBESEN
iR, AR. FHEASTLURBRXLEEIER. LUET U EH M E FRXLETE,

L
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1. FESXiEM L. FIEDSMEUE D ECRIR BER B 32HFTP4040:
esxcfg-advcfg -g /Scsi/NVmeUseDsmTp4040
FER{E 90,

2. [AFADSMEGE A ECHIR B H S TP4040:
esxcfg-advcfg -s 1 /Scsi/NvmeUseDsmTp4040

3. BWIIREEREAEITP4040FEUH I BCDSMAYIRE :
esxcfg-advcfg -g /Scsi/NVmeUseDsmTp4040

FEREH1,

BX1EVMware vSphereHEH 2 EENVMe NS 2. 15E(H "vSphere RV TEfE = 8] [E] UL

BEx0a)
{EFIONTAPHIESXi 8. xBINVMe-oF BB FZ7E LA T EXAIA:

NetApp f&iZ Hral Description
ID
"1420654,"  {EONTAP 9.9.1FfEFNVMe/FCHY ONTAP 9.9. 13 ENVMe"HLE" 8 <,
Bf. ONTAP i mRiBfT ZIONTAP U E|"FiE"sn < LA IE IEFE FHRFELEC

FESHINVMeRl & <it. S KEONTAP T
mAl, REFERANVMeRt & i< (FISNIESX)H
FAEE (FCERM TN A 2 &K IR R,

1543660 WNRFERAVNVMeEEL2EAILInux VMIBEEHK  iBfTvSphere 8 x X E SR AHEAEIANVMe

BJAIl Paths Down (APD)&E . M&A&4%1/0% (VNVME)EAL2SHILinux VM=IBEI/OEIR.

% EREIANERT. WNVMeZF iR 12EATFEZBIK
Bo AT BRIEFMEREFEXHEAI Paths
Down. APD)3kl/Ofa#ZEEHA 8 xE1TIHNZ
BJLinux VMIERE A #T. VMware5| N7 7]
JA"VSCSIDisableNvmeRetry" A2 FAVNVMeE
RRE,

BXER

"SKFAONTAPEIVMware vSphere" "NetApp MetroCluster 3z#F VMware vSphere 5.x , 6.x #1 7.x (2031038
) " "VMware vSphere 6.x#17.x3%z#fNetApp SnapMirror;&&h[E 5"

IEHATFHF ONTAP fJ ESXi 7.x B9 NVMe-oF F#EE

&R ATEIEITESXi 7. xF1ONTAP EahizF EH L RE FWLZLEHBINVMe (NVMe-oF )R
B B1T.
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EIz5iks
* MONTAP 9.7F#8. VMware vSpherehRAIE 11T M EFFeeH@ERINVMe (NVMe/FC)IZ #5o

* M7.0U3cHI8. ESXiFEIMMEIRIZFZIHFNVMe/TCPIIEE,
* MONTAP 9.10.1FF%4. ONTAP Z#ENVMe/TCPIHEE,

IhgE
* ESXi BoptzER A0l LUBIE B EIRVIEEC 28 in O FEHETT NVMe/FC #l FCP 2, BXXZHFHFCIEAisMIE
Hl28895R. 1BEE I "Hardware Universe" . BRRMIZZIFHEMRAETIER. B2 BIZ{FEERTE

"
o

* M ONTAP 9.9.1 P3 FF#4, ESXi 7.0 Update 3 3z#F NVMe/FC Ih&E,

* XF ESXi 7.0 REERA, HPP (B4%EEHEMH) & NVMe iIREHIEIAEH.
EX1PRH!
AL TERE:

* RDM B¢t

« VVOL
/2 NVMe/FC

1. ¥07 ESXi 41 NQN FEFE, HEIFEEES ONTAP [E5 LN FRFEM TN, NQN FIFHILE:

# esxcli nvme info get
Host NQN: ngn.2014-08.com.vmware:nvme:nvme-esx

# vserver nvme subsystem host show -vserver vserver nvme

Vserver Subsystem Host NON

vserver nvme ss_vserver nvme ngn.2014-08.com.vmware:nvme:nvme-esx

B & Broadcom/Emulex

1. BB RAKEMERDER/ EG T IR E Ti2FERTA",
2. 1§ & Ipfc IRTHTEFSE 1pfc enable FC4 type=3 BUTE 1pfc WehiZFH/EA NVMe/FC 4%, REE
mEEN.

@ M vSphere 7.0 Update 3 745, brcmnvmefc RapiZFABERIH. Alt, 1pfc RKehiZFIIE
BIESAIE bremnvme f o IREITEFIREHIE T HLFBEERN NVMe (NVMe/FC ) IhgE,

@ FRIANERT, B LPe35000 R IEAEERIZE 1pfc_enable FC4 type=3 B#, BN

LPe32000 £%I#0 LPe31000 R5i&fCes FenmZ B <, HAHITUTHES,
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# esxcli system module parameters set -m lpfc -p lpfc enable fc4 type=3

#esxcli system module parameters list -m lpfc | grep lpfc enable fc4 type
lpfc _enable fc4 type int 3 Defines what FC4 types
are supported

#esxcli storage core adapter list
HBA Name Driver Link State UID

Capabilities Description

vmhbal lpfc link-up £c.200000109b95456£:100000109095456f
Second Level Lun ID (0000:86:00.0) Emulex Corporation Emulex LPe36000
Fibre Channel Adapter FC HBA

vmhba?2 lpfc link-up £fc.200000109b954570:1000001090954570
Second Level Lun ID (0000:86:00.1) Emulex Corporation Emulex LPe36000
Fibre Channel Adapter FC HBA

vmhba 64 lpfc link-up £c.2000001090b95456£:100000109095456f

(0000:86:00.0) Emulex Corporation Emulex LPe36000 Fibre Channel Adapter
NVMe HBA

vmhba65 lpfc link-up £c.200000109b954570:1000001090954570
(0000:86:00.1) Emulex Corporation Emulex LPe36000 Fibre Channel Adapter
NVMe HBA

fidE Marvell/QLogic

p
1. BBAREFREREF/EG S IFRE ERFIERTA

2. %8 glnativefc driver 3 ql2xnvmesupport=1 MTE glnativefc IKEIiEFFEH NVMe/FC 5
, AEEFHBIEN.

" # esxcfg-module -s 'gl2xnvmesupport=1' glnativefc’

@ ZHANBERT, QLE 277x RYIEARSIGE glnativetc driver 3, &5 QLE 277x &%/
EiCes FomR BN, BIARITUTHES,

esxcfg-module -1 | grep glnativefc
glnativefc 4 1912

3. KBS ERETRBHET NVMe :
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#esxcli storage core adapter list

HBA Name Driver Link State
Capabilities Description
vmhba3 glnativefc link-up
Second Level Lun ID (0000:5e:00.

Fibre Channel to PCIe Adapter
vmhba4
Second Level Lun ID

glnativefc link-up

(0000:5e:00
Fibre Channel to PCIe Adapter FC
vmhba 64 glnativefc
(0000:5e:00.0)
Adapter NVMe FC Adapter
vmhba 65 glnativefc
(0000:5e:00.1)

NVMe FC Adapter

link-up

link-up

Adapter

I5F NVMe/FC

1. I83F NVMe/FC i&fc2s 2B 57 ESXi EH L

# esxcli nvme adapter list
Adapter Adapter Qualified Name
Associated Devices

UID

£fc.20000024£f£f1817ae:21000024££f1817ae
0) QLogic Corp QLE2742 Dual Port 32Gb

FC Adapter

£fc.20000024££f1817af:21000024£ff1817af
.1) QLogic Corp QLE2742 Dual Port 32Gb

Adapter

£fc.20000024£ff1817ae:21000024££f1817ae
QLogic Corp QLE2742 Dual Port 32Gb Fibre Channel to PCIe

£fc.20000024££f1817af:21000024££f1817af
QLogic Corp QLE2742 Dual Port 32Gb Fibre Channel to PCIe

Transport Type

vmhba6d4 agn:glnativefc:21000024ff1817ae FC
vmhba65 agn:glnativefc:21000024£f£f1817af FC
vmhba66 agn:1pfc:100000109b579d9c FC
vmmhba67 agn:1pfc:100000109b579d9d FC

2. BIFREEEMEIZE NVMe/FC gp R %Ia]:

LU TFRAIREY UUID s NVMe/FC 8 Fialig &,

Driver

glnativefc
glnativefc
lpfc
lpfc
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3.

304

# esxcfg-mpath -b
uuid.5084e29%a6bb24fbcabbal76eda8ecd7e
(uuid.5084e29%9a6bb24fbcabSbal76eda8ecd’e)

NVMe Fibre Channel Disk

vmmhba65:C0:T0:L1 LUN:1 state:active fc Adapter: WWNN:
20:00:34:80:0d:6d:72:69 WWPN: 21:00:34:80:0d:6d:72:69 Target: WWNN:
20:17:00:a0:98:df:e3:d1l WWPN: 20:2f:00:a0:98:df:e3:d1
vmhba65:C0:T1:L1 LUN:1 state:active fc Adapter: WWNN:
20:00:34:80:0d:6d:72:69 WWPN: 21:00:34:80:0d:6d:72:69 Target: WWNN:
20:17:00:a20:98:df:e3:d1l WWPN: 20:1a:00:a0:98:df:e3:d1
vmhba64:C0:TO0:L1 LUN:1 state:active fc Adapter: WWNN:
20:00:34:80:0d:6d:72:68 WWPN: 21:00:34:80:0d:6d:72:68 Target: WWNN:
20:17:00:a20:98:df:e3:d1l WWPN: 20:18:00:a0:98:df:e3:d1
vmhba64:C0:T1:L1 LUN:1 state:active fc Adapter: WWNN:
20:00:34:80:0d:6d:72:68 WWPN: 21:00:34:80:0d:6d:72:68 Target: WWNN:
20:17:00:a20:98:df:e3:d1l WWPN: 20:19:00:a0:98:df:e3:d1

£ ONTAP 9.7 1, NVMe/FC s Z FTIEIRERIARA/NA 4k o BLERIAKR/ING ESXi AFEBo
Etb, £/ ESXi S22 B Tiant, A frRTIEIRA/IRE N 512b , ERILUIER

vserver nvme namespace create ﬁ%*ﬂ?ﬁﬁt*ﬁé«ﬁo

®

ANl

vserver nvme namespace create -vserver vs_ 1 -path /vol/nssvol/namespacel -size
100g -ostype vmware -block-size 512B

BZI "ONTAP 9 s S FHT" TRREZIFAES.

ISIEHER. NVMe/FC s R T ElFMZ N ANA BRIZAPIRE:


https://docs.netapp.com/ontap-9/index.jsp?topic=%2Fcom.netapp.doc.dot-cm-cmpr%2FGUID-5CB10C70-AC11-41C0-8C16-B4D0DF916E9B.html
https://docs.netapp.com/ontap-9/index.jsp?topic=%2Fcom.netapp.doc.dot-cm-cmpr%2FGUID-5CB10C70-AC11-41C0-8C16-B4D0DF916E9B.html
https://docs.netapp.com/ontap-9/index.jsp?topic=%2Fcom.netapp.doc.dot-cm-cmpr%2FGUID-5CB10C70-AC11-41C0-8C16-B4D0DF916E9B.html
https://docs.netapp.com/ontap-9/index.jsp?topic=%2Fcom.netapp.doc.dot-cm-cmpr%2FGUID-5CB10C70-AC11-41C0-8C16-B4D0DF916E9B.html
https://docs.netapp.com/ontap-9/index.jsp?topic=%2Fcom.netapp.doc.dot-cm-cmpr%2FGUID-5CB10C70-AC11-41C0-8C16-B4D0DF916E9B.html
https://docs.netapp.com/ontap-9/index.jsp?topic=%2Fcom.netapp.doc.dot-cm-cmpr%2FGUID-5CB10C70-AC11-41C0-8C16-B4D0DF916E9B.html
https://docs.netapp.com/ontap-9/index.jsp?topic=%2Fcom.netapp.doc.dot-cm-cmpr%2FGUID-5CB10C70-AC11-41C0-8C16-B4D0DF916E9B.html
https://docs.netapp.com/ontap-9/index.jsp?topic=%2Fcom.netapp.doc.dot-cm-cmpr%2FGUID-5CB10C70-AC11-41C0-8C16-B4D0DF916E9B.html
https://docs.netapp.com/ontap-9/index.jsp?topic=%2Fcom.netapp.doc.dot-cm-cmpr%2FGUID-5CB10C70-AC11-41C0-8C16-B4D0DF916E9B.html
https://docs.netapp.com/ontap-9/index.jsp?topic=%2Fcom.netapp.doc.dot-cm-cmpr%2FGUID-5CB10C70-AC11-41C0-8C16-B4D0DF916E9B.html
https://docs.netapp.com/ontap-9/index.jsp?topic=%2Fcom.netapp.doc.dot-cm-cmpr%2FGUID-5CB10C70-AC11-41C0-8C16-B4D0DF916E9B.html

esxcli storage hpp path list -d uuid.5084e29%a6bb24fbcabbal76eda8ecd’e

£c.200034800d6d7268:210034800d6d7268~
£fc.201700a098dfe3d1:201800a098dfe3dl-
uuid.5084e29%a6bb24fbcabbal76eda8ecd’e

Runtime Name: vmhba64:C0:T0:L1

Device: uuid.5084e29%a6bb24fbcabbal76eda8ecd7e

Device Display Name: NVMe Fibre Channel Disk
(uuid.5084e29%9a6bb24fbcabSbal76eda8ecd7e)

Path State: active

Path Config: {TPG id=0,TPG state=A0,RTP id=0,health=UP}

£c.200034800d6d7269:210034800d6d7269~-
£fc.201700a098dfe3d1:201a00a098dfe3dl-
uuid.5084e29%a6bb24fbcabbal76eda8ecd’e

Runtime Name: vmhba65:C0:T1:L1

Device: uuid.5084e29%a6bb24fbcabbal76eda8ecd’e

Device Display Name: NVMe Fibre Channel Disk
(uuid.5084e29%a6bb24fbcabSbal76eda8ecd’e)

Path State: active

Path Config: {TPG id=0,TPG state=A0,RTP id=0,health=UP}

£c.200034800d6d7269:210034800d6d7269~-
£c.201700a098dfe3d1:202f00a098dfe3dl-
uuid.5084e29%a6bb24fbcabbal76eda8ecd’e

Runtime Name: vmhba65:C0:T0:L1

Device: uuid.5084e29%a6bb24fbcabbal76eda8ecd7e

Device Display Name: NVMe Fibre Channel Disk
(uuid.5084e29%9a6bb24fbcabSbal76eda8ecd’e)

Path State: active unoptimized

Path Config: {TPG id=0,TPG state=ANO,RTP_ id=0, health=UP}

£c.200034800d6d7268:210034800d6d7268~-
£c.201700a098dfe3d1:201900a098dfe3dl-
uuid.5084e29%a6bb24fbcabbal76eda8ecd’e

Runtime Name: vmhba64:C0:T1:L1

Device: uuid.5084e29%a6bb24fbcabbal76eda8ecd’e

Device Display Name: NVMe Fibre Channel Disk
(uuid.5084e29%a6bb24fbcabSbal76eda8ecd’e)

Path State: active unoptimized

Path Config: {TPG id=0,TPG state=ANO,RTP id=0,health=UP}

ACE NVMe/TCP
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I5IEFNVMe/TCP

p

&

1. ISENVMe/TCPIEHAC 2 HIIR A

[root@R650-8-45:~] esxcli nvme adapter list

Adapter Adapter Qualified Name

vmhba 64 agn:nvmetcp:34-80-0d-30-ca-e0-T
vmhba65 agn:nvmetc:34-80-13d-30-ca-el-T
list

Transport Type Driver Associated Devices
TCP nvmetcp vmnzc?2

TCP nvmetcp vmnzc3

2. BH|HENVMe/TCPIEE, BERAUTHS:

[root@R650-8-45:~] esxcli nvme controller list
Name

ngn.1992-
08.com.netapp:sn.5e347cf68e0511lec9ec2d039%eal3ebed: subsystem.vs name tcp
ss#vmhba64#192.168.100.11:4420

ngn.1992-
08.com.netapp:sn.5e347cf68e0511lec9ec2d039%eal3ebed: subsystem.vs name tcp
ss#vmhba64#192.168.101.11:4420

Controller Number Adapter Transport Type IS Online

1580 vmhba64 TCP true
1588 vmhba65 TCP true

3. ZFIHNVMerp & TERIERFE. FEAUTHL:
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[root@R650-8-45:~] esxcli storage hpp path list -d
uuid.400bf333abf74ab8b96dcl8ffadc3£99
tcp.vmnic2:34:80:0d:30:ca:eo-tcp.unknown-
uuid.400bf333abf74ab8b96dcl8ffadc3£99

Runtime Name: vmhba64:C0:T0:L3

Device: uuid.400bf333abf74ab8b96dcl8ffadc3£99

Device Display Name: NVMe TCP Disk
(uuid.400b£f333abf74ab8b9%6dcl8ffadc3£99)

Path State: active unoptimized

Path config: {TPG id=0,TPG state=ANO,RTP id=0, health=UP}

tcp.vmnic3:34:80:0d:30:ca:el-tcp.unknown-
uuid.400bf333abf74ab8b96dcl8ffadc3£99

Runtime Name: vmhba65:C0:T1:L3

Device: uuid.400bf333abf74ab8b96dcl8ffadc3£99

Device Display Name: NVMe TCP Disk
(uuid.400bf333abf74ab8b9%6dcl8ffadc3£99)

Path State: active

Path config: {TPG id=0,TPG state=A0,RTP id=0,health=UP}

B[R

fEFBONTAPHIESXi 7. xHINVMe-oF ENECEFE L FERIAI :

NetApp 82 tTell & B R RS
ID
"1420654," TZONTAP 9.9.15{EFANVMe/FCHHMY QB FH B IE AL L AT LR,
Bf. ONTAP P EFRIE(T MRXFERER. BHRIMEE tn) B R
REAMER .
HXEE

"SKFONTAPEIVMware vSphere" "NetApp MetroCluster 23 VMware vSphere 5.x , 6.x #1 7.x (2031038
) " "VMware vSphere 6.x#17.x32#FNetApp®SnapMirrorE ch[E 4"

Oracle Linux

T #ZONTAPYT Oracle Linux B9 =EFINEE,

£/ NVMe over Fabrics (NVMe-oF ) #1TEHECE P2 #589TNEEEIONTAPA Oracle Linux
HIRR AT o

IhRE Oracle Linux E#lik4&x  ONTAP hrzx

Oracle Linux EAFONTAPIZHI2E 2 [ali@id 9.4 HEBRAE 9.12.1 L EFhkZs
NVMe/TCP ¥R e0HmARF 9T,
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https://mysupport.netapp.com/site/bugs-online/product/ONTAP/BURT/1420654
https://docs.netapp.com/us-en/ontap-apps-dbs/vmware/vmware-vsphere-overview.html
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https://docs.netapp.com/us-en/ontap-apps-dbs/vmware/vmware-vsphere-overview.html
https://kb.vmware.com/s/article/2031038
https://kb.vmware.com/s/article/2031038
https://kb.vmware.com/s/article/2031038
https://kb.vmware.com/s/article/2031038
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https://kb.vmware.com/s/article/2031038
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https://kb.vmware.com/s/article/2031038
https://kb.vmware.com/s/article/2031038
https://kb.vmware.com/s/article/2031038
https://kb.vmware.com/s/article/2031038
https://kb.vmware.com/s/article/2031038
https://kb.vmware.com/s/article/2031038
https://kb.vmware.com/s/article/83370
https://kb.vmware.com/s/article/83370
https://kb.vmware.com/s/article/83370
https://kb.vmware.com/s/article/83370
https://kb.vmware.com/s/article/83370
https://kb.vmware.com/s/article/83370
https://kb.vmware.com/s/article/83370
https://kb.vmware.com/s/article/83370
https://kb.vmware.com/s/article/83370
https://kb.vmware.com/s/article/83370
https://kb.vmware.com/s/article/83370
https://kb.vmware.com/s/article/83370
https://kb.vmware.com/s/article/83370
https://kb.vmware.com/s/article/83370
https://kb.vmware.com/s/article/83370

IhgE Oracle Linux E#lAkZx  ONTAP kx4

NVMe/TCP @—I5e e FH I RINkE 9.0 ESHRA 9.10.1 HEFhZA
NVMe/TCP {ERRE & T el i & T8 ‘nvme-cli’ 8.2 SEShRZS 9.10.1 I ESHRZS
2E

FE—FH LE#F NVMe 1 SCSI =, NVMe-oF @R 7.7 HEShRE 9.4 ESHRZA

TialfEA NVMe %812, SCSILUN £/ dm &

A
=o

@ NetApp sanlun NVMe-oF Rz ENERERF. ErILUERZAY] nvme-cli&ATFiE NVMe-
oF 1?5@0

TR AR EPIEITHIONTAPRRZASU{E], ONTAPSZ#FLLT SAN EAH1INEE,

Thie Oracle Linux E#iRZ
F4 udev # nvme-cli ZMHEEN NVMe ZEEFIRMHEATIRE &3 9.6 E=ARA
SAN BB NVMe/FC thil/E A 9.5 S E Sk
MZH NVMe ZE&1ZTHEEERIAIS NVMe @38 == (El/E Ao 8.3 UE=ARA
X “nvme-cli ZM A BB & BalEERZA, TRE=7FHIZ 8.3 AE=MRA
JRE udev MM “nvme-cli ZEHE S NVMe ZERIZ R H HIHE 8.3 HEShiA

() sBrsspmEmHEEE, BSR TREERTIA,

=%

WNERA Oracle Linux fRANE...... THE......

9Z&7% "39 Oracle Linux 9.x B2 & NVMe"
8R! "JJ Oracle Linux 8.x it & NVMe"
785 "J9 Oracle Linux 7.x B2 & NVMe"
HXER

"T RO EIE NVMe X"

BZE Oracle Linux 9.x 1 NVMe-oF LI FHFONTAPEf#

Oracle Linux ENZHEFIHFEER NVMe (NVMe/FC) F1EF TCP BY NVMe
(NVMe/TCP) ¥, HZHHEEXIFRas& ==aliA1a] (ANA), ANA 125 iSCSI 1 FCP If1%
FREYIEIFFRIZEEER TTIAIR] (ALUA) FMBI 2 BRRINEE,
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https://mysupport.netapp.com/matrix/
https://mysupport.netapp.com/matrix/
https://mysupport.netapp.com/matrix/
https://mysupport.netapp.com/matrix/
https://mysupport.netapp.com/matrix/
https://mysupport.netapp.com/matrix/
https://mysupport.netapp.com/matrix/
https://mysupport.netapp.com/matrix/
https://mysupport.netapp.com/matrix/
https://mysupport.netapp.com/matrix/
https://mysupport.netapp.com/matrix/
https://mysupport.netapp.com/matrix/
https://mysupport.netapp.com/matrix/
https://mysupport.netapp.com/matrix/
https://mysupport.netapp.com/matrix/
https://docs.netapp.com/us-en/ontap/san-admin/start-nvme-fc-service-svm-task.html
https://docs.netapp.com/us-en/ontap/san-admin/start-nvme-fc-service-svm-task.html
https://docs.netapp.com/us-en/ontap/san-admin/start-nvme-fc-service-svm-task.html
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https://docs.netapp.com/us-en/ontap/san-admin/start-nvme-fc-service-svm-task.html
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https://docs.netapp.com/us-en/ontap/san-admin/start-nvme-fc-service-svm-task.html
https://docs.netapp.com/us-en/ontap/san-admin/start-nvme-fc-service-svm-task.html
https://docs.netapp.com/us-en/ontap/san-admin/start-nvme-fc-service-svm-task.html
https://docs.netapp.com/us-en/ontap/san-admin/start-nvme-fc-service-svm-task.html
https://docs.netapp.com/us-en/ontap/san-admin/start-nvme-fc-service-svm-task.html
https://docs.netapp.com/us-en/ontap/san-admin/start-nvme-fc-service-svm-task.html
https://docs.netapp.com/us-en/ontap/san-admin/start-nvme-fc-service-svm-task.html

T ##401a] A Oracle Linux 9.x B E NVMe over Fabrics (NVMe-oF) 41, MEBEZXFNINEEER, B
"Oracle Linux ONTAPZ 1 #IhRE",

NVMe-oF 5 Oracle Linux 9.x ZZE U T EXRE:

* X ‘nvme disconnect-all i S M F IR G R AT EIEXH RS, FJREESHARTIEATE, BT EL
NVMe-TCP 3§ NVMe-FC fi& =E]M SAN B RS EHITIIRE,

F1%: (FIi%) B FHASANEL]

TR AR E EALAGER SAN BapkELEiBH RS AT B, EA"ERFIERTAE"TWIEER Linux 2R
gi. FHSLLEECEE (HBA). HBA . HBA S5 BIOS FIONTAPRRASZ S 2 #F SAN BEf,

T
1. "BIE NVMe #p2 = 8 FH IS E AR B EH" o
2. 7£BR%328 BIOS H19 SAN Brian & =8|t IR /2 A SAN BE.

BXfIEA HBABIOS WER, BSMMNE T A,
3. EfRMENHARIHRERAR T ERNFETIET.

$IE 2. L% Oracle Linux 1 NVMe {4 HI0IFAC &
ER LT BRI R 3 FRERIE Oracle Linux 9.x ZXf4hRr4s,

g
1. 7ERR5388 LR % Oracle Linux 9.xo ZETMG, BRINEEITHIRIEER Oracle Linux 9.x NiZ,

uname -—-r

Oracle Linux RtZhRas745 :

6.12.0-1.23.3.2.el9%uek.x86 64

2. &% NVMe-CLI B
rpm -ga|grep nvme-cli

TENGIFRTRT nvme-cli FEEARZAS :

nvme-cli-2.11-5.e19.x86 64

3. L3 1ibnvme WHE:
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rpm —-gal|grep libnvme

TENGFRTRT libnvme B4 EhRZS

libnvme-1.11.1-1.e19.x86 64

4. 1 Oracle Linux 9.x £l L, & hostngn F/FE */etc/nvme/hostngn:

cat /etc/nvme/hostngn

TEFIFERT "hostngn hRZs:

ngn.2014-08.org.nvmexpress:uuid:b1d95cd0-1f7c-1lec-b8d1l-3a68dd6lalcbh

5. ZEONTAPZ4iH, WIELTEE: “hostngn FERTERILAD “hostngn  ONTAPTEE R A HEN FRAMNF TR

vserver nvme subsystem host show -vserver vs 203
E
M 7IN7IN

Vserver Subsystem Priority Host NOQON

vs 203 Nvmel regular ngn.2014-
08.org.nvmexpress:uuid:b1d95cd0-1f7c-11ec-b8d1l-3a68dd6lalcb
NvmelO regular ngn.2014-
08.org.nvmexpress:uuid:b1d95cd0-1f7c-11lec-b8d1l-3a68dd6lalcb
Nvmell regular ngn.2014-
08.org.nvmexpress:uuid:b1d95cd0-1f7c-11lec-b8dl-3a68dd6lalcb
Nvmel2 regular ngn.2014-
08.org.nvmexpress:uuid:b1d95cd0-1f7c-11lec-b8d1l-3a68ddelalcb
Nvmel3 regular ngn.2014-
08.org.nvmexpress:uuid:b1d95cd0-1f7c-11lec-b8d1l-3a68dd6lalcb
Nvmel4 regular ngn.2014-
08.org.nvmexpress:uuid:b1d95cd0-1f7c-1lec-b8d1l-3a68dd6lalcb
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R hostngn FRAEARLA., ERIUFER “vserver modify @< EM hostngn 8
() monrarMFIFRELNTHE. FEHSENLNFHE /etc/nvme/hostngn IR

“hostngno

1% 3: BIE NVMe/FC 1 NVMe/TCP

f$£F3 Broadcom/Emulex % Marvell/QLogic i&ECESECE NVMe/FC, fERFon& MM EFIR(ERLE
NVMe/TCP,
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NVMe/FC - {&i&/Emulex
JIBroadcom/Emulexi&fczsEc ENVMe/FC,

1. BIANEERNER SRS

a. BREEIZFR:

cat /sys/class/scsi host/host*/modelname

EBRERI TS

LPe36002-M64-D
LPe36002-M64-D

b. BRIERIEA:

cat /sys/class/scsi host/host*/modeldesc

BN ZRBFIRMUT AT RAEIBY

Emulex LPe36002-M64-D 2-Port 64Gb Fibre Channel Adapter
Emulex LPe36002-M64-D 2-Port 64Gb Fibre Channel Adapter

2. I NEFERNREINHIBroadcom 1pfc BN ERNIER:
a. BREIFRRZ:

cat /sys/class/scsi host/host*/fwrev

TR ERE RS

14.4.576.17, sli-4:6:d
14.4.576.17, sli-4:6:d

b. BRU TR TN TEF RS -

cat /sys/module/lpfc/version

U TROIER T EEHIEAFhR s :
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0:14.4.0.8

-+
BXRZFNEERENIZFMEFIRENRMTIR, BSU ERFERTA"

- JBISIE 1pfc_enable fc4 type IREN 3!
cat /sys/module/lpfc/parameters/lpfc enable fc4 type
- WIER BRI UEEREFIKRO:
cat /sys/class/fc host/host*/<port name>
LRI 2RimO4RIR

0x2100f4c7aa9d7c5c
0x2100f4c7aa9d7c5d

- BRI in L R S
cat /sys/class/fc host/host*/port state
EREFIL TS

Online

Online

. IWIENVMe/FCEIiEF RO S BB EENRAEE I .

cat /sys/class/scsi host/host*/nvme info
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Bl

NVME Initiator Enabled
XRI Dist 1lpfcO Total 6144 IO 5894 ELS 250
NVME LPORT lpfcO WWPN x100000620b3c0869 WWNN

DID x080e00
NVME RPORT
DID x021401
NVME RPORT
DID x02141f
NVME RPORT
DID x021429
NVME RPORT
DID x021003
NVME RPORT
DID x02100f
NVME RPORT
DID x021015

ONLINE

WWPN x2001d03%eabac36f
TARGET DISCSRVC ONLINE

WWPN x20e2d039%eabac36f
TARGET DISCSRVC ONLINE

WWPN x2011d039eabac36f
TARGET DISCSRVC ONLINE

WWPN x2002d03%eabac36f
TARGET DISCSRVC ONLINE

WWPN x20e4d039eabac36f
TARGET DISCSRVC ONLINE

WWPN x2012d039eabac36f
TARGET DISCSRVC ONLINE

NVME Statistics
LS: Xmt 0000027ccf Cmpl 0000027cca Abort 00000014

LS XMIT:

Err 00000005

CMPL:

WWNN

WWNN

WWNN

WWNN

WWNN

WWNN

%200000620b3c0869

x2000d039%eabac36f

x20e1d039%eabac36f

x2010d03%eabac36f

x2000d039%eabac36f

x20e1d039%eabac36f

x2010d03%eabac36f

xb 00000014 Err 00000014

Total FCP Cmpl 00000000000613ff Issue 00000000000613fc OutIO
fffffffffffffffd

abort 00000007 noxri 00000000 nondlp 00000000 gdepth
00000000 wgerr 00000000 err 00000000

FCP CMPL:

xb 0000000a Err 0000000d

NVME Initiator Enabled
XRI Dist 1lpfcl Total 6144 IO 5894 ELS 250
NVME LPORT lpfcl WWPN x100000620b3c086a WWNN

DID x080000
NVME RPORT
DID x021501
NVME RPORT
DID x02150f
NVME RPORT
DID x021515
NVME RPORT
DID x02110b
NVME RPORT
DID x02111f
NVME RPORT
DID x021129

ONLINE

WWPN x2004d03%eabac36f
TARGET DISCSRVC ONLINE

WWPN x20e3d039%eabac36f
TARGET DISCSRVC ONLINE

WWPN x2014d039eabac36f
TARGET DISCSRVC ONLINE

WWPN x2003d03%eabac36f
TARGET DISCSRVC ONLINE

WWPN x20e5d039%eabac36f
TARGET DISCSRVC ONLINE

WWPN x2013d039eabac36f
TARGET DISCSRVC ONLINE

NVME Statistics

WWNN

WWNN

WWNN

WWNN

WWNN

WWNN

x200000620b3c086a

x2000d039%eabac36f

x20e1d039%eabac36f

x2010d03%eabac36f

x2000d039%eabac36f

x20e1d039%eabac36f

x2010d03%eabac36f



LS: Xmt 0000027ca3 Cmpl 0000027ca2 Abort 00000017
LS XMIT: Err 00000001 CMPL: xb 00000017 Err 00000017

Total FCP Cmpl 000000000006369d Issue 00000000000636%9a OutIO
TEfffffffffffffd

abort 00000007 noxri 00000000 nondlp 00000011 gdepth
00000000 wgerr 00000000 err 00000000
FCP CMPL: xb 00000008 Err 0000000c

NVMe/FC - Marvell/QLogic
JIMarvell/QLogici&Ac 23 ENVMe/FCo

1. WIHER B IEEETR IS EC R X2 P M E RS -
cat /sys/class/fc host/host*/symbolic name
AR ER T W Ehig A E iR s

QLE2872 FW:v9.15.03 DVR:v10.02.09.300-k

2. JFWIE gl2xnvmeenable Bi&H, X##. Marveli&ZEi28E ] HYENVMe/FCREHIER:
cat /sys/module/gla2xxx/parameters/gl2xnvmeenable

FiRR%EIH 910

NVMe/TCP

NVMe/TCP XA 335 B ahiEZiglE. Bk, ERILUEITHIT NVMe/TCP K& NVMe/TCP F& 4t an

& Z8) "connect Z#& “connect-all' FohiE{Eo

1. BB g iR OB o LUBE = £ 1FINVMe/TCP LIFIREUA I B S T1E iR

nvme discover -t tcp -w host-traddr -a traddr
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Bl

nvme discover -t tcp -w 192.168.30.10 -a 192.168.30.58

trtype: tcp

adrfam: ipv4

subtype: current discovery subsystem

treq: not specified

portid: 8

trsvcid: 8009

subngn: ngn.1992-
08.com.netapp:sn.064a9p19b3eellf09dcad039%eabac370:discovery
traddr: 192.168.31.99

eflags: explicit discovery connections, duplicate discovery
information

sectype: none

trtype: tcp

adrfam: ipv4

subtype: current discovery subsystem

treq: not specified

portid: 6

trsvcid: 8009

subngn: nqgn.1992-
08.com.netapp:sn.064a9b19b3eell1f09dcad039%eabac370:discovery
traddr: 192.168.30.99

eflags: explicit discovery connections, duplicate discovery
information

sectype: none

trtype: tcp

adrfam: ipv4

subtype: current discovery subsystem

treq: not specified

portid: 7

trsvcid: 8009

subngn: ngn.1992-
08.com.netapp:sn.064a9p19b3eellf09dcad039%eabac370:discovery
traddr: 192.168.31.98

eflags: explicit discovery connections, duplicate discovery
information

sectype: none

trtype: tcp
adrfam: ipv4



subtype: current discovery subsystem

treq: not specified

portid: 5

trsvcid: 8009

subngn: ngn.1992-
08.com.netapp:sn.064a9p19b3eellf09dcad039%eabac370:discovery
traddr: 192.168.30.98

eflags: explicit discovery connections, duplicate discovery
information

sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem

treq: not specified

portid: 8

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.064a9b19b3eellf09dcad039%eabac370:subsystem.subs

ys_kvm
traddr: 192.168.31.99
eflags: none

sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem

treq: not specified

portid: 6

trsvecid: 4420

subngn: ngn.1992-
08.com.netapp:sn.064a9p19b3eellf09dcad039%eabac370:subsystem. subs

ys_kvm
traddr: 192.168.30.99
eflags: none

sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem

treq: not specified

portid: 7

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.064a9b19b3eellf09dcad039%eabac370:subsystem. subs
ys kvm
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traddr: 192.168.31.98
eflags: none
sectype: none

trtype: tep

adrfam: ipv4

subtype: nvme subsystem

treq: not specified

portid: 5

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.064a9p19b3eellf09dcad039%eabac370:subsystem.subs

ys_kvm
traddr: 192.168.30.98
eflags: none

sectype: none

2. BIFEHMNVMe/TCPEEHIER-BAFfLIFAS 2SI LURINIZEN A T B ETImEIE:

nvme discover -t tcp -w host-traddr -a traddr

Bl

nvme discover -t tcp -w 192.168.30.10 -a 192.168.30.58
nvme discover -t tcp -w 192.168.30.10 -a 192.168.30.59
nvme discover -t tcp -w 192.168.31.10 -a 192.168.31.58
nvme discover -t tcp -w 192.168.31.10 -a 192.168.31.59

3. iB1T nvme connect-all ETRPFAEZIZIFNNVMe/TCPEENTER-BIRSIP Lz T6H<:

nvme connect-all -t tcp -w host-traddr -a traddr

Bl

nvme connect-all -t tcp -w 192.168.30.10 -a 192.168.30.58
nvme connect-all -t tcp -w 192.168.30.10 -a 192.168.30.59
nvme connect-all -t tcp -w 192.168.31.10 -a 192.168.31.58
nvme connect-all -t tcp -w 192.168.31.10 -a 192.168.31.59
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M Oracle Linux 9.4 74, NVMe/TCP BJI&E “ctrl_loss_tmo timeout BEh& B A XA, Fik:

* BRRELERY (TRER) -

* BAFEFEERER “ctrl_loss_tmo timeout AT "nvme connect I & "nvme connect-all' &5 (3%
W) .

* NRELERZHE, NVMe/TCP IZHIBA BN, HEITRABMRISER,

$E 4. (A%) B udev FINAHY iopolicy

F#1EA Oracle Linux 9.x ¥ NVMe-oF FIZRiA iopolicy i &N round-robin. M Oracle Linux 9.6 74, &
AT LA iopolicy BN queue-depth BIFIELR udev FNIS 4,

PTIE
1. {EH root INPRTEX A 4miE28PFTHF udev FRNIS

/usr/lib/udev/rules.d/71l-nvmf-netapp.rules

EER L a

vi /usr/lib/udev/rules.d/71-nvmf-netapp.rules

2. #F)i&ENetApp ONTAP#ZHI2S iopolicy FIARITILED,

AT RAIER T —5mFIRn

ACTION=="add", SUBSYSTEM=="nvme-subsystem", ATTR{subsystype}=="nvm",
ATTR{model }=="NetApp ONTAP Controller", ATTR{iopolicy}="round-robin"

3. BEFN, LUE round-robin LAY queue-depth:

ACTION=="add", SUBSYSTEM=="nvme-subsystem", ATTR{subsystype}=="nvm",
ATTR{model }=="NetApp ONTAP Controller", ATTR{iopolicy}="queue-depth"

4. EEFMNFudevil NI FAEX:

udevadm control --reload
udevadm trigger --subsystem-match=nvme-subsystem

S. IBEFRARHAF /0 KB, fHIEN, B<F RS> nvme-subsys0o

319



cat /sys/class/nvme-subsystem/<subsystem>/iopolicy

NVE=E VRSl K

queue-depth.

() #iopolicy 2EIENNIAFILAINetAPp ONTAPIZHIS ., EBER,

S8 5: \%E, EA NVMe/FC B9 1MB 1/0,

ONTAP7EIRFIIEHI 28 R IR E R AEUEE WA/ (MDTS) K 8, XEKERK I/0 IBERA/NAIX 1MB, EF
Broadcom NVMe/FC FE#A&H 1MB A/N8Y 1/0 B3R, ERIZIEM Ipfc BIME “Ipfc_sg_seg_cnt SEMEIAE
64 E{ I 256,

(D)  XeESBEREEFBENVMFCEH.

TE
1. %% "Ipfc_sg_seg_cnt BEiGE 57256

cat /etc/modprobe.d/lpfc.conf

BN ZRBFIRMUT AT RAIBYE

options lpfc lpfc sg seg cnt=256

2. 1&97 ‘dracut -f ep L HEFBEHEN.
3. IIFME RS Ipfc_sg_seg_cnt }1256:

cat /sys/module/lpfc/parameters/lpfc_sg seg cnt

$IZ 6. I0IF NVMe BohiRS

M Oracle Linux 9.5 744, “nvmefc-boot-connections.service 1 “nvmf-autoconnect.service' NVMe/FC 8 &

HEEIARS nvme-cli RFE BN = BB RIEE,
BoiERE, WiE nvmefc-boot-connections.service 1 “nvmf-autoconnect.service BEIIREZ E R FHo

g
1. BIFEE nvmf-autoconnect.service' B2 :
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systemctl status nvmf-autoconnect.service

bkt

nvmf-autoconnect.service - Connect NVMe-oF subsystems automatically

during boot

Loaded: loaded (/usr/lib/systemd/system/nvmf-
autoconnect.service; enabled; preset: disabled)
Active: inactive (dead) since Tue 2025-10-07 09:48:11

week 0 days ago

Main PID: 2620 (code=exited, status=0/SUCCESS)

CPU: 19ms

Oct 07 09:48:11 R650xs5-13-211 systemd[1l]:

subsystems automatically during boot...

Oct 07 09:48:11 R650xs-13-211 systemd[1]:

Deactivated successfully.

Oct 07 09:48:11 R650xs-13-211 systemd[1l]:

subsystems automatically during boot.

2. IHIFRE “nvmefc-boot-connections.service' B2 A :

Starting Connect

nvmf-autoconnect.

Finished Connect

systemctl status nvmefc-boot-connections.service

EDT; 1

NVMe-oF

service:

NVMe-oF
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btk

nvmefc-boot-connections.service - Auto-connect to subsystems on FC-
NVME devices found during boot

Loaded: loaded (/usr/lib/systemd/system/nvmefc-boot-
connections.service; enabled; preset: enabled)

Active: inactive (dead) since Tue 2025-10-07 09:47:07 EDT; 1
week 0 days ago

Main PID: 1651 (code=exited, status=0/SUCCESS)
CPU: 1l4ms

Oct 07 09:47:07 R650xs-13-211 systemd[1l]: Starting Auto-connect to
subsystems on FC-NVME devices found during boot...

Oct 07 09:47:07 R650xs-13-211 systemd[1l]: nvmefc-boot-
connections.service: Deactivated successfully.

Oct 07 09:47:07 R650xs-13-211 systemd[1l]: Finished Auto-connect to

subsystems on FC-NVME devices found during boot.

ST BWIISRRRE
BIFRIZNVMe ZBRIZIRE. ANAKRSHIONTAPS B B2 HEMRFNVMe-oF iR E,

HIE
1. WIFRTERBARIZNVMeZiRE:

cat /sys/module/nvme core/parameters/multipath

eVE=E VAR K

2. IBIFHERNONTAPE & FERYE HNVMe-oF IR & (B30, B Si&E AINetApp ONTAPITHIZE. & Fiiopolicyi&
BRNER RS EfRIREEN L

a. BRFRY:

cat /sys/class/nvme-subsystem/nvme-subsys*/model

NV =gl V@ T
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NetApp ONTAP Controller
NetApp ONTAP Controller

b. BRI

cat /sys/class/nvme-subsystem/nvme-subsys*/iopolicy

&R %eEE R iopolicy FEIGE, fIUl:

queue-depth
queue-depth

3. WIER BB TN LEHEMH AL I r& =8

nvme list

ERF
Node Generic
Namespace Usage
/dev/nvmel02nl /dev/ngl02nl
Controller Ox1 2.25
9.17.1
/dev/nvmel02n2 /dev/ngl02n2
Controller 0x2 2.25
9.17.1
/dev/nvmel06nl /dev/nglO6énl
Controller Ox1 2.25
9.17.1
/dev/nvmel06n2 /dev/ngl06n2
Controller 0x2 2.25
9.17.1

SN Model
Format

81LLgNYTindCAAAAAAAk NetApp ONTAP
GB/ 5.37 GB 4 KiB + 0 B

81LLgNYTindCAAAAAAAk NetApp ONTAP
GB/ 5.37 GB 4 KiB + 0 B

81LLgNYTindCAAAAAAAs NetApp ONTAP
GB / 5.37 GB 4 KiB + 0 B

81LLgNYTindCAAAAAAAs NetApp ONTAP
GB / 5.37 GB 4 KiB + 0 B

4. WM RENITRIRRESRE AR S ERS AB ERMNANAKS:
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NVMe/FC

nvme list-subsys /dev/nvmedn5

Bl

nvme-subsys4 - NQN=ngn.1992-
08.com.netapp:sn.f9¢c6d0cb4fefl11£f08579d03%aa8l138c:discovery
hostngn=ngn.2014-08.org.nvmexpress:uuid:b1d95cd0-1f7c-11lec-b8d1l-
3a68dd6lalcb \ +- nvme2 fc traddr=nn-0x201ad039%eabac36f:pn-
0x201bd039%eabac36f,host traddr=nn-0x2000f4c7aa9d7c5c:pn-
0x2100f4c7aa9d7c5¢c live optimized

+- nvme8 fc traddr=nn-0x201ad039%eabac36f:pn-
0x201dd039%eabac36f,host traddr=nn-0x2000f4c7aa9d7c5d:pn-
0x2100f4c7aa9d7¢c5d live non-optimized

+- nvme2 fc traddr=nn-0x201ad039%eabac36f:pn-
0x201bd039%eabac36f,host traddr=nn-0x2000f4c7aa9d7c5c:pn-
0x2100f4c7aa9d7c5¢c live non-optimized

+- nvme8 fc traddr=nn-0x201ad039%eabac36f:pn-
0x201dd039%eabac36f,host traddr=nn-0x2000f4c7aa9d7c5d:pn-
0x2100f4c7aa9d7¢c5d live optimized

NVMe/TCP

nvme list-subsys /dev/nvmelnl
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Bl

nvme-subsys98 - NQN=ngn.1992-
08.com.netapp:sn.f9¢c6d0cb4fefl11£f08579d039%eaa8138c:subsystem.Nvme
9
hostngn=ngn.2014-

08.org.nvmexpress:uuid:b1d95cd0-1f7c-11lec-b8d1l-3a68dd6lalcb
\

+- nvmel00 fc traddr=nn-0x20lad039%eabac36f:pn-
0x201dd039%eabac36f,host traddr=nn-0x2000f4c7aa9d7c5d:pn-
0x2100f4c7aa9d7¢c5d live non-optimized

+- nvmelOl fc traddr=nn-0x20lad039%eabac36f:pn-
0x201cd039%eabac36f,host traddr=nn-0x2000f4c7aa9d7c5c:pn-
0x2100f4c7aa9d7c5¢c live non-optimized

+- nvme98 fc traddr=nn-0x201ad039%eabac36f:pn-
0x201bd039%eabac36f,host traddr=nn-0x2000f4c7aa9d7c5c:pn-
0x2100f4c7aa9d7c5¢c live optimized

+- nvme99 fc traddr=nn-0x201ad039%eabac36f:pn-
0x20led039%ecabac36f,host traddr=nn-0x2000f4c7aa9d7c5d:pn-
0x2100f4c7aa9d7c5d live optimized

[root@SR630-13-203 ~1#

S. FIENetAppiF B E NENONTAP & Fa)ig & B RIEMINE:
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7

nvme netapp ontapdevices -o column

STRA)
Device Vserver Namespace Path NSID UUID
Size
/dev/nvmel02nl vs 203 /vol/Nvmevol35/ns35 1
00e760c9-edca-4d9f-b1d4-e9a930bf53c0 5.37GB
/dev/nvmel02n2 vs 203 /vol/Nvmevol83/ns83 2

1£fa97524-7dc2-4dbc-b4cf-5ddaS8e7095c0 5.37GB

JSON

nvme netapp ontapdevices -0 json

Bl

"ONTAPdevices": [
{

"Device":"/dev/nvmellnl",
"Vserver":"vs 203",
"Namespace Path":"/vol/Nvmevoll6/nslé",
"NSID":1,
"UUID":"18a88771-8b5b-4eb7-bff0-2ae261£488e4",
"LBA Size":409¢6,
"Namespace Size":5368709120,
"UsedBytes":2262282240,
"Version":"9.17.1"

}
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T8 RELTES TR DI

Oracle Linux 9.x EHFIONTAPIZHIZE Z 81381 NVMe/TCP XFZ £ HER &1 I0IE,

TN ENIITHIZEE LIS — DH-HMAC-CHAP Z5AXEE, A REEIULZ L EHIIE, DH-HMAC-CHAP %A
Z NVMe EHZTHI2589 NON 5EEREENSHIIERANAS. AT RIENFIRFNED, NVMe EH1EL
EHIZR ARG S M E KB E R,

5 CLI SECE JSON XHEELXENFTHNE N KIE. NRFEANFRRNFRAIEE AR dnchap %A, 15
&/ config JSON X 14,
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L ITRE

EABSITRAERERETRNE NI,

1. FREXEHINQN:

cat /etc/nvme/hostngn

2. 79 Linux EH4ERL dhchap %A,

LUTFHIHIREAT "gen-dhchap-key ss S5

nvime gen-dhchap-key -s optional secret -1 key length {3248|64} -m
HMAC function {0]1[2]|3} -n host ngn

. -s secret key in hexadecimal characters to be used to initialize
the host key

. -1 length of the resulting key in bytes

. -m HMAC function to use for key transformation

0 = none, 1- SHA-256, 2 = SHA-384, 3=SHA-512

. -n host NQN to use for key transformation

FELUTRAIA. BER—BENldhchapZ . HEFHMACIZRE N3 (SHA-512),

# nvme gen-dhchap-key -m 3 -n ngn.2014-
08.org.nvmexpress:uuid:4c4c4544-0056-5410-8048-c4c04£f425633
DHHC-

1:03:xhAfbAD5IVLZDxiVOMFEOAS5JZ3F/ERGTXhHZzZQJKgkYKTbPI9dhRyVtrd4dBD+SG
1iAJO3by4FbnVtovlLmk+86+nNcek=:

3. TEONTAP#EHIZS E. AIMNENFIEEM NdhchapZEA:

vserver nvme subsystem host add -vserver <svm name> -subsystem
<subsystem> -host-ngn <host ngn> -dhchap-host-secret
<authentication host secret> -dhchap-controller-secret
<authentication controller secret> -dhchap-hash-function {sha-
256|sha-512} -dhchap-group {none|2048-bit|3072-bit|4096-bit|6144-
bit|8192-bit}

4. FNZIFAMHEBENEMIRIESZE: BRMNE, EEN L. EZEIONTAPIEHISHIRIEFMES 1R
WA EFEEdhchapZ$A .



nvme connect -t tcp -w <host-traddr> -a <tr-addr> -n <host ngn> -S
<authentication host secret> -C <authentication controller secret>

5. I&JF nvme connect authentication #3<. IIEFHFIZHIEEdhchapZih:

a. IIEFHdhchap®h:

cat /sys/class/nvme-subsystem/<nvme-subsysX>/nvme*/dhchap secret

ERBEREENTAREE

cat /sys/class/nvme-subsystem/nvme-subsysl/nvme*/dhchap secret
DHHC-

1:03:Y5VkkESgmt TGNdX842gemNpFK6BXYVwwngErgt 3IQKP5Fbjje\/JSBOJG
5Ea3NBLRfuiAuUSDUto6eY\/GwKORp6AWGkw=":

DHHC-

1:03:Y5VkkESgmt TGNdX842gemNpFK6BXYVwwngErgt 3IQKP5Fbjje\/JSBOJG
5Ea3NBLRfuiAuUSDUto6eY\/GwKORp6AWGkw=":

DHHC-

1:03:Y5VkkESgmtTGNdX842gemNpFK6BXYVwwngErgt 3IQKP5Fbjje\/JSBOJG
5Ea3NBLRfuiAuUSDUto6eY\/GwKORp6AWGkw=":

DHHC-

1:03:Y5VkkESgmt TGNdX842gemNpFK6BXYVwwngErgt3TIQKP5Fbjje\/JSBOJG
5Ea3NBLRfuiAuUSDUto6eY\/GwKORp6AWGkw=":

b. I8iFiTHI28dhchap A :

cat /sys/class/nvme-subsystem/<nvme-
subsysX>/nvme*/dhchap ctrl secret
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JSON

BN AEER A5

cat /sys/class/nvme-subsystem/nvme-
subsys6/nvme*/dhchap ctrl secret

DHHC-
1:03:frpL1TrnOYtcWDxPzg4ccxUlUrH2FjV7hYw5s2XEDB+10+TjMsOwHR\ /N
FtMOnBBidx+gdoyUcC5s6h0O0tTLDGcz0Kbs=:

DHHC-
1:03:frpL1TrnOYtcWDxPzg4ccxUlUrH2FjV7hYw5s2XEDB+10+TjMsOwHR\ /N
FtMOnBBidx+gdoyUcC5s6h0O0tTLDGcz0Kbs=:

DHHC-
1:03:frpL1TrnOYtcWDxPzq4ccxUlUrH2FjV7hYw5s2XEDB+10+TjMsOwHR\ /N
FtMOnBBidx+gdoyUcC5s6h0O0tTLDGcz0Kbs=:

DHHC-
1:03:frpL1TrnOYtcWDxPzg4ccxUlUrH2FjV7hYw5s2XEDB+10+TjMsOwHR\ /N
FtMOnBBidx+gdoyUcC5s6h0O0tTLDGcz0Kbs=:

WNERONTAPIEHIZSRELE R B Z MNVMeF R4, NAI B HSGHm<S4EE nvme connect-all  EH

“/etc/nvme/config.jsone

R -0 KA L JSON X BREZIEXIE. 1B5EINVMe Connect-allFAf T,
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Bl

"hostngn":"ngn.2014-08.org.nvmexpress:uuid:4c4c4544-0056-
5410-8048-c4c04£425633",
"hostid":"4c4c4544-0056-5410-8048-c4c04£425633",
"dhchap key":"DHHC-
1:01:nFg06gVOFNpXqoiLOFO0L+swULQpZU/PjU9v/McDeJHJTZF1F: ",
"subsystems": [
{

"ngn":"ngqn.1992-
08.com.netapp:sn.09035a8d8c8011£f0ac0£fd03%eabac370:subsystem. subs
ys",

"ports": [

{

"transport":"tcp",

"traddr":"192.168.30.69",

"host traddr":"192.168.30.10",

"trsvcid":"4420",

"dhchap ctrl key":"DHHC-
1:03:n3F8d+bvxKW/s+1EhgXaOohI2sxrQ9iLutzduuFg49JgdjjaFtTpDS0O9kQ1
/bvZij+Bo3rdHh3xPXeP6adxyhcRygdds=:"

@ E LRI, dhchap key MMNTF, “dhchap ctrl key X[
‘dhchap ctrl secret’F “dhchap secreto

2. {8 config JSONX 1% EIONTAPIZ 28 :

nvme connect-all -J /etc/nvme/config.json

3. WIERBENE N FRANMENITHIZR B AdhchapZty:

a. I9IFFAldhchapA:

cat /sys/class/nvme-subsystem/nvme-subsys0/nvme0/dhchap secret
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UTFRBIERT dhchap Z$A:

DHHC-1:01:nFg06gV0FNpXqoiLOFOL+swULQpZU/PjU9v/McDeJH]JTZF1F:

b. I&IFIFEHI28dhchapZ$A:

cat /sys/class/nvme-subsystem/nvme-
subsys0/nvme0/dhchap ctrl secret

BNIZZBEEMTF AT RAIs S

DHHC-
1:03:n3F8d+bvxKW/s+1EhgXaOohI2sxrQ9iLutzduuFg49JgdjjaFtTpDS09kQl /bvZz
J+Bo3rdHh3xPXePbadxyhcRygdds=:

Fow: EEEHMRA
=B EAMIEH,

B E Oracle Linux 8.x f1 NVMe-oF LIFBFONTAP7Zf&

Oracle Linux =X EHEFIHFEER NVMe (NVMe/FC) F1EF TCP BJ NVMe
(NVMe/TCP) ¥, FHZ1FIExFRana =Tialifhin] (ANA). ANA $ff5 iSCSI #1 FCP 15
PRYIEXFRIZ AR B TTIAIE) (ALUA) B9 BR1ZTHEE,

T #2A0{A 7 Oracle Linux 8.x BZE NVMe over Fabrics (NVMe-oF) E#l. MNEEZLIFMINEERER, BSIA
"Oracle Linux ONTAP3Z#¥F1Ih8E"

NVMe-oF 5 Oracle Linux 8.x ZZE U T EXIPRE:

* RL1FER NVMe-oF 1iSGHIT SAN BExi,.

* NetApp sanlun EHEAIEFEAZHF Oracle Linux 8.x E4H1_EAI NVMe-oF, 1Kk, ERILUKEBAYIFES
BINetAppiEF “nvme-cliEHTFFIE NVMe-oF EHEYE,

* XF Oracle Linux 8.2 XEERhRAS, nvme-cli 4B RIZEIRE NVMe/FC BohiEiEfzds, FH8 HBA 157
IR HEAYINER B shiE R RN,

* XFF Oracle Linux 8.2 XEEREhrA, EINERTAEN NVMe ZRFB BN EHIY%E . ESRLLINEE, 1B
BRI THE, #5 udev #0 ,

$& 1. &L¥ Oracle Linux 1 NVMe B4 HIIIEENACE
EARA LT BRI RIE Oracle Linux 8.x ZX{4hras,
HIE
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1. 1ERRSS 28 £ &% Oracle Linux 8.x, RETEMIG, BHIAEEITHIRIEER Oracle Linux 8.x Wi,
uname -—-r
Oracle Linux liZhRras=
5.15.0-206.153.7.1.el8uek.x86 64
2. 2% NVMe-CLI I HEL:
rpm -galgrep nvme-cli
TENGIFRBRT nvme-cli B4 EhRES:
nvme-cli-1.16-9.e18.x86 64

3. 3FF Oracle Linux 8.2 RERhA, ERMUTFRFBENRIND udev FN,
/lib/udev/rules.d/71-nvme-iopolicy-netapp-ONTAP.rules o XHEFLEI T NVMe ZHEH
HIB R EHIIE,

cat /lib/udev/rules.d/71-nvme-iopolicy-netapp-ONTAP.rules

Enable round-robin for NetApp ONTAP

ACTION=="add", SUBSYSTEMS=="nvme-subsystem", ATTRS{model}=="NetApp ONTAP
Controller", ATTR{iopolicy}="round-robin"

4. 7% Oracle Linux 8.x E#Hl L, ®&E hostngn FRFE /etc/nvme/hostngn:

cat /etc/nvme/hostngn

TEMNGFRRT hostngn hras:

ngn.2014-08.org.nvmexpress:uuid:edd38060-00f7-47aa-a9dc-4d8ae0cd969a

5. ZEONTAPZ4H, WIFLTER: “hostngn FHTERILAD “hostngn' ONTAPTEE R A HIEN FRARFRT A

vserver nvme subsystem host show -vserver vs coexistence LPE36002
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Vserver Subsystem Priority Host NOQN

vs_ coexistence LPE36002
nvme
regular ngn.2014-
08.org.nvmexpress:uuid:edd38060-00f7-47aa-a%dc-4d8ae0cd969%a
nvmel
regular ngn.2014-
08.org.nvmexpress:uuid:edd38060-00f7-47aa-a9%dc-4d8ae0cd969%a
nvme2
regular ngn.2014-
08.org.nvmexpress:uuid:edd38060-00f7-47aa-a9%dc-4d8ae0cd969%a
nvme3
regular ngn.2014-
08.org.nvmexpress:uuid:edd38060-00f7-47aa-a9%dc-4d8ae0cd969%a
4 entries were displayed.

R hostngn FRIBALE. BFEAH vserver modify @S EM “hostngn 18
() monrarMFIFRELNTHE. FEHSEHLNFHSE /etc/nvme/hostngn ILE

“hostngno

6. ttoh, AT ER—EN EEETT NVMe #1 SCSI RE, NetAppiRiXFTONTAPHERZ ZFafEARNZ NVMe
%812, “dm-multipath" 23U EZONTAP LUN, XN %A LUEONTAPER & = ialHEFRTESNe  “dm-
multipath’ FPELE “dm-multipath’ $E48 FEEAONTAPE & = 8)1& &

a. 0 “enable_foreign'i& & ‘/etc/multipath.conf X1,

cat /etc/multipath.conf
defaults {
enable foreign NONE

b. EFHB5N "multipathd SFHFHIEN FRESE.

systemctl restart multipathd

$12 2. BZE NVMel/FC 1 NVMe/TCP

f8£F3 Broadcom/Emulex 5% Marvell/QLogic i&EACESECE NVMe/FC, ZfERFoh&MAEFIR(EFRLE
NVMe/TCP,
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FC——Broadcom/Emulex
J9Broadcom/EmulexiE&EC 28 EC ENVMe/FC,

1. WIS ERANER X FNERRES:
a. BRREBIZRR:

cat /sys/class/scsi _host/host*/modelname

NVE=E IVl

LPe36002-M64
LPe36002-M64

cat /sys/class/scsi host/host*/modeldesc

BNIZEBEIEMNTF AT RAIB S

FEmulex LPe36002-M64 2-Port 64Gb Fibre Channel Adapter
Emulex LPe36002-M64 2-Port 64Gb Fibre Channel Adapter

2. INEERNEREINAIBroadcom 1pfc EHFMABERNER:

a. BREfFhiAs:

cat /sys/class/scsi_host/host*/fwrev

TR 2R E b :

14.4.317.10, sli-4:6:d
14.4.317.10, sli-4:6:d

b. BRI FEIKENTE AR :

cat /sys/module/lpfc/version

U RBIER T IEEhiEFhias :
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0:14.2.0.13
+
BRxEFNEE R KEFMEHRANSEHTIR, BSR EREERTA"
3. IWIFRTE “Ipfc_enable_fc4 type i&EH"3":
cat /sys/module/lpfc/parameters/lpfc enable fc4 type
4. R B UEERoIERHO:
cat /sys/class/fc host/host*/<port name>
LRI 2RimO4RIR

0x100000109b£0449c
0x1000001090£0449d

o. WIFRThiZR s B S B
cat /sys/class/fc host/host*/port state
N VE-EI NS T e

Online
Online

6. IWIEINVMe/FCEIEFHEARTERAEEINREOE N :

cat /sys/class/scsi _host/host*/nvme info
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Bl

NVME Initiator Enabled

XRI Dist 1lpfcO Total 6144 IO 5894 ELS 250

NVME LPORT 1lpfcO WWPN x1000001090£f0449c WWNN x200000109bf0449c
DID x061500 ONLINE

NVME RPORT WWPN x200bd039%ecab3le9c WWNN x2005d039eab3ledc
DID x020e06 TARGET DISCSRVC ONLINE
NVME RPORT WWPN x2006d039%eab31e9c WWNN x2005d039%9eab31le9c

DID x020a0a TARGET DISCSRVC ONLINE
NVME Statistics
LS: Xmt 000000002c Cmpl 000000002c Abort 00000000
LS XMIT: Err 00000000 CMPL: xb 00000000 Err 00000000
Total FCP Cmpl 000000000008ffe8 Issue 000000000008ffb9 OutIO
ffffffffffffffdl
abort 0000000c noxri 00000000 nondlp 00000000 gdepth
00000000 wgerr 00000000 err 00000000
FCP CMPL: xb 0000000c Err 0000000c
NVME Initiator Enabled
XRI Dist 1lpfcl Total 6144 IO 5894 ELS 250
NVME LPORT lpfcl WWPN x1000001090f0449d WWNN x2000001090f0449d
DID x062d00 ONLINE

NVME RPORT WWPN x201£d039%eab31le9c WWNN x2005d039%eab31le9c
DID x02090a TARGET DISCSRVC ONLINE
NVME RPORT WWPN x200cd039%eab3le9c WWNN x2005d039eab3ledc

DID x020d06 TARGET DISCSRVC ONLINE
NVME Statistics
LS: Xmt 0000000041 Cmpl 0000000041 Abort 00000000
LS XMIT: Err 00000000 CMPL: xb 00000000 Err 00000000
Total FCP Cmpl 00000000000936bf Issue 000000000009369%9a OutIO
ffffffffffffffdb
abort 00000016 noxri 00000000 nondlp 00000000 gdepth
00000000 wgerr 00000000 err 00000000
FCP CMPL: xb 00000016 Err 00000016

FC——Marvell/QLogic
JIMarvell/QLogici&HAr 23 ENVMe/FCo

1. BIHER B IEEIR TR XS AR R i2 A E ki -

cat /sys/class/fc host/host*/symbolic name

UTFRE SR T a2 A E RS -
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QLE2772 FW:v9.15.00 DVR:v10.02.09.100-k
QLE2772 FW:v9.15.00 DVR:v10.02.09.100-k

2. JBIIE gl2xnvmeenable BI8EH, X, Marveli&ZEi23E ] HENVMe/FCREITER .

cat /sys/module/gla2xxx/parameters/gl2xnvmeenable

FER%m 910
TCP

NVMe/TCP XA ZHFEohiEER(E, Bk, ErILUBIHIT NVMe/TCP &I NVMe/TCP FR 4 dn
Z=58] “connect & "connect-all' FEhiE{E,

1. Wi IR OB e LUBEE S £ FMINVMe/TCP LIFIREVA I B ST mEE:

nvme discover -t tcp -w <host-traddr> -a <traddr>
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nvme discover -t tcp -w 192.168.6.1 -a 192.168.6.24 Discovery
Log Number of Records 20, Generation counter 45

trtype: tcp

adrfam: ipv4

subtype: unrecognized

treq: not specified

portid: 6

trsvcid: 8009

subngn: ngn.1992-
08.com.netapp:sn.e6cd438e66ac2llef%ab8d039%eab3le9d:discovery
traddr: 192.168.6.25

sectype: none

trtype: tcp

adrfam: ipv4

subtype: unrecognized

treq: not specified

portid: 1

trsvcid: 8009

subngn: ngn.1992-
08.com.netapp:sn.e6cd438e66ac2llef9%ab8d03%eab31le9d:discovery
traddr: 192.168.5.24

sectype: none

trtype: tcp

adrfam: ipv4

subtype: unrecognized

treq: not specified

portid: 4

trsvcid: 8009

subngn: ngn.1992-
08.com.netapp:sn.e6cd438e66ac2llef%ab8d03%ab3le9d:discovery
traddr: 192.168.6.24

sectype: none

trtype: tcp

adrfam: ipv4

subtype: unrecognized
treq: not specified
portid: 2

trsvcid: 8009

subngn: ngn.1992-
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08.com.netapp:sn.e6cd438e66ac2llef%9ab8d03%ab3le9d:discovery
traddr: 192.168.5.25
sectype: none

trtype: tep

adrfam: ipv4

subtype: nvme subsystem
treq: not specified
portid: 6

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.e6cd438e66ac21l1ef%ab8d039%eab31e9d:subsystem.nvme
_tcp 4

traddr: 192.168.6.25
sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem

treq: not specified

portid: 1

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.e6cd438e66ac2llef%9ab8d039%eab31e9d: subsystem.nvme
tcp 4

2. WIFFR B EHMINVMe/TCP/ZshiEF-BirLIFAA S B & o] IR IR EUA I B & T1E#E |

nvme discover -t tcp -w <host-traddr> -a <traddr>

Bl

nvme discover -t tcp -w 192.168.6.1 -a 192.168.6.24
nvme discover -t tcp -w 192.168.6.1 -a 192.168.6.25
nvme discover -t tcp -w 192.168.5.1 -a 192.168.5.24
nvme discover -t tcp -w 192.168.5.1 -a 192.168.5.25

3. 11T nvme connect-all ENRPFAERZIFHNVMe/TCPEEIERF-BIRSIPLIEITH<:
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nvme connect-all -t tcp -w host-traddr -a

<ctrl loss timeout in seconds>

Bl

nvme connect-all -t tcp -w
=1 =1
nvme connect-all -t tcp -w
=1 =i
nvme connect-all -t tcp -w
=1 =1
nvme connect-all -t tcp -w
=1 =1

192.

192.

192.

192.

168.

168.

168.

168.

traddr
5.1 -a
5.1 -a
6.1 -a
6.1 -a

=1

192.

192.

192.

192.

168.

168.

168.

168.

.24

.25

.24

.25

NetAppZiIZE “ctrl-loss-tmo option™ El| *-1" X4, HERFEEKE, NVMe/TCP %iciZF LR =X E %

o

S8 3: \%, EA NVMe/FC B9 1MB 1/0,

ONTAPTZIRFIIZH S EIBH IR ERAEIRE WA (MDTS) 1 8, XEHRERK /0 ERA/NELE 1MB, EMA

Broadcom NVMe/FC E#14 H 1MB K/)EY 1/0 153K, &
64 NN 256,

()  =EsBEREEFEENMeFCEL

P
1. %% “Ipfc_sg_seg_cnt BEIGE 1256

cat /etc/modprobe.d/lpfc.conf
B ZE=BREMTF AT RAI8ES
options lpfc lpfc sg seg cnt=256

2. i&97 ‘dracut -f s L HEFBEIEN.
3. IIFME RS Ipfc_sg_seg_cnt }1256:

RZiZIE 0 Ipfc BIME “Ipfc_sg_seg_cnt SEMEIAE
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cat /sys/module/lpfc/parameters/lpfc sg seg cnt

SR 4 WIS KRIFEE
IIFRZNVMe ZERIZIRE. ANAKRSHIONTAPH Z T B2 EHEAFNVMe-oF it E,

P
1. WIFRTERBANIZNVMeZiRE:

cat /sys/module/nvme core/parameters/multipath

ERER N

2. IOUFAERZONTAPHS & FERYIE INVMe-oF I E (a0, B SR E JINetApp ONTAPITHIZS. faZFiopolicyi&
BENET)RSEfRRIEEN L.

a. BRFREA:

cat /sys/class/nvme-subsystem/nvme-subsys*/model

ERER L

NetApp ONTAP Controller
NetApp ONTAP Controller

b. BRI

cat /sys/class/nvme-subsystem/nvme-subsys*/iopolicy

TREFIA TS

round-robin

round-robin

3. WIERABEEEN LEH EM LI =8
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nvme list

Bl

/dev/nvmeOnl 814vWBNRwf9HAAAAAAAB NetApp ONTAP Controller
/dev/nvmeOn2 814vWBNRwfOHAAAAAAAB NetApp ONTAP Controller
/dev/nvmeOn3 814vWBNRwfOHAAAAAAABR NetApp ONTAP Controller

Namespace Usage Format FW Rev
1 85.90 GB / 85.90 GB 4 KiB + 0 B FFFFFFFFE
85.90 GB / 85.90 GB 24 KiB + 0 B FFFFFFFF
85.90 GB / 85.90 GBR 4 KiB + 0 B EBEEBEEE

4. WIFSMRENITHIERESRE NENRSERS AR EHNANAKRE:

nvme list-subsys /dev/nvmeOnl

B~ NVMe/FC 5l

nvme-subsys0 - NQN=ngn.1992- 08.com.netapp:
4b4d82566aabllef9ab8d039%9eab31e9d: subsystem.nvme\

+- nvmel fc traddr=nn-0x2038d039%eab3le9c:pn-0x203ad039%eab31lelc
host traddr=nn-0x200034800d756a89:pn-0x210034800d756a89 live
optimized

+- nvme2 fc traddr=nn-0x2038d039%eab3le9c:pn-0x203cd039%eab31lelc
host traddr=nn-0x200034800d756a88:pn-0x210034800d756a88 live
optimized

+- nvme3 fc traddr=nn-0x2038d039%eab3le9c:pn-0x203ed039%eab31ledc
host traddr=nn-0x200034800d756a89:pn-0x210034800d756a89 live non-
optimized

+- nvme7 fc traddr=nn-0x2038d039%eab31le9c:pn-0x2039d039%eab31lelc
host traddr=nn-0x200034800d756a88:pn-0x210034800d756a88 live non-
optimized
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B~ NVMe/TCP fjl

nvme-subsys0 - NQN=ngn.1992- 08.com.netapp:
sn.e6c438e66ac2llef9ab8d03%eab3le9d:subsystem.nvme tcp 4

\
+- nvmel tecp traddr=192.
host traddr=192.168.5.1

168.5.25 trsvcid=4420
src _addr=192.168.5.1 live

+- nvmelO tecp traddr=192.168.6.24 trsvcid=4420

host traddr=192.168.6.1
+- nvme2 tcp traddr=192.
host traddr=192.168.5.1
+- nvme9 tecp traddr=192.
host traddr=192.168.6.1

src_addr=192.168.6.1 live
168.5.24 trsvcid=4420
src addr=192.168.5.1 live
168.6.25 trsvcid=4420
src _addr=192.168.6.1 live

S. BENetAppilift B E NEIONTAP & TE&E B R EMIE:
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nvme netapp ontapdevices -o column

ERTH
Device Vserver Namespace Path
NSID UUID Size
/dev/nvmelnl vs_coexistence QLE2772
/vol/fcnvme 1 1 0/fcnvme ns 1 159f9f88-be00-4828-aef6-
197d289d4bd9 10.74GB
/dev/nvme0On2 vs_coexistence QLE2772
/vol/fcnvme 1 1 1/fcnvme ns 2 2clef769-10c0-497d-86d7-
e848lled2df6 10.74GB
/dev/nvmeln3 vs_coexistence QLE2772
/vol/fcnvme 1 1 2/fcnvme ns 3 9b49bfla-8a08-4fa8-bafl-

cec6332ad5a4 10.74GB

JSON

nvme netapp ontapdevices -0 json
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"ONTAPdevices" : |

{
"Device" : "/dev/nvmeOnl",
"Vserver" : "vs coexistence QLE2772",
"Namespace Path" : "/vol/fcnvme 1 1 0/fcnvme ns",
"NSID" : 1,
"UUID" : "159f9f88-be00-4828-aef6-197d289d4bd9",
"Size" : "10.74GBR",
"LBA Data Size" : 4009¢,
"Namespace Size" : 2621440

by

{
"Device" : "/dev/nvmeOn2",
"Vserver" : "vs coexistence QLE2772",
"Namespace Path" : "/vol/fcnvme 1 1 1/fcnvme ns",
"NSID" : 2,
"UUID" : "2clef769-10c0-497d-86d7-e84811led2df6",
"Size" : "10.74GB",
"LBA Data Size" : 409¢,
"Namespace Size" : 2621440

by

{
"Device" : "/dev/nvmeOn4",
"Vserver" : "vs coexistence QLE2772",
"Namespace Path" : "/vol/fcnvme 1 1 3/fcnvme ns",
"NSID" : 4,
"UUID" : "£f3572189-2968-41bc-972a-9eed42dfaed’",
"Size"™ : "10.74GB",
"LBA Data Size" : 4009¢,
"Namespace Size" : 2621440

by

HIE 5. A%, B 1MB 1/0 K/)

ONTAP7EIRFIIE ISR R PIRE R AR M A (MDTS) /1 8, XEMKERK I/0 IBFERA/NAIX 1MB, EH
Broadcom NVMe/FC EHAH 1MB A/N8Y I/0 15K, ERIZIENN Ipfc’ BINE “Ipfc_sg_seg_cnt SEMERIAE
64 BL{H 256,

()  =eESEREEFBENMe/FCEL
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g
1. ¥ "Ipfc_sg_seg_cnt BEILE 79256

cat /etc/modprobe.d/lpfc.conf

BNIZZBEIEMTF AT RAIB S

options lpfc lpfc sg seg cnt=256

2. 1B17 “dracut -F S S HEMBNEN.
3. IIFRERT ‘Ipfc_sg_seg_cnt }J256:

cat /sys/module/lpfc/parameters/lpfc sg seg cnt

F6L . BHEEHMIR

XL B MR

NetApp &% ID IR Description
"1479047" Oracle Linux 8.x NVMe-oF EHEIEEER 7£ NVMe-oF AL, ERILFEA nvme
BAZIEHIZE (PDC) discover -p mn¥BliE PDC, fERAItES

<, 8N RER-BIFAERERIE—D
PDC, However, if you are running Oracle
Linux 8.x with an NVMe-oF host, a

duplicate PDC is created each time nvme
discover -p is executed. XSSHFEN

MBEfmg&E LR RN B EEFE.

BZE Oracle Linux 7.x 1 NVMe-oF LLFHFONTAPZEf&

Oracle Linux ENZHFEFIHFEER NVMe (NVMe/FC) F1EF TCP BY NVMe
(NVMe/TCP) ¥, HZiFIEXFRerR=TIaliAh1a) (ANA), ANA 125 iSCSI 1 FCP If1%
RRYIEFRIZIEE TTIAIR] (ALUA) Z5H9 % K12 THAE,

T #R40a] A Oracle Linux 7.x BLE NVMe over Fabrics (NVMe-oF) 41, MEEZXFNINEEER, 5
"Oracle Linux ONTAPSZ##1ThAE"

NVMe-oF 5 Oracle Linux 7.x 7Z7E LA T EENPES :

* RZH5ER NVMe-oF iNG#1T SAN B5h,

* NetApp sanlun EHEAIEFEFZ4F Oracle Linux 7.x EHL LA NVMe-oF, K, ErILUKEIANFPES
BINetApptEtF "nvme-cli & F B NVMe-oF ZHIIE,

* NVMe-CLI B+ BHRARRMHEE NVMe/FC BahiEizil4s, EA HBA L EiR HBYSME B ahiE A

347


https://mysupport.netapp.com/site/bugs-online/product/HOSTUTILITIES/BURT/1479047

* NVMe ZEEZFIABER T RERIANEITE. BRAILINEE, BRS udev AN,

$IE 1. %% Oracle Linux 1 NVMe {4 H I EAIECE
EARA LTS BT R HMIRIE Oracle Linux 7.x Z4hr s,

PIE
1. 7ERR5388 E &% Oracle Linux 7.xo RETRG, BHRIAEEITINEISER Oracle Linux 7.x WiZ.

uname -—-r

Oracle Linux R#Zhkzs3 451

5.4.17-2011.6.2.el7uek.x86 64

2. &% NVMe-CLT BREEL:

rpom -ga | grep nvme-cli

TENGIFERRT nvme-cli & RRZS

nvme-cli-1.8.1-3.el7.x86 64

3. BLUUTFERBEARMAEIRA udev M /1ib/udev/rules.d/71-nvme-iopolicy-netapp-
ONTAP.rules, XHEHFAILIM T NVMe ZERIZRVEC I fa 39T,

cat /lib/udev/rules.d/71-nvme-iopolicy-netapp-ONTAP.rules

Enable round-robin for NetApp ONTAP

ACTION=="add", SUBSYSTEMS=="nvme-subsystem", ATTRS{model}=="NetApp ONTAP
Controller", ATTR{iopolicy}="round-robin"

4. 1 Oracle Linux 7.x £#l L, & hostngn F/FE */etc/nvme/hostngn:

cat /etc/nvme/hostngn

TEHFIFRRT hostngn hRZs:

ngn.2014-08.org.nvmexpress:uuid:497ad959-e6d0-4987-8dc2-a89267400874

5. ZEFONTAPRLH, IIELLTEE: “hostngn FRTERILHD “hostngn’ ONTAPTEE RSB F R AL FRT £
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*> vserver nvme subsystem host show -vserver vs nvme 10
vl

Vserver Subsystem Host NON

ol 157 nvme ss 10 O
ngn.2014-08.org.nvmexpress:uuid:497ad959-e6d0-4987-8dc2-a89267400874

MR hostngn FRIEARLEHL, FFEA "vserver modify <SEH “hostngn 1B
() montarMFIFRELMTHE. FEHSEHENFHSE /etc/nvme/hostngn IR

“hostngnoe

6. EMRIEMN.

1% 2: FCE NVMe/FC

JaBroadcom/Emulexi&EC 28 B2 B NVMe/FC,
1. BN EANER S IFNER SRR S :

a. BRRBEIR:
cat /sys/class/scsi host/host*/modelname
NVE=EIIV @S il e

LPe32002-M2
LPe32002-M2

b. BRIERIEA:
cat /sys/class/scsi host/host*/modeldesc
BN ZEBFIRMUT AT RAFIB

Emulex LightPulse LPe32002-M2 2-Port 32Gb Fibre Channel Adapter
Emulex LightPulse LPe32002-M2 2-Port 32Gb Fibre Channel Adapter
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2. IFR® ‘Ipfc_enable_fc4_type & EH"3":

cat /sys/module/lpfc/parameters/lpfc _enable fcd4 type

3. REWER Ipfc BRNEIZHIZ:

rpm -ivh nvmefc-connect-12.8.264.0-1.noarch.rpm

4. WIABEhEEMABERE:

rpm —-ga | grep nvmefc

ERER L :

nvmefc-connect-12.8.264.0-1.noarch

O. IR hiE R i R BB

a. BRimORHR:

cat /sys/class/fc_host/host*/port name

NVE=EIVRS ik

0x10000090faelecol
0x10000090faeleco62

cat /sys/class/fc host/host*/port state

(NVE =gl V@ T

Online

Online

6. IWIENVMe/FCRIIEFIHOREERARBMKEARE M.
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cat /sys/class/scsi host/host*/nvme info
vl

NVME Initiator Enabled

XRI Dist 1pfcO Total 6144 NVME 2947 SCSI 2947 ELS 250

NVME LPORT lpfcO WWPN x10000090faelec6l WWNN x20000090faelec6l DID
x012000 ONLINE

NVME RPORT WWPN x202d00a098c80£f09 WWNN x202c00a098c80f09 DID x010201
TARGET DISCSRVC ONLINE

NVME RPORT WWPN x203100a098c80£f09 WWNN x202c00a098c80f09 DID x010601
TARGET DISCSRVC ONLINE

S8 3. mik, ZA NVMe/FC B9 1MB 1/0,

ONTAP7EIRFIIE 2R SR IR E R AEIEE WA (MDTS) K 8, XEMKERA I/0 IFERA/NAIX 1MB, EA
Broadcom NVMe/FC EH&H 1MB A/N8Y I/0 1K, ERIZIENN "Ipfc’ BINE “Ipfc_sg_seg_cnt SEMERIAE
64 BN 256,

(D)  xesSBEREEFEENVMFCEH.

TE
1. %% “Ipfc_sg_seg_cnt BEIEE 1256

cat /etc/modprobe.d/lpfc.conf
B ZSB R R MTF AT RAInES
options lpfc lpfc sg seg cnt=256

2. =17 ‘dracut -F @S HEHRBNEN.
3. IRIFMIERT “Ipfc_sg_seg_cnt }3256:

cat /sys/module/lpfc/parameters/lpfc sg seg cnt

TR 4. BIEZRERE

BIFRIZNVMe ZBRIZIRE. ANAKRSHIONTAPS B =EEHEMB FNVMe-oF iR E,
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TR
1. BIFREERARZNVMe L HIZ:

cat /sys/module/nvme core/parameters/multipath

EER L a

2. I9iFFEN ONTAPES & FERYIE HNVMe-oF IR E (FI90. B Si&E fINetApp ONTAPITHIZE. A Fiopolicyi&
BRER) RS ERRMEENL:
a. BEnFRY:
cat /sys/class/nvme-subsystem/nvme-subsys*/model

(NVE=EIVR il K

NetApp ONTAP Controller
NetApp ONTAP Controller

cat /sys/class/nvme-subsystem/nvme-subsys*/iopolicy

(N =gl V@Rl

round-robin

round-robin

3. WIFEREEENLEIEH EML MR (6.

nvme list
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Bl

Node SN Model Namespace Usage Format FW Rev
/dev/nvmeOnl 80BADBKnB/JvAAAAAAAC NetApp ONTAP Controller 1 53.69 GB
/ 53.69 GB 4 KiB + 0 B FFFFFFFF

4. WIESMRENIEHIZERESEE NENRSERSAB ERHNANAKRTE:

nvme list-subsys /dev/nvmeOnl

Bl

Nvme-subsysf0 - NQN=ngn.1992-
08.com.netapp:sn.341541339%909511e8a90500a098c80£f09:subsystem.ol 157 n
vme ss 10 0

\

+- nvmeO fc traddr=nn-0x202c00a098c80£09:pn-0x202d00a098c80£09

host traddr=nn-0x20000090faelec6l:pn-0x10000090faelec6l live
optimized

+- nvmel fc traddr=nn-0x207300a098dfdd91:pn-0x207600a098dfdd91l

host traddr=nn-0x200000109b1c1204:pn-0x100000109b1c1204 live
inaccessible

+- nvme2 fc traddr=nn-0x207300a098dfdd91:pn-0x207500a098dfdd91l

host traddr=nn-0x200000109b1cl1205:pn-0x100000109b1c1205 live
optimized

+- nvme3 fc traddr=nn-0x207300a098dfdd91:pn-0x207700a098dfdd91 host
traddr=nn-0x200000109b1c1205:pn-0x100000109b1c1205 live inaccessible

S. BIENetAppiEfF EE NENONTAP & TEi& & 2R EHINE:
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7

nvme netapp ontapdevices -o column

Bl

Device Vserver Namespace Path

NSID UUID Size

/dev/nvmelnl vs_nvme 10
/vol/rhel 141 vol 10 0/ol 157 ns 10 0 1 55baf453-£629-
4a18-9364-boaee3f50dad 53.69GB
JSON
nvme netapp ontapdevices -o json
BRI
{
"ONTAPdevices" : [
{
Device" : "/dev/nvmeOnl",
"Vserver" : "vs nvme 10",
"Namespace Path"
"/vol/rhel 141 vol 10 0/ol 157 ns 10 0",
"NSID" : 1,
"UUID" : "55baf453-f629-4a18-9364-bbaece3f50dad",
"Size" : "53.69GB",
"LBA Data Size" : 4009¢,
"Namespace Size" : 13107200

TR 5. EEEARA
=B EMIE,

354



T iR
T #Z Proxmox EHXTONTAP Bz #5F1ThEE

f£F NVMe over Fabrics (NVMe-oF) i##1T EHEC & Pz 3 FHITHEEEIONTAPHI Proxmox HY
ENTIE=

ONTAPIHEE ProxmoxE#hkZs ONTAP iRz
{ERAE4IHEEIRE NVMe/FC 1 NVMe/TCP &5 8.0 9.10.1 HESARZA
BT EHIONTAPIFAE B "nvme-cli 2%,

NVMe/TCP @—IN=eSZHFHMegkIngE 9.0 9.10.1 XESARZA
E—3#_E3F NVMe #1 SCSI 2, NVMe- 8.0 9.4 EBRE

oF SR T afEER NVMe %&1&, SCSILUN
£ dm ZER?Z.

TR FIREFIZTTHIONTAPHRZA UM, ONTAPSZHFLLT SAN EAIN8E.

IhRE ProxmoxE#lhkZx
HINBERTBARYE NVMe ZE1Z, 8.0
X ‘nvme-cli iZBEEE S BoNEERE, TESE=HHZ, 9.0
R4 udev #N “nvme-cli ZEBEFE I NVMe ZERIERI 1857 HI9% 9.0

() srsspmENHEEE, BSR TRELRTIA,

T

WNERTH Proxmox VE fRAEZ...... THE......

9Z&7% "33 Proxmox VE 9.x Bid & NVMe"
8% "9 Proxmox VE 8.x it & NVMe"
HXERE

"TRRIAI EIE NVMe iy

AicE Proxmox VE 9.x LAz NVMe-oF F1ONTAP7Efi#

Proxmox VE 9.x EHZIFE T HLFEER NVMe (NVMe/FC) F1ETF TCP BY NVMe
(NVMe/TCP) ¥, FHZIFIEXIFRan®=TIalihinl (ANA). ANA $Efit5 iSCSI #l FCP IfiR
FRRYIEXSFRIZ IR TTIAIR] (ALUA) MM Z BRI TIEE,

T ##4901a1 4 Proxmox VE 9.x BZE NVMe over Fabrics (NVMe-oF) £#l. INEELHIFMINEEER, BESIF
"ONTAPSZ:¥F1ThEE"S
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NVMe-oF 5 Proxmox VE 9.x 121 LA T EXIRS:

* R#F NVMe-FC # SAN B S,

$IE 1. L% Proxmox VE 1 NVMe {4 HIOIEEECE
E NVMe-oF FEE XH, LEBLREITHM NVMe HEE, BEZKREIFE, HIWIFEN NQN BB,

S
1. 7EBR%528 £ &% Proxmox VE 9.xo BEFTHE, BHIAEIZITIEER Proxmox VE 9.x A%

uname -—-r

Proxmox VE 9.x RiZhRAsR

6.14.8-2-pve

2. L& NVMe-CcLT TR

apt list|grep nvme-cli

TERNGIFRTT nvme-cli 2 EhRZA:

nvme-cli/stable,now 2.13-2 amd64

3. L3 1ibnvme W

apt list|grep libnvme

TENFIFRTRT libnvme 4 EhRZs :

libnvme-dev/stable 1.13-2 amd64

4 EFEMLE, ¥E hostngn FRIH /ete/nvme/hostngn -

cat /etc/nvme/hostngn

TEHFIFERT "hostngn fME:
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ngn.2014-08.org.nvmexpress:uuid:39333550-3333-4753-4844-32594d4a524c

5. ZEONTAPRLH, IELLTER: “hostngn FRFEBILEAD "hostngn’ ONTAPEAA R N FRARF RIS

::> vserver nvme subsystem host show -vserver vs proxmox FC NVMeFC
Bl

Vserver Subsystem Priority Host NQN

vs_proxmox FC NVMeFC
sub 176
regular ngn.2014-
08.org.nvmexpress:uuid:39333550-3333-4753-4844-32594d4a4834
regular ngn.2014-
08.org.nvmexpress:uuid:39333550-3333-4753-4844-32594d4a524c
2 entries were displayed

(D R “hostngn FRTRBARILAD, 1ERERA vserver modify 3<% 3R EH "hostngn {HEZONTAPZ %
RAF AR EMNF R LILE "hostngn' FRFER R “/etc/nvme/hostngn 7EFEA L,

$IE 2. FCE NVMe/FC 71 NVMe/TCP

f8£F3 Broadcom/Emulex % Marvell/QLogic i&ECESECE NVMe/FC, fERFoh&MAEFIR(EFRE
NVMe/TCP,
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NVMe/FC - {&i&/Emulex
JIBroadcom/Emulexi&fczsEc ENVMe/FC,

1. I ERRNERRE S EERXH.

a. BREEIZFR:

cat /sys/class/scsi host/host*/modelname

EBRERI TS

SN1700E2P
SN1700E2P

b. BRIERIEA:
cat /sys/class/scsi host/host*/modeldesc
J

BN ZERRUT LT R GRS

HPE SN1700E 64Gb 2p FC HBA
HPE SN1700E 64Gb 2p FC HBA

2. I NEFERNREINHIBroadcom 1pfc BN ERNIER:
a. BREIFRRZ:

cat /sys/class/scsi host/host*/fwrev

ZEn IR O E RS -

14.4.473.14, sli-4:6:d
14.4.473.14, sli-4:6:d

b. BRU TR TN TEF RS -

cat /sys/module/lpfc/version

U TROIER T EEHIEAFhR s :
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0:14.4.0.7

BXRZFNVEERENIZFMEFIRENRMTIR, BN ERFIERTAS

3. JEWIE 1pfc_enable fc4 type REN 3:

cat /sys/module/lpfc/parameters/lpfc enable fc4 type

4. WIERB Y UEEREFKO:

cat /sys/class/fc _host/host*/port name

EROZERRMATRER

0x10005ced8c531948
0x10005ced8c531949

o. WIFRThiZR s B S B

cat /sys/class/fc host/host*/port state

EER L a

Online
Online

6. IWIENVMe/FCEIEFHEARTEEAEEINREOE N :

cat /sys/class/scsi _host/host*/nvme info
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i
MEZ7IN

Nl

NVME Initiator Enabled

XRI Dist 1lpfcO Total 6144 IO 5894 ELS 250

NVME LPORT lpfcO WWPN x10005ced8c531948 WWNN x20005ced8c531948
DID x082400 ONLINE

NVME RPORT WWPN x200ed03%eac79573 WWNN x200d4d039%9eac79573
DID x060902 TARGET DISCSRVC ONLINE
NVME RPORT WWPN x2001d039eac79573 WWNN x2000d039%eac79573

DID x060904 TARGET DISCSRVC ONLINE

NVME Statistics
LS: Xmt 0000000034 Cmpl 0000000034 Abort 00000000
LS XMIT: Err 00000000 CMPL: xb 00000000 Err 00000000
Total FCP Cmpl 0000000000142cfb Issue 0000000000142cfc OutIO
0000000000000001
abort 00000005 noxri 00000000 nondlp 00000000 gdepth
00000000 wgerr 00000000 err 00000000
FCP CMPL: xb 00000005 Err 00000005

NVME Initiator Enabled

XRI Dist 1lpfcl Total 6144 IO 5894 ELS 250

NVME LPORT lpfcl WWPN x10005ced8c531949 WWNN x20005ced8c531949
DID x082500 ONLINE

NVME RPORT WWPN x2010d03%eac79573 WWNN x200dd039%eac79573
DID x062902 TARGET DISCSRVC ONLINE
NVME RPORT WWPN x2007d039%eac79573 WWNN x2000d039eac79573

DID x062904 TARGET DISCSRVC ONLINE

NVME Statistics
LS: Xmt 0000000034 Cmpl 0000000034 Abort 00000000
LS XMIT: Err 00000000 CMPL: xb 00000000 Err 00000000
Total FCP Cmpl 00000000000d39f1 Issue 00000000000d39f2 OutIO
0000000000000001
abort 00000005 noxri 00000000 nondlp 00000000 gdepth
00000000 wgerr 00000000 err 00000000
FCP CMPL: xb 00000005 Err 00000005

NVMe/FC - Marvell/QLogic
7IMarvell/QLogiciaft2sfc ENVMe/FCo
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cat /sys/class/fc host/host*/symbolic name

TR SR T Rehi2 R E RS

SN1700Q FW:v9.15.05 DVR:v10.02.09.400-k
SN1700Q FW:v9.15.05 DVR:v10.02.09.400-k

2. JEIIE gl2xnvmeenable BI&E. X, Marveli&fitzs@r HYENVMe/FCRTHIEF:

cat /sys/module/glaZxxx/parameters/gl2xnvmeenable

FiRR%EIH 910

NVMe/TCP

NVMe/TCP X345 B ahiEZig(E. Bk, ERILUEIHIT NVMe/TCP K& NVMe/TCP F&H 4t an

& Z58) "connect 2#& connect-all' F&hig{E.

1. KE BRI ORE A U ES 1 NVMe/TCP LIF FENA I B ETTEEIE:

nvme discover -t tcp -w host-traddr -a traddr
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Bl

nvme discover -t tcp -w 192.168.165.72 -a 192.168.165.51
Discovery Log Number of Records 4, Generation counter 47

trtype: tcp

adrfam: ipv4

subtype: current discovery subsystem

treq: not specified

portid: 3

trsvcid: 8009

subngn: ngn.1992-
08.com.netapp:sn.c770be5d934811f0b624d03%ac809%ba:discovery
traddr: 192.168.165.51

eflags: explicit discovery connections, duplicate discovery
information

sectype: none

trtype: tcp

adrfam: ipv4

subtype: current discovery subsystem

treq: not specified

portid: 1

trsvcid: 8009

subngn: ngn.1992-
08.com.netapp:sn.c770be5d934811f0b624d03%ac809%ba:discovery
traddr: 192.168.166.50

eflags: explicit discovery connections, duplicate discovery
information

sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem
treq: not specified
portid: 3

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.c770be5d934811£f0b624d039%eac809%ba:subsystem.sub

176
traddr: 192.168.165.51
eflags: none

sectype: none

trtype: tcp
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adrfam: ipv4

subtype:
treq:

nvme subsystem

not specified

portid: 1
trsvcid: 4420

subngn:

176

traddr:

eflags: none

sectype: none

ngn.1992-
08.com.netapp:sn.c770be5d934811f0b624d039%eac809%ba:subsystem.sub

192.168.166.50

2. i&1T nvme connect-all EFTRHFIEZZFMINVMe/TCPEIIIEF-BARSIP LIz T

nvme connect-all -t tcp -w host-traddr -a traddr

Bl

nvme
nvme
nvme

nvme

NVMe/TCP BJI&E “ctrl_loss_tmo timeout BE& & A XA,

connect-all
connect-all
connect-all
connect-all

* ERREOLEARY (ERER) -

* BAFREFHEEEREN ctrl_loss_tmo timeout f£AES "nvme connect &% “nvme connect-all i<

W) o

tcp -w
tcp —-w
tcp -w
tcp -w

192.
192.
192.
192.

168.
168.
168.
168.

166.73 -a
166.73 -a
165.73 -a
165.73 -a

S]line

192.
192.
192.
192.

* IRRERZHE, NVMe/TCP izHIZZASIEE, HEASTIREIMRITER,

SR 3: , B NVMe/FC # 1MB 1/O,

ONTAPTEIRAIZHIZS B PIR S
Broadcom NVMe/FC EHAH 1MB A/N8Y 110 153K, ERIZIENN "Ipfc’ BINE “Ipfc_sg_seg_cnt SEAMERIAE

64 B9 256,

() xESBRERTEENMe/FCEHL

168.
168.
168.
168.

166.50
166.51
165.50
165.51

(i

A ?Ef?&@k/J\(MDTS)?jBO XEKRERK /0 1EKRA/NAE 1MB, EH
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1. %% "Ipfc_sg_seg_cnt' 8IS E 17256

cat /etc/modprobe.d/lpfc.conf

BN ZRB BT AU RAIBE

options lpfc lpfc sg seg cnt=256

2. 3517 "update-initramfs <L HER EHo
3. IWIFMIERT “Ipfc_sg_seg_cnt }3256:

cat /sys/module/lpfc/parameters/lpfc sg seg cnt

$I% 4: I63F NVMe BEHARSE

X “nvmefc-boot-connections.service 1 “nvmf-autoconnect.service' NVMe/FC FE1 S M B EIARSS "nvme-cli' &

KRN, RHEsBIER.
Bri5EiE, iE nvmefc-boot-connections.service 1 “nvmf-autoconnect.service' BoifRS EE Fo

TR

1. IFRE 3 nvmf-autoconnect.service B2 A

systemctl status nvmf-autoconnect.service

364



btk

o nvmf-autoconnect.service - Connect NVMe-oF subsystems
automatically during boot
Loaded: loaded (/usr/lib/systemd/system/nvmf-
autoconnect.service; enabled; preset: enabled)
Active: inactive (dead) since Thu 2025-10-16 18:00:39 IST; 6
days ago
Invocation: el46e0b2c339432aad6e0555a528872c¢
Process: 1787 ExecStart=/usr/sbin/nvme connect-all
-—context=autoconnect (code=exited, status=0/SUCCESS)
Main PID: 1787 (code=exited, status=0/SUCCESS)
Mem peak: 2.4M

CPU: 12ms
Oct 16 18:00:39 HPE-DL365-14-176 systemd[l]: Starting nvmf-
autoconnect.service - Connect NVMe-oF subsystems automatically

during boot...

Oct 16 18:00:39 HPE-DL365-14-176 systemd[l]: nvmf-
autoconnect.service: Deactivated successfully.

Oct 16 18:00:39 HPE-DL365-14-176 systemd[1l]: Finished nvmf-
autoconnect.service - Connect NVMe-oF subsystems automatically
during boot.

2. IHIFZR S “nvmefc-boot-connections.service' B2 A :

systemctl status nvmefc-boot-connections.service
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btk

nvmefc-boot-connections.service - Auto-connect to subsystems on FC-
NVME devices found during boot
Loaded: loaded (/usr/lib/systemd/system/nvmefc-boot-
connections.service; enabled; preset: enabled)
Active: inactive (dead) since Thu 2025-10-16 18:00:35 IST; 6
days ago
Invocation: acf73aclef7a402198d6ecc4d075fab0
Process: 1173 ExecStart=/bin/sh -c echo add >
/sys/class/fc/fc_udev_device/nvme discovery (code=exited,
status=0/SUCCESS)
Main PID: 1173 (code=exited, status=0/SUCCESS)
Mem peak: 2.1M
CPU: 1lms

Oct 16 18:00:35 HPE-DL365-14-176 systemd[1l]: nvmefc-boot-
connections.service: Deactivated successfully.

Oct 16 18:00:35 HPE-DL365-14-176 systemd[1l]: Finished nvmefc-boot-
connections.service - Auto-connect to subsystems on FC-NVME devices

found during boot.

SR 5. WIEZKRFEE
IIIERZNVMe ZERIZIRES. ANAIKREHIONTAPER & =Bl 2 B1&A FNVMe-oF iR E,

TR
1. BIFREERARZNVMe L HE:

cat /sys/module/nvme core/parameters/multipath

ERERI T

2. WIEFH LR T IEHRET TONTAPE & TIBIRIMERL NVMe-oF & & (I, HESI1EE FINetApp ONTAP
Controller, #3551 #t9%] iopolicy IR E A round-robin) :

a. B RFRSA:

cat /sys/class/nvme-subsystem/nvme-subsys*/model
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NVE=E IVl K

NetApp ONTAP Controller
NetApp ONTAP Controller

cat /sys/class/nvme-subsystem/nvme-subsys*/iopolicy
NVE=E V@R il

queue-depth
queue-depth

3. WIFEREEEN LEIEHEHL MR (8.

nvme list

B
Node Generic SN Model
Namespace Usage Format FW Rev

/dev/nvme2nl /dev/ng2nl 81PgYFYgq2aVAAAAAAAAB NetApp ONTAP

Controller 0x1 17.88 GB / 171.80 GB 4 KiB + 0 B
9.17.1

4. WIESMREITHIZERESEE NENRSERS AR EHNANAKRE:
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NVMe/FC

nvme list-subsys /dev/nvme3n9

Bl

nvme-subsys3 - NQN=ngn.1992-
08.com.netapp:sn.94929fdb84ebl1f0b624d039%eac809%ba:subsystem.sub
176
hostngn=ngn.2014-08.org.nvmexpress:uuid:39333550-

3333-4753-4844-32594d4a524c

\

+- nvmel fc traddr=nn-0x200dd039%eac79573:pn-
0x2010d039eac79573,host traddr=nn-0x20005ced8c531949:pn-
0x10005ced8c531949 live optimized

+- nvme3 fc traddr=nn-0x200dd039%eac79573:pn-
0x200ed039eac79573,host traddr=nn-0x20005ced8c531948:pn-
0x10005ced8c531948 live optimized
+- nvmeb5 fc traddr=nn-0x200dd039%eac79573:pn-
0x200£d039eac79573,host traddr=nn-0x20005ced8c531949:pn-
0x10005ced8c531949 live non-optimized

+- nvme7 fc traddr=nn-0x200dd039%eac79573:pn-
0x2011d039%eac79573,host traddr=nn-0x20005ced8c531948:pn-
0x10005ced8c531948 live non-optimized

NVMe/TCP

nvme list-subsys /dev/nvme2n3



Bl

nvme-subsys2 -

08.com.netapp:sn.c770be5d934811£0b624d039%eac809%ba:subsystem.sub

176

3333-4753-4844-

\

+- nvme2 tcp

traddr=192.168.
c_addr=192.168.

+- nvme4d tcp

traddr=192.168.
c _addr=192.168.

+- nvmeb6 tcp

traddr=192.168.

c _addr=192.168
+- nvme8 tcp

traddr=192.168.
c _addr=192.168.

NQN=ngn.1992-

hostngn=ngn.2014-08.org.nvmexpress:uuid: 39333550~

32594d4a524c

166.50, trsvcid=4420, host traddr=192.

166.73 live optimized

165.51, trsvcid=4420, host traddr=192.

165.73 live optimized

166.51,trsvcid=4420, host traddr=192.
.166.73 live non-optimized

165.50, trsvcid=4420, host traddr=192.

165.73 live non-optimized

5. ISIFNetAppiEF BB NEINONTAP s 2 FEhE & B 1EHMI(E:

168.

168.

168.

168.

166.

165.

166.

165.

73, sr

73, sr

73, sr

73, sr
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7

nvme netapp ontapdevices -o column

Bl

Device Vserver Namespace Path

/dev/nvme2n9 vs proxmox FC NVMeFC /vol/vol 180 data nvmefc4/ns

NSID UuID Size
1 e3d3d544-de8b-4787-93af-bfec7769e909 32.21GB
JSON

nvme netapp ontapdevices -o json

Bl

"Device":"/dev/nvme2n9",
"Vserver":"vs proxmox FC NVMeFC",
"Subsystem":"sub 176",

"Namespace Path":"/vol/vol 180 data nvmefc4/ns",
"NSID":9,
"UUID":"e3d3d544-de8b-4787-93af-bfec7769909",
"LBA Size":409¢,

"Namespace Size'":32212254720,
"UsedBytes":67899392,

"Version":"9.17.1"

$Fe6d . BHEEMIA
BB BRI,
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AicE Proxmox VE 8.x LA NVMe-oF FIONTAP7Zfi#

Proxmox VE 8.x EHZ#FF4HEiE LAY NVMe (NVMe/FC) 1 TCP _EAY NVMe
(NVMe/TCP) ¥, HZ1FIEXFRErRZTIaA1a) (ANA), ANA 125 iSCSI # FCP If1%
RHIERFRIZIEE TTIAIR] (ALUA) Z5H9 %2 K12 THAE,

T f2AN{A1 79 Proxmox VE 8.x ECE NVMe over Fabrics (NVMe-oF) E£#l. MNEEZLIFMINEEE, 15SH
"ONTAPZF§F1ThEE"S

NVMe-oF 5 Proxmox VE 8.x 121 LA T EXIPRE:

* A% NVMe-FC 89 SAN BrhfitE,

B 1. R Proxmox VE # NVMe R+ HIIEERECE
£/ NVMe-oF ELE XN, BEELEIHNMN NVMe 46, BRAZRE, FIRIEEN NCON EBBE.

I
1. 1£ARS328 £ 2% Proxmox 8.x, RETMG, BERINEEITHREIEER Proxmox 8.x Ni%:

uname -r
M TFREIETT Proxmox RiZhREs :
6.8.12-10-pve
2. B¥ nvMe-CcLT HFE:
apt list|grep nvme-cli
TEMGIFERT nvme-cli B4R
nvme-cli/oldstable,now 2.4+really2.3-3 amdo64
3. BE 1ibnvme EE:
apt list|grep libnvme

TENGIFERT libnvme B EAR A :

libnvmel/oldstable,now 1.3-1+debl2ul amdé4
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4. FEMN L, ¥E hostngn ERFE /etc/nvme/hostngn -

cat /etc/nvme/hostngn

TEBFIFRRT “hostngn ME:

ngn.2014-08.o0rg.nvmexpress:uuid:1536c9%9a6-f954-11ea-b24d-0a%4efbdceaf

5. ZZONTAPRLA, KIFLLTERS: “hostngn' FRIBITAD "hostngn’ ONTAPELA R R FRAMF RIS

::> vserver nvme subsystem host show -vserver proxmox 120 122
Bl

Vserver Subsystem Priority Host NQN
proxmox 120 122
proxmox 120 122
regular ngn.2014-
08.org.nvmexpress:uuid:1536c9%9a6-£954-11ea-b24d-0a9%4efbdbeaf
regular ngn.2014-
08.org.nvmexpress:uuid:991a7476-£f9%pf-11ea-8b73-0a9%94efbd6c3b
proxmox 120 122 tcp
regular ngn.2014-
08.org.nvmexpress:uuid:1536c%a6-£954-11ea-b24d-0a9%4efbidbeaf
regular nqgn.2014-08.org.nvmexpress:uuid:991a7476-
f9bf-11ea-8b73-0a94efbd6c3b
2 entries were displayed.

(D R “hostngn' FRTRARILAR, iEfEMA vserver modify i< K EH “hostngn' #HRN ONTAPTZf%
AAF RS LBFRBLLA hostngn' FRFERE Jetc/nvme/hostngn 7ZEEMN L.

$ & 2. ECE NVMe/FC 71 NVMe/TCP

£/ Broadcom/Emulex 3 Marvell/QLogic &HAc23E0E NVMe/FC, FfERFoh A IMMEIZIR(ECE
NVMe/TCP,
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NVMe/FC - {&i&/Emulex
JIBroadcom/Emulexi&fczsEc ENVMe/FC,

1. I ERRNERRE S EERXH.

a. BREEIZFR:

cat /sys/class/scsi host/host*/modelname

EBRERI TS

LPe35002-M2
LPe35002-M2

b. BRIERIEA:

cat /sys/class/scsi host/host*/modeldesc

BN ZERRUT LT R GRS

Emulex LPe35002-M2 2-Port 32Gb Fibre Channel Adapter
Emulex LPe35002-M2 2-Port 32Gb Fibre Channel Adapter

2. I NEFERNREINHIBroadcom 1pfc BN ERNIER:

a. BREIFRRZ:

cat /sys/class/scsi host/host*/fwrev

ZEn IR O E RS -

14.0.505.12, sli-4:6:d
14.0.505.12, sli-4:6:d

b. BRU TR TN TEF RS -

cat /sys/module/lpfc/version

U TROIER T EEHIEAFhR s :
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0:14.2.0.17

BXRZFNVEERENIZFMEFIRENRMTIR, BN ERFIERTAS

3. JEWIE 1pfc_enable fc4 type REN 3:

cat /sys/module/lpfc/parameters/lpfc enable fc4 type

4. WIERB Y UEEREFKO:

cat /sys/class/fc _host/host*/port name

EROZERRMATRER

0x100000109b954¢67e
0x100000109b95467f£

o. WIFRThiZR s B S B

cat /sys/class/fc host/host*/port state

EER L a

Online
Online

6. IWIENVMe/FCEIEFHEARTEEAEEINREOE N :

cat /sys/class/scsi _host/host*/nvme info
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Bl

NVME Initiator Enabled

XRI Dist 1lpfcO Total 6144 IO 5894 ELS 250

NVME LPORT lpfcO WWPN x10005ced8c531948 WWNN x20005ced8c531948
DID x082400

ONLINE

NVME RPORT WWPN x200ed039%eac79573 WWNN x200dd039%eac79573 DID
x060902

TARGET DISCSRVC ONLINE

NVME RPORT WWPN x2001d039eac79573 WWNN x2000d03%eac79573 DID
x060904

TARGET DISCSRVC ONLINE

NVME Statistics LS: Xmt 0000000034 Cmpl 0000000034 Abort
00000000 LS XMIT: Err 00000000 CMPL: xb 00000000 Err 00000000
Total FCP Cmpl 0000000000142cfb Issue 0000000000142cfc OutIO
0000000000000001 abort 00000005 noxri 00000000 nondlp 00000000
gdepth 00000000 wgerr 00000000 err 00000000 FCP CMPL: xb
00000005 Err 00000005 NVME Initiator Enabled XRI Dist lpfcl
Total 6144 IO 5894 ELS 250 NVME LPORT lpfcl WWPN
x10005ced8c531949 WWNN x20005ced8c531949 DID x082500

ONLINE

NVME RPORT WWPN x2010d039eac79573 WWNN x200dd039%eac79573 DID
x062902

TARGET DISCSRVC ONLINE

NVME RPORT WWPN x2007d039eac79573 WWNN x2000d03%eac79573 DID
x062904

TARGET DISCSRVC ONLINE

NVME Statistics LS: Xmt 0000000034 Cmpl 0000000034 Abort
00000000 LS XMIT: Err 00000000 CMPL: xb 00000000 Err 00000000
Total FCP Cmpl 00000000000d39f1 Issue 00000000000d39f2 OutIO
0000000000000001 abort 00000005 noxri 00000000 nondlp 00000000
gdepth 00000000 wgerr 00000000 err 00000000 FCP CMPL: xb
00000005 Err 00000005

NVMe/FC - Marvell/QLogic
JIMarvell/QLogici&HAr 23 ENVMe/FCo

1. IS ERRER R R NE SR E R 2

cat /sys/class/fc host/host*/symbolic name

UTFRE SR T a2 A E RS -
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QLE2872 FW:v9.15.00 DVR:v10.02.09.300-k
QLE2872 FW:v9.15.00 DVR:v10.02.09.300-k

2. JBIIE gl2xnvmeenable BI8EH, X, Marveli&ZEi23E ] HENVMe/FCREITER .

cat /sys/module/gla2xxx/parameters/gl2xnvmeenable

FER%m 910
NVMe/TCP

NVMe/TCP XA ZHFEohiEER(E, Bk, ErILUBIHIT NVMe/TCP &I NVMe/TCP FR 4 dn
Z=58] “connect & "connect-all' FEhiE{E,

1. KEBBIFREOSE I UELIFN NVMe/TCP LIF JREVA I B ETTEEUE:

nvme discover -t tcp -w host-traddr -a traddr
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Bl

nvme discover -t tcp -w 192.168.2.22 -a 192.168.2.30

Discovery Log Number of Records 12, Generation counter 13

trtype: tcp

adrfam: ipv4

subtype: current discovery subsystem

treq: not specified

portid: 10

trsvcid: 8009

subngn: ngn.1992-
08.com.netapp:sn.ae9f2d55a7ecllef8751d03%a9%e891c:discovery
traddr: 192.168.2.30

eflags: explicit discovery connections, duplicate discovery
information

sectype: none

trtype: tcp

adrfam: ipv4

subtype: current discovery subsystem

treq: not specified

portid: 9

trsvcid: 8009

subngn: ngn.1992-
08.com.netapp:sn.ae9f2d55a7ecllef8751d03%a9%e891c:discovery
traddr: 192.168.1.30

eflags: explicit discovery connections, duplicate discovery
information

sectype: none

trtype: tcp

adrfam: ipv4

subtype: current discovery subsystem

treq: not specified

portid: 12

trsvcid: 8009

subngn: ngn.1992-
08.com.netapp:sn.ae9f2d55a7ecl1ef8751d039%a%e891c:discovery
traddr: 192.168.2.25

eflags: explicit discovery connections, duplicate discovery
information

sectype: none
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trtype: tcp

adrfam: ipv4

subtype: current discovery subsystem

treq: not specified

portid: 11

trsvcid: 8009

subngn: ngn.1992-
08.com.netapp:sn.ae9f2d55a7ecllef8751d03%a%e891c:discovery
traddr: 192.168.1.25

eflags: explicit discovery connections, duplicate discovery
information

sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem
treq: not specified
portid: 10

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.ae9f2d55a7ecllef8751d039%a%e891c:subsystem.prox
mox 120 122

traddr: 192.168.2.30
eflags: none

sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem
treq: not specified
portid: 9

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.ae9f2d55a7ecl1ef8751d039%ea%e891c:subsystem.prox
mox 120 122

traddr: 192.168.1.30
eflags: none

sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem
treq: not specified
portid: 12

trsveid: 4420

subngn: ngn.1992-
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08.com.netapp:sn.ae9f2d55a7ecllef8751d039%a%e891c:subsystem.prox
mox 120 122

traddr: 192.168.2.25

eflags: none

sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem
treq: not specified
portid: 11

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.ae9f2d55a7ecl1ef8751d039%ea%e891c:subsystem.prox
mox 120 122

traddr: 192.168.1.25
eflags: none

sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem
treq: not specified
portid: 10

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.ae9f2d55a7ecllef8751d039%a%e891c:subsystem.prox
mox 120 122 tcp

traddr: 192.168.2.30
eflags: none

sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem
treq: not specified
portid: 9

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.ae9f2d55a7ecllef8751d039%ca%e891c:subsystem.prox
mox 120 122 tcp

traddr: 192.168.1.30
eflags: none

sectype: none

trtype: tcp
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adrfam: ipv4

subtype: nvme subsystem
treq: not specified
portid: 12

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.ae9f2d55a7ecllef8751d039%ea%e891c:subsystem.prox
mox 120 122 tcp

traddr: 192.168.2.25
eflags: none

sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem
treq: not specified
portid: 11

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.ae9f2d55a7ecll1ef8751d03%a%e891c:subsystem.prox
mox 120 122 tcp

traddr: 192.168.1.25
eflags: none

sectype: none

2. ISIFELfth NVMe/TCP 25h28-B45 LIF A8 2B el MR A MBS mEEEE:

nvme discover -t tcp -w host-traddr -a traddr

Bl

nvme discover -t tcp -w 192.168.1.22 -a 192.168.1.30
nvme discover -t tcp -w 192.168.2.22 -a 192.168.2.30
nvme discover -t tcp -w 192.168.1.22 -a 192.168.1.25
nvme discover -t tcp -w 192.168.2.22 -a 192.168.2.25

3. JB1T nvme connect-all ETRPFFAEZSZIFNNVMe/TCPEENER-BIRSIP LIZ TS :

nvme connect-all -t tcp -w host-traddr -a traddr
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Bl

nvme
nvme
nvme

nvme

NVMe/TCP BJI&E “ctrl_loss_tmo timeout BENEE N “XH", Eitk:

connect-all
connect-all
connect-all
connect-all

* ERRBURERS (ERER) .
* BAFEFHEEERFED ctrl_loss_tmo timeout A Y "nvme connect & "nvme connect-all a5 (3%

W) o

tcp —-w
tcp —-w
tcp —-w
tcp —-w

192.
192 .
192.
192.

168.
168.
168.
168.

1.22
2.22
1.22
2.22

—a

—a

—a

—a

192.
192 .
192.
192.

168.
168.
168.
168.

* NREERIZHEE, NVMe/TCP IZHISB A BT, HEZTIRAAMRENERE,

I8 3. 3%, B NVMe/FC BY 1MB 1/0,

ONTAPTEIR R &S BURPIR S R AEUIRE A/ (MDTS) 7 8, XEKERK /0 i5KRA/NEHE 1MB, EMA
Broadcom NVMe/FC E£#&H 1MB A/N#I 1/0 353K,

64 LY 256,

(D)  xeSBEREEFBENVMFCEH.

p

1. ¥ "Ipfc_sg_seg_cnt BEILE /9256

cat /etc/modprobe.d/lpfc.conf

BNIZZBEIEMTF AT RAIB S

options lpfc lpfc sg seg cnt=256

2. 3517 "update-initramfs G <L HER FHo
3. IIFMMERT ‘Ipfc_sg_seg_cnt }9256:

iaxd
15N

cat /sys/module/lpfc/parameters/lpfc sg seg cnt

1.30
2.30
1.25
2.25

RZiZIEAN “Ipfc BIMNE “Ipfc_sg_seg_cnt BEMERINE
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HI2 4: I63F NVMe BEHRSE

{#H Proxmox 8.x, ‘nvmefc-boot-connections.service 1 “nvmf-autoconnect.service'NVMe/FC FEEHIEEH

ARS3 “nvme-cli RGBS BB RREE,
Bri5EiE, WiE nvmefc-boot-connections.service 1 “nvmf-autoconnect.service’ BofRSZ EE o

TR

1. IIFEE nvmf-autoconnect.service' EE

systemctl status nvmf-autoconnect.service

Bt

0 nvmf-autoconnect.service - Connect NVMe-oF subsystems
automatically during boot

Loaded: loaded (/lib/systemd/system/nvmf-autoconnect.service;
enabled; preset: enabled)

Active: i1nactive (dead) since Fri 2025-11-21 19:59:10 IST; 8s
ago

Process: 256613 ExecStartPre=/sbin/modprobe nvme-fabrics
(code=exited, status=0/SUCCESS)

Process: 256614 ExecStart=/usr/sbin/nvme connect-all
(code=exited, status=0/SUCCESS)

Main PID: 256614 (code=exited, status=0/SUCCESS)

CPU: 18ms
Nov 21 19:59:07 SR665-14-122.lab.eng.btc.netapp.in systemd[1l]:
Starting nvmf-autoconnect.service - Connect NVMe-oF subsystems

automatically during boot...

Nov 21 19:59:10 SR665-14-122.lab.eng.btc.netapp.in nvme[256614]:
Failed to write to /dev/nvme-fabrics: Invalid argument

Nov 21 19:59:10 SR665-14-122.lab.eng.btc.netapp.in nvme[256614]:
Failed to write to /dev/nvme-fabrics: Invalid argument

Nov 21 19:59:10 SR665-14-122.lab.eng.btc.netapp.in systemd[1l]: nvmf-
autoconnect.service: Deactivated successfully.

Nov 21 19:59:10 SR665-14-122.lab.eng.btc.netapp.in systemd[1l]:
Finished nvmf-autoconnect.service - Connect NVMe-oF subsystems
automatically during boot.

2. ISIF2R A “nvmefc-boot-connections.service' EE A ;

systemctl status nvmefc-boot-connections.service
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btk

o0 nvmefc-boot-connections.service - Auto-connect to subsystems on
FC-NVME devices found during boot
Loaded: loaded (/lib/systemd/system/nvmefc-boot-
connections.service; enabled; preset: enabled)
Active: inactive (dead) since Thu 2025-11-20 17:48:29 IST; 1
day 2h ago
Process: 1381 ExecStart=/bin/sh -c echo add >
/sys/class/fc/fc_udev_device/nvme discovery (code=exited,
status=0/SUCCESS)
Main PID: 1381 (code=exited, status=0/SUCCESS)
CPU: 3ms

Nov 20 17:48:29 SR665-14-122.lab.eng.btc.netapp.in systemd[1l]:
Starting nvmefc-boot-connections.service - Auto-connect to
subsystems on FC-NVME devices found during boot..

Nov 20 17:48:29 SR665-14-122.lab.eng.btc.netapp.in systemd[1l]:
nvmefc-boot-connections.service: Deactivated successfully.

Nov 20 17:48:29 SR665-14-122.lab.eng.btc.netapp.in systemd[1]:
Finished nvmefc-boot-connections.service - Auto-connect to
subsystems on FC-NVME devices found during boot...

S 5 WIS KRIFEE
IIFRZNVMe Z IR 1IZIRES. ANARSHIONTAPE BT RIE2 T EHRFNVMe-oF iR E,

p
1. BIER B ERARNVMeZHKIZ:

cat /sys/module/nvme core/parameters/multipath

Ve =g V@l

2. BIFFEN EREBIEMETR T ONTAPH & IEIHIAEL NVMe-oF I8 (30, KA Si&E FINetApp ONTAP
Controller, F¥& 1 #39%i iopolicy & & round-robin) :

a. BRFRSA:
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cat /sys/class/nvme-subsystem/nvme-subsys*/model

NVE=E VRSl K

NetApp ONTAP Controller
NetApp ONTAP Controller

- BRERER:

cat /sys/class/nvme-subsystem/nvme-subsys*/iopolicy

ERERI T

round-robin

round-robin

3. WIFEREEEN LEIEHEHL MR (8.

nvme list

Bl

Node Generic SN

Model Namespace Usage

Format FW Rev

/dev/nvme2n20 /dev/ng2n20 81K13BUDdAygsAAAAAAAG
NetApp ONTAP Controller 10 5.56 GB /
91.27 GB 4 KiB + 0 B 9.18.1

4. WIS M REITFIRRESEE NEIRS ERS A ERNANAKE:

384



NVMe/FC

nvme list-subsys /dev/nvme2n20

Bl

nvme-subsys2 - NQN= ngn.1992-
08.com.netapp:sn.ae9f2d55a7ecllef8751d039%a%e891c:subsystem.prox
mox 120 122 tcp

\

+- nvmel fc traddr=nn-0x200dd039%eac79573:pn-
0x2010d039eac79573,host traddr=nn-0x20005ced8c531949:pn-
0x10005ced8c531949 live optimized

+- nvme3 fc traddr=nn-0x200dd039%eac79573:pn-
0x200ed03%eac79573,host traddr=nn-0x20005ced8c531948:pn-
0x10005ced8c531948 live optimized

+- nvmeb5 fc traddr=nn-0x200dd039%eac79573:pn-
0x200£d03%eac79573,host traddr=nn-0x20005ced8c531949:pn-
0x10005ced8c531949 live non-optimized

+- nvme7 fc traddr=nn-0x200dd039%eac79573:pn-
0x2011d03%eac79573,host traddr=nn-0x20005ced8c531948:pn-
0x10005ced8c531948 live non-optimized

NVMe/TCP

nvme list-subsys /dev/nvme2n3
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Bl

nvme-subsys?2 - NQN= gn.1992-
08.com.netapp:sn.ae9f2d55a7ecllef8751d039%a%e891c:subsystem.prox
mox 120 122 tcp

\

+- nvme2 tcp

traddr=192.168.1.30,trsvcid=4420,host traddr=192.168.1.22,src ad
dr=192.168.1.22 live optimized

+- nvmed tcp

traddr=192.168.2.30,trsvcid=4420,host traddr=192.168.2.22,src ad
dr=192.168.2.22 live optimized

+- nvmeb6 tcp

traddr=192.168.1.25,trsvcid=4420,host traddr=192.168.1.22,src ad
dr=192.168.1.22 live non-optimized

+- nvme8 tcp

traddr=192.168.2.25,trsvcid=4420,host traddr=192.168.2.22,src ad
dr=192.168.2.22 live non-optimized

S. FIENetAppiF B E NS NONTAP & Ta)ig & B RIEMINE:
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7

nvme netapp ontapdevices -o column

B
Device Vserver Namespace Path
/dev/nvme2nll proxmox 120 122 / /vol/vml20 tcpl/ns
NSID UuUID Size
1 S5aefea74-£f0cf-4794-a7e9-ell3c465%aca 37.58GB
JSON

nvme netapp ontapdevices -o json

Bl

"Device":"/dev/nvme2nll",
"Vserver":"proxmox 120 122",

"Namespace Path":"/vol/vml20 tcpl/ns",
"NSID":1,
"UUID":"5aefea74-f0cf-4794-a7e¢9-e113c465%aca",
“Size”:”37.58GB”,

"LBA Data Size":4096,

"Namespace Size'":32212254720

F6w . EEEMRA
=B ERMIEH,
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RHEL

THEONTAPY RHEL 4189 F1ThEE

£ NVMe over Fabrics (NVMe-oF) 1#1T ENEC & P sz 1 FHITHEEEIONTAPA] RHEL BIRR

Ao

IheE RHEL F#hk7s

RHEL EAFONTAPIZHI2S 2~ /8382 NVMe/TCP % 9.3 Sl E S k4
RZ2WFEREHEIE,

NVMe/TCP FRRE & T Eie M & =E nvme-cli’ 8.2 BSR4
a=x
NVMe/TCP B—IN e F W RIhEE 9.0 HESHRA

E—EHM L NVMe 1 SCSI i, NVMe-oF % 8.2 E Sk~
=8fEF NVMe %ZE&1E, SCSILUN {#/H dm %

=o
T RFIREFIZTTHIONTAPHRZAINM, ONTAPSZHFLLT SAN EAII8E.

TheE

AIANBER TERRE NVMe ZH1Z.

SAN BEEi@iE NVMe/FC i iE A

X ‘nvme-cli iZMFEES BEREMA, TEE=HHIZ,

R4 udev #M “nvme-cli ZEHE R NVMe ZERFIRHIIHHEIE

R udev FM nvme-cli ZEHEN NVMe ZERIZRMHINTIRE T HIHE

() axssREBEO¥EES, BRI TEEEETA,

%

WNREE RHEL fRAS2...... THR......

1055/ "9 RHEL 10.x EZ& NVMe"
9Z&7% " RHEL 9.x Bt & NVMe"
8% "3 RHEL 8.x Bt & NVMe"
HXEE

"TRRI{AI B IE NVMe thiY"
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ONTAP ks
9.12.1 HEFhRZA

9.10.1 HEFhRZA

9.10.1 EFhZs

9.4 HEShiA

RHEL F#hk7s
10.0 HEShas

9.4 ESHRA

8.2 N EShia

8.2 WE SR

9.6 HEShiA
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BdE RHEL 10.x UA{E NVMe-oF F1ONTAP7Zfi&

Red Hat Enterpirse Linux (RHEL) ENZ FEBIEXFRapE =alIA18] (ANA) B9 NVMe over
Fibre Channel (NVMe/FC) 1 NVMe over TCP (NVMe/TCP) %, ANA {25 iSCSI #
FCP IFEFRRYIEIT FRZ AR T ihiR] (ALUA) M % B 1ZThEE.

T #2919 RHEL 10.x B & NVMe over Fabrics (NVMe-oF) 4. MNEEZFMINEEE S, 1555 "RHEL
ONTAPZ#HITAEE"S

NVMe-oF 5 RHEL 10.x £ LA T EXIPRH:

* X ‘nvme disconnect-all iZip SR MR G R ANIBUIBEXH RS, FE2SBAARRE. B7EES
NVMe-TCP 8f NVMe-FC &&= [B]M SAN FEjJE’J%?EJ:?ﬂ‘TTUZtB‘%T’Eo

FE1P: (A%E)SHESANZE

WEJL,LEEEIMLM@EH SAN BoiRfE v HEFIRE Y B FA"EIRFERTAE ISR Linux 2ER
. EHELLIERES (HBA). HBA EfF. HBA EEh BIOS FIONTAPKRZAZRE 215 SAN BEh,

g
1. "BIE NVMe &332 =8l FH IS EARGT R EH" -
2. 7£RR%528 BIOS ) SAN Brhan & = ia]iREd 2 A9 O /2 B SAN BE.

BXWNEEA HBABIOS HIE R, A5 RN BT AN,
3. EfRMENHARIHRERAR T ERNFETIET.

HIE 2. L RHEL 1 NVMe {4 HIGIFEHECE
Ef NVMe-oF FEE N, BEBELEITNM NVMe B8, BEZEREZE, HIEEN NQN BBE,

p
1. EARS B LRE RHEL 10.x. RETME, BHRINEEBITHZAMEN RHEL 10.x WZ:

uname -—-r

RHEL R#Zhr4Rf1:

6.12.0-124.8.1.e110 1.x86 64
2. % NVMe-CLI HFEL:
rpm -galgrep nvme-cli

TENFIFERTRT nvme-cli FEEARZAS
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nvme-cli-2.13-2.e110.x86 64
3. Z% 1ibnvme HHE:
rpm -galgrep libnvme

TENGIFERT libnvme R EAR A :

libnvme-1.13-1.e110.x86 64

4. FEM L, ¥FE hostngn FFFEH /etc/nvme/hostngn -

cat /etc/nvme/hostngn

TENGIFRRT hostngn hras:

ngn.2014-08.org.nvmexpress:uuid:4c4c4544-0056-5410-8048-c7c04£425633

5. ZEONTAPZ4H, WIELTER: “hostngn' FHTERILAD “hostngn' ONTAPTEE R FFRIEN F R AR F T A

::> vserver nvme subsystem host show -vserver vs coexistence QLE2872
rdavaN ]
ERRG

Vserver Subsystem Priority Host NQN

vs coexistence QLE2872
subsystem 1
regular ngn.2014-
08.org.nvmexpress:uuid:4c4c4544-0056-5410-8048-c7c04£f425633
subsystem 10
regular ngn.2014-
08.org.nvmexpress:uuid:4c4c4544-0056-5410-8048-c7c04£f425633
subsystem 11
regular ngn.2014-
08.org.nvmexpress:uuid:4c4c4544-0056-5410-8048-c7c04£f425633
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@ YR “hostngn' ERFEARILHD, BER vserver modify T8 REH “hostngn 18R ONTAPTE(E R
RF ALK LFRFERULE hostngn' FRFERE “/etc/nvme/hostngn 7EEH L,

+ & 3. ECE NVMe/FC 71 NVMe/TCP

£/ Broadcom/Emulex 3% Marvell/QLogic i&Ac2sAic & NVMe/FC, T ERFohAMMEZIR(FRLE
NVMe/TCP,

391



NVMe/FC - {&i&/Emulex
JIBroadcom/Emulexi&fczsEc ENVMe/FC,

1. I ERRNERRE S EERXH.

a. BREEIZFR:

cat /sys/class/scsi host/host*/modelname

EBRERI TS

SN1700E2P
SN1700E2P

b. BRIERIEA:
cat /sys/class/scsi host/host*/modeldesc
J

BN ZERRUT LT R GRS

HPE SN1700E 64Gb 2p FC HBA
HPE SN1700E 64Gb 2p FC HBA

2. I NEFERNREINHIBroadcom 1pfc BN ERNIER:
a. BREIFRRZ:

cat /sys/class/scsi host/host*/fwrev

ZEn IR O E RS -

14.4.393.25, sli-4:6:d
14.4.393.25, sli-4:6:d

b. BRU TR TN TEF RS -

cat /sys/module/lpfc/version

U TROIER T EEHIEAFhR s :

392



0:14.4.0.9

BXRZFNVEERENIZFMEFIRENRMTIR, BN ERFIERTAS

3. JEWIE 1pfc_enable fc4 type REN 3:

cat /sys/module/lpfc/parameters/lpfc enable fc4 type

4. WIERB Y UEEREFKO:

cat /sys/class/fc _host/host*/port name

EROZERRMATRER

0x10005cba2cfca7de
0x10005cba2cfca77df

o. WIFRThiZR s B S B

cat /sys/class/fc host/host*/port state

EER L a

Online
Online

6. IWIENVMe/FCEIEFHEARTEEAEEINREOE N :

cat /sys/class/scsi _host/host*/nvme info
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Bl

NVME Initiator Enabled

XRI Dist 1lpfcO Total 6144 IO 5894 ELS 250

NVME LPORT lpfcO WWPN x10005cbaZ2cfca7de WWNN x20005cba2cfca7de
DID x080f00 ONLINE

NVME RPORT WWPN x2023d039%9eac03c33 WWNN x2021d039%eac03c33
DID x082209 TARGET DISCSRVC ONLINE
NVME RPORT WWPN x200ed039%eac03c33 WWNN x200cd039eac03c33
DID x082203 TARGET DISCSRVC ONLINE
NVME RPORT WWPN x2022d039eac03c33 WWNN x2021d039%eac03c33
DID x082609 TARGET DISCSRVC ONLINE
NVME RPORT WWPN x200dd039%9eac03c33 WWNN x200cd039%eac03c33

DID x082604 TARGET DISCSRVC ONLINE

NVME Statistics

LS: Xmt 0000000501 Cmpl 0000000501 Abort 00000000

LS XMIT: Err 00000000 CMPL: xb 00000000 Err 00000000

Total FCP Cmpl 00000000000583b7 Issue 000000000005840d OutIO
0000000000000056

abort 0000010f noxri 00000000 nondlp 00000000 gdepth 00000000
wgerr 00000000 err 00000000

FCP CMPL: xb 0000010f Err 0000010f

NVME Initiator Enabled

XRI Dist 1lpfcl Total 6144 IO 5894 ELS 250

NVME LPORT lpfcl WWPN x10005cbaZ2cfca7df WWNN x20005cbaZ2cfca’7df
DID x080b00 ONLINE

NVME RPORT WWPN x2024d039eac03c33 WWNN x2021d03%eac03c33
DID x082309 TARGET DISCSRVC ONLINE
NVME RPORT WWPN x200£d039%eac03c33 WWNN x200cd039eac03c33
DID x082304 TARGET DISCSRVC ONLINE
NVME RPORT WWPN x2025d039%9eac03c33 WWNN x2021d039%eac03c33
DID x082708 TARGET DISCSRVC ONLINE
NVME RPORT WWPN x2010d039%eac03c33 WWNN x200cd039eac03c33

DID x082703 TARGET DISCSRVC ONLINE

NVME Statistics

LS: Xmt 00000006eb Cmpl 00000006eb Abort 00000000

LS XMIT: Err 00000000 CMPL: xb 00000000 Err 00000000

Total FCP Cmpl 000000000004d600 Issue 000000000004d65f OutIO
000000000000005f

abort 000001cl noxri 00000000 nondlp 00000000 gdepth 00000000
wgerr 00000000 err 00000000

FCP CMPL: xb 000001cl Err 000001c2



NVMe/FC - Marvell/QLogic
JIMarvell/QLogici&Ar 23 ENVMe/FCo

1. IS RRER R R EFHEG R AR B 2

cat /sys/class/fc_host/host*/symbolic_name

UTFRE SR T a2 A E RS -

QLE2872 FW:v9.15.06 DVR:v10.02.09.400-k
QLE2872 FW:v9.15.06 DVR:v10.02.09.400-k

2. JFIIE gl2xnvmeenable Bi&H, X#E. MarveliEZEi28E ] HENVMe/FCREITER:

cat /sys/module/gla2xxx/parameters/gl2xnvmeenable

FiRR%RIH 91,

NVMe/TCP

NVMe/TCP MR Z3F B ohiEiEie(E. ik, ErILUEIHIT NVMe/TCP K& NVMe/TCP FR %M e
Z=8] “connect & "connect-all' FEhE{E,

1. KEBBFEOSE T UELIFN NVMe/TCP LIF SREVA I BETTEEUE:

nvme discover -t tcp -w host-traddr -a traddr
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Bl

nvme discover -t tcp -w 192.168.20.21 -a 192.168.20.28
Discovery Log Number of Records 8, Generation counter 10

trtype: tcp

adrfam: ipv4

subtype: current discovery subsystem

treq: not specified

portid: 8

trsvcid: 8009

subngn: ngn.1992-
08.com.netapp:sn.17e32b6e8c7£f11£09545d03%ac03c33:discovery
traddr: 192.168.21.29

eflags: explicit discovery connections, duplicate discovery
information

sectype: none

trtype: tcp

adrfam: ipv4

subtype: current discovery subsystem

treq: not specified

portid: 6

trsvcid: 8009

subngn: ngn.1992-
08.com.netapp:sn.17e32b6e8c7£11£09545d03%ac03c33:discovery
traddr: 192.168.20.29

eflags: explicit discovery connections, duplicate discovery
information

sectype: none

trtype: tcp

adrfam: ipv4

subtype: current discovery subsystem

treq: not specified

portid: 7

trsvcid: 8009

subngn: ngn.1992-
08.com.netapp:sn.17e32b6e8c7£11£09545d03%ac03c33:discovery
traddr: 192.168.21.28

eflags: explicit discovery connections, duplicate discovery
information

sectype: none

trtype: tcp



adrfam: ipv4

subtype: current discovery subsystem

treq: not specified

portid: 5

trsvcid: 8009

subngn: ngn.1992-
08.com.netapp:sn.17e32b6e8c7£f11£09545d03%ac03c33:discovery
traddr: 192.168.20.28

eflags: explicit discovery connections, duplicate discovery
information

sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem
treq: not specified
portid: 8

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.17e32b6e8c7£11£09545d03%ac03c33:subsystem.Bidi
rectional DHCP 1 O
traddr: 192.168.21.29
eflags: none

sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem
treqg: not specified
portid: 6

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.17e32b6e8c7£f11£09545d03%ac03c33:subsystem.Bidi
rectional DHCP 1 O
traddr: 192.168.20.29
eflags: none

sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem

treq: not specified

portid: 7

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.17e32b6e8c7f11f09545d03%eac03c33:subsystem.Bidi
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rectional DHCP 1 O
traddr: 192.168.21.28
eflags: none

sectype: none

trtyp
adrfa
subty
treq:
porti

trsvc

e: tcp

m: ipv4

pe: nvme subsystem
not specified

d: 5

id: 4420

subngn: ngn.1992-
08.com.netapp:sn.17e32b6e8c7£f11£09545d039%ac03c33:subsystem.Bidi

rectional DHCP 1 O
traddr: 192.168.20.
eflags: none

sectype: non

2. IOIFEh NVMe/TCP J35h28-B1T LIF A5 2E& v IR R I H

28

nvme discover -t tcp -w host-traddr -a traddr

bt

nvme
nvme
nvme

nvme

discover -t tcp —-w
discover -t tcp -w
discover -t tcp -w
discover -t tcp —-w

connect-all T RHFIBERZZFHHINVMe/TCPEEHiZRF-BARSIP LIZ1T<:

192.168.
192.168.
192.168.
192.168.

20
21
20.
21.

nvme connect-all -t tcp -w host-traddr -a traddr

BRI

nvme
nvme
nvme

nvme

connect-all
connect-all
connect-all
connect-all

tcp -w
tcp —-w
tcp -w
tcp -w

192.
192.
192.
192.

168
168
168
168

.20.21
.21.21
.20.21
.21.21

FPALEETE 6/
.21 -a 192.168.20.28
.21 -a 192.168.21.28
21 -a 192.168.20.29
21 -a 192.168.21.29

192.
192.
192.
192.

168.20.
168.21.
168.20.
168.21.

28
28
29
29



M RHEL 9.4 FF#4, NVMe/TCP BJI&E “ctrl_loss_tmo timeout BEh&B A XA, Hlt:

* BERREOLERY (TRER) -

* BAFEFEERER “ctrl_loss_tmo timeout fEARY{ "nvme connect I & "nvme connect-all' &5 (3%

W-1) o
* NRELERFHE, NVMe/TCP IZHIBARIER, HEITRABMRISER,

$E 4. (A%) B udev FINAHY iopolicy

RHEL 10.0 3% NVMe-oF BYERiA iopolicy BN round-robin. WREERAME RHEL 10.0 HEBEEX

iopolicy, IBEHITLLTIRIE: "queue-depth 124 udev NI HINT:

TR
1. f5F8 root SURTEX A4RiE2EFFTFF udev AN :

/usr/lib/udev/rules.d/71-nvmf-netapp.rules

EER L a

vi /usr/lib/udev/rules.d/71-nvmf-netapp.rules

2. #F)7INetApp ONTAPIZEHI281% & iopolicy 8917, SO TFHIFRR:

ACTION=="add", SUBSYSTEM=="nvme-subsystem", ATTR{subsystype}=="

ATTR{model }=="NetApp ONTAP Controller", ATTR{iopolicy}="round-robin"

3. BRI, LUE round-robin LR “queue-depth:

ACTION=="add", SUBSYSTEM=="nvme-subsystem", ATTR{subsystype}=="nvm",
ATTR{model }=="NetApp ONTAP Controller", ATTR{iopolicy}="queue-depth"

4. EFTINFudeviRNH R FAERL:

udevadm control --reload
udevadm trigger --subsystem-match=nvme-subsystem

S IBIEFRARILA /0 K&, Hli0, Bi<FRL> nvme-subsys0 o

cat /sys/class/nvme-subsystem/<subsystem>/iopolicy

399



NVE=E IVl K

queue-depth.

() ## iopolicy £ EEhRAFILEMINetAPp ONTAPIESIS iR, LERER.

S8 5: \%E, EA NVMe/FC #9 1MB 1/0,

ONTAP7EIRFIIEHI 28 BUR IR E R AEUEZ WA/ (MDTS) K 8, XEKERK I/0 IBERA/NAIX 1IMB, EH
Broadcom NVMe/FC FE#A&H 1MB A/N8Y 1/0 B3R, ERIZIEM Ipfc BIME “Ipfc_sg_seg_cnt SEMEIAE
64 BN 256,

(D)  XeESBEREEFBENMFCEH.

TE
1. % "Ipfc_sg_seg_cnt SIS E 57256

cat /etc/modprobe.d/lpfc.conf
B IZRB R M T AT RAIHEE:

options lpfc lpfc sg seg cnt=256

2. 1&97 ‘dracut -f Sp L HEFBEHEWN.
3. IIFMERT Ipfc_sg_seg_cnt }1256:

cat /sys/module/lpfc/parameters/lpfc_sg seg cnt

HIZ 6. IOIF NVMe BohiRS

X “nvmefc-boot-connections.service 1 “nvmf-autoconnect.service' NVMe/FC FEEHIRB RS "nvme-cli’ &

FEN, RHE=EIER.
BoisEiE, WiE nvmefc-boot-connections.service 1 “nvmf-autoconnect.service BEIIREZ E R FHo

P
1. IFEE nvmf-autoconnect.service' B2 :

systemctl status nvmf-autoconnect.service
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btk

nvmf-autoconnect.service - Connect NVMe-oF subsystems automatically

during boot
Loaded:

loaded (/usr/lib/systemd/system/nvmf-

autoconnect.service; enabled; preset: disabled)

Active:

day 1lh ago
Invocation:
Main PID:
Mem peak:
GEUE

Oct 12 19:41:

inactive (dead) since Sun 2025-10-12 19:41:15 IST;

70b5099929c6b41199d493fa25b629f6¢C
10043 (code=exited, status=0/SUCCESS)
2.9M

50ms

15 localhost.localdomain systemd[1l]: Starting nvmf-

autoconnect.service - Connect NVMe-oF subsystems automatically

during boot..
Oct 12 19:41:

15 localhost.localdomain systemd[1l]: nvmf-

autoconnect.service: Deactivated successfully.

Oct 12 19:41:

15 localhost.localdomain systemd[1l]: Finished nvmf-

autoconnect.service - Connect NVMe-oF subsystems automatically

during boot.

2. BIFEE nvmefc-boot-

connections.service' B2 8 :

systemctl status nvmefc-boot-connections.service

1
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btk

nvmefc-boot-connections.service - Auto-connect to subsystems on FC-
NVME devices found during boot
Loaded: loaded (/usr/lib/systemd/system/nvmefc-boot-
connections.service; enabled; preset: enabled)
Active: inactive (dead) since Sun 2025-10-12 19:40:33 IST; 1
day 1lh ago
Invocation: 0ec258a9f8c342ffb82408086d409%bcb
Main PID: 4151 (code=exited, status=0/SUCCESS)
Mem peak: 2.9M
CPU: 17ms

Oct 12 19:40:33 localhost systemd[1l]: Starting nvmefc-boot-
connections.service - Auto-connect to subsystems on FC-NVME devices
found during boot...

Oct 12 19:40:33 localhost systemd[1l]: nvmefc-boot-
connections.service: Deactivated successfully.

Oct 12 19:40:33 localhost systemd[l]: Finished nvmefc-boot-
connections.service - Auto-connect to subsystems on FC-NVME devices
found during boot.

SBRT. RIEZREERE
IIIERZNVMe ZERIZIRES. ANAIKREHIONTAPER & =Bl 2 B1&A FNVMe-oF iR E,

TIE
1. BIFEH LR B E TR 7T HNONTAPEZZa/#) NVMe-oF 188 (740, 158 S8 E SINetApp ONTAP

Controller, #5139 iopolicy iIRE queue-depth) :
a. BERFRY:
cat /sys/class/nvme-subsystem/nvme-subsys*/model

Ve =g V@l

NetApp ONTAP Controller
NetApp ONTAP Controller

b. BRI
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cat /sys/class/nvme-subsystem/nvme-subsys*/iopolicy

NVE=E VRSl K

queue-depth
queue-depth

2. WIERREAEN LEIRHERL MR =TIE:

nvme list

kbl
Node Generic SN
Model
/dev/nvmellnl /dev/ngllnl 810cqJIXhgWt sAAAAAAAT

NetApp ONTAP Controller

Namespace Usage Format FW Rev

Ox1 951.90 MB / 21.47 GB 4 KiB + 0 B 9.18.1

3. WIES MRENEHBSRESES N ESNRSERTEE EMIANAKTES:
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NVMe/FC

nvme list-subsys /dev/nvme9n2

Bl

nvme-subsys9 - NQN=ngn.1992-
08.com.netapp:sn.7¢c34ab26675e11f0a6c0d03%ac03c33:subsystem. subs
ystem 46
hostngn=ngn.2014-08.org.nvmexpress:uuid:4c4cd4544-

0056-5410-8048-c7c04£425633

\

+- nvmel05 fc traddr=nn-0x2018d039eac03c33:pn-
0x201bd039eac03c33,host traddr=nn-0x2000f4c7aalcd7c3:pn-
0x2100f4c7aalcd7c3 live optimized

+- nvmelO07 f£c traddr=nn-0x2018d039eac03c33:pn-
0x2019d039eac03c33,host traddr=nn-0x2000f4c7aalcd7c2:pn-
0x2100f4c7aalcd7c2 live optimized

+- nvmed2 fc traddr=nn-0x2018d039%eac03c33:pn-
0x201cd039eac03c33,host traddr=nn-0x2000f4c7aalcd/c3:pn-
0x2100f4c7aalcd7c3 live optimized

+- nvmed44d fc traddr=nn-0x2018d039%eac03c33:pn-
0x201ad039eac03c33,host traddr=nn-0x2000f4c7aalcd7c2:pn-
0x2100f4c7aalcd7c2 live optimized

NVMe/TCP

nvme list-subsys /dev/nvmedn?2
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Bl

nvme-subsys4 - NQN=nqgn.1992-
08.com.netapp:sn.17e32b6e8c7£11£09545d03%ac03c33:subsystem.Bidi
rectional DHCP 1 O
hostngn=ngn.2014-08.org.nvmexpress:uuid:4cd4cd4544-

0054-5110-8039-c3c04£523034

\

+- nvme4d tcp
traddr=192.168.20.28, trsvcid=4420, host traddr=192.168.20.21,src_
addr=192.168.20.21 live optimized

+- nvmeb tcp
traddr=192.168.20.29, trsvcid=4420, host traddr=192.168.20.21,src_
addr=192.168.20.21 live optimized

+- nvme6 tcp
traddr=192.168.21.28, trsvcid=4420,host traddr=192.168.21.21,src_
addr=192.168.21.21 live optimized

+- nvme7 tcp
traddr=192.168.21.29, trsvcid=4420,host traddr=192.168.21.21,src_
addr=192.168.21.21 live optimized

4. IBIENetApplEF =B NENONTAP R T EIEE B RIEHAE:

405



406

7

nvme netapp ontapdevices -o column

Bl

Device Vserver Subsystem
Namespace Path

/dev/nvmeOnl vs_nvme sanboot tcp rhel sanboot tcpl70
tcp 97
NSID UUID Size
1 982c0f2a-6b8b-11f0-a6c0-d039%eac03c33 322.12GB
JSON

nvme netapp ontapdevices -0 json

Bl
{
"ONTAPdevices": [
{
"Device":"/dev/nvmeOnl",
"Vserver":"vs nvme sanboot tcp",

"Subsystem":"rhel sanboot tcpl70",

"Namespace Path":"tcp 97",

"NSID":1,
"UuUID":"982c0f2a-6b8b-11f0-a6c0-d039%9eac03c33",
"LBA Size":409¢,

"Namespace Size":322122547200,
"UsedBytes":16285069312,

"Version":"9.18.1"



T8 RELTES TR DI

£ #F@E NVMe/TCP £ RHEL 10.x EHIFMONTAPIZ 28 2 [E# 1 TZ 2N HE RN E D 1EE,

BN ENIITHIZEN NS — "DH-HMAC-CHAP ZiARISELZ L BHIE, "DH-HMAC-CHAP #3112 NVMe
FANFITHIZEH NON S5ERAREN SN RIIFRANAES, ENENSHBHITHHDINIE. NVMeEHTITHI2E
WIURA S 3 E T KB E H,

5 CLI S{EZE JSON XHEELXLFTHNE N KIE. NRBEANFRENFRAIEE AR dhchapZZ A, M
& config JSON 15,
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408

L ITRE

FAGSITREmEELSERNE NI,
1. FREXEHINQN:

cat /etc/nvme/hostngn

2. /3 RHEL 10.x EM4ERK dhchap %R

PUTFHIHEART "gen-dhchap-key sn S5

nvime gen-dhchap-key -s optional secret -1 key length {3248|64} -m
HMAC function {0]1[2]|3} -n host ngn

. -s secret key in hexadecimal characters to be used to initialize
the host key

. -1 length of the resulting key in bytes

. -m HMAC function to use for key transformation

0 = none, 1- SHA-256, 2 = SHA-384, 3=SHA-512

. -n host NQN to use for key transformation

FELUTRAIA. BER—BENldhchapZ . HEFHMACIZRE N3 (SHA-512),

nvme gen-dhchap-key -m 3 -n ngn.2014-
08.org.nvmexpress:uuid:4c4c4544-0054-5110-8039-c3c04£523034
DHHC-

1:03:AppJHkJIygA6ZCABxyQNtIST+4k4I0v4TMATJkOXBITWwFOHIC2nV/uE04RoSpylz2
SXYgNW1bhLe9hJ+MDHigGexaG2Ig=:

3. TEONTAP#EHIZS E. AIMNENFIEEM NdhchapZEA:

vserver nvme subsystem host add -vserver <svm name> -subsystem
<subsystem> -host-ngn <host ngn> -dhchap-host-secret
<authentication host secret> -dhchap-controller-secret
<authentication controller secret> -dhchap-hash-function {sha-
256|sha-512} -dhchap-group {none|2048-bit|3072-bit|4096-bit|6144-
bit|8192-bit}

4. FNZIFAMHEBENEMIRIESZE: BRMNE, EEN L. EZEIONTAPIEHISHIRIEFMES 1R
WA EFEEdhchapZ$A .



nvme connect -t tcp -w <host-traddr> -a <tr-addr> -n <host ngn> -S
<authentication host secret> -C <authentication controller secret>

5. I&JF nvme connect authentication #3<. IIEFHFIZHIEEdhchapZih:

a. IIEFHdhchap®h:

cat /sys/class/nvme-subsystem/<nvme-subsysX>/nvme*/dhchap secret

ERBEREENTAREE

cat /sys/class/nvme-subsystem/nvme-subsys4/nvme*/dhchap secret
DHHC-1:01:2G71sg9PMO00h1IWf1g4QtPOXT11kREzOgVulLm2xvZdbaWR/g:
DHHC-1:01:2G71sg9PMO00hIWEf1g4QtPOXT11kREzOgVulm2xvZdbaWR/g:
DHHC-1:01:2G71sg9PMO00hIWEf1g4QtPOXT11kREzOgVulm2xvZdbaWR/qg:
DHHC-1:01:2G71sg9PMO00h1IWf1g4QtPOXT11kREzOgVulLm2xvZdbaWR/g:

b. ISIFTHI28dhchapZ$h:

cat /sys/class/nvme-subsystem/<nvme-
subsysX>/nvme*/dhchap ctrl secret

BN AE BTG5

cat /sys/class/nvme-subsystem/nvme-
subsys4/nvme*/dhchap ctrl secret

DHHC-
1:03:5CgWULVNUSHUOWP1IMNg95pkiUAwWayiO+IvrALZR8HpeJIHW3xyHdAG1Tnv
EJ81HD]jBb+fGteUgIn0fj8ASHZIgkuFIx8=:

DHHC-
1:03:5CgWULVNUSHUOWP1IMNGg95pkiUAwWayiO+IvrALZR8HpeJIHW3xyHdAG1Tnv
EJ81HDjBb+fGteUgIn0fj8ASHZIgkuFIx8=:

DHHC-
1:03:5CgWULVNUSHUOWP1IMNg95pkiUAwWayiO+IvrALZR8HpeJIHW3xyHdG1Tnv
EJ81HDjBb+fGteUgIn0fj8ASHZIgkuFIx8=:

DHHC-
1:03:5CgWULVNUSHUOWP1IMNg95pkiUAwWayiO+IvrALZR8HpeJIHW3xyHAG1Tnv
EJ81HDjBb+fGteUgIn0fj8ASHZIgkuFIx8=:
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JSON

L ONTAPIZHIZR LB Z 1 NVMe FRZ TR, EBILAER “/etc/nvme/config.json' X5 ‘nvme
connect-all &%,

R -0 ETRER JSON X, BXEZIBEEIN, 15517 NVMe connect-all FA T,

1. BoE JSON X4,

(D EULTTRBIH, dhchap key MMF “dhchap secret '# “dhchap ctrl key’
MRMF “dhchap ctrl secreto
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Bl

"hostngn":"ngn.2014-08.org.nvmexpress:uuid:4c4c4544-0054-
5110-8039-c3c04£523034",
"hostid":"44454c4c-5400-1051-8039-c3c04£523034",
"dhchap key":"DHHC-
1:01:2G71sg9PMO00h1IWf1g4QtPOXT11kREZzOgVuLm2xvzdbaWR/g:",
"subsystems": [
{

"ngn":"ngn.1992-
08.com.netapp:sn.5857¢c8c9022411£08d0ed039%ac03c33:subsystem.Bidi
rectional DHCP_1 0",

"ports": [

{

"transport":"tcp",

"traddr":"192.168.20.28",

"host traddr":"192.168.20.21",

"trsvcid":"4420",

"dhchap ctrl key":"DHHC-
1:03:5CgWULVNUSHUOWP1MNG95pkiUAwayiO+IvrALZR8HpeJIHW3xyHAGLTnvEJ
81HDjBb+fGteUgInOfj8ASHZIgkuFIx8=:"

b
{

"transport":"tcp",

"traddr":"192.168.20.29",

"host traddr":"192.168.20.21",

"trsvcid":"4420",

"dhchap ctrl key":"DHHC-
1:03:5CgWULVNUSHUOWP1IMNg95pkiUAwWayiO+IvrALZR8HpeJIHW3xyHAG1TnvEJ
81HDjBb+£fGteUgIn0fj8ASHZIgkuFIx8=:"

b
{

"transport":"tcp",

"traddr":"192.168.21.28",

"host traddr":"192.168.21.21",

"trsvcid":"4420",

"dhchap ctrl key":"DHHC-
1:03:5CgWULVNUSHUOWP1IMNGg95pkiUAwWayiO+IvrALZR8HpeJIHWw3xyHAG1TnvEJ
81HDjBb+fGteUgIn0fj8ASHZIgkuFIx8=:"

by
{

"transport":"tcp",
"traddr":"192.168.21.29",
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"host traddr":"192.168.21.21",

"trsvcid":"4420",

"dhchap ctrl key":"DHHC-
1:03:5CgWULVNUSHUOWP1IMNg95pkiUAwayiO+IvrALZR8HpeJIHW3xyHAG1TnvEJ
81HD]jBb+fGteUgIn0fj8ASHZIgkuFIx8=:"

}

2. fEfconfig JSONX HiE#EEIONTAPIZH28 :

nvme connect-all -J /etc/nvme/config.json

Ebnwnt]

traddr=192.168.20.28 is already connected
traddr=192.168.20.28 is already connected
traddr=192.168.20.29 is already connected
traddr=192.168.20.29 is already connected

3. WIS N FRLANMENITHIZE T ERA dhchap HlZ,

a. IBiFEHldhchapZ$A:

cat /sys/class/nvme-subsystem/nvme-subsys4/nvme4/dhchap secret

UTRBIERT dhchap Z%A:

DHHC-1:01:2G71sg9PMO00hIWEf1g4QtPOXT11kREzOgVulm2xvZdbaWR/g:

b. I&IFIFEHI28dhchapZ$A:

cat /sys/class/nvme-subsystem/nvme-
subsys4/nvme4/dhchap ctrl secret

IRNVAEZ=E (VS b W N Ll SE T
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DHHC-
1:03:5CgWULVNUSHUOWPIMNg95pkiUAwayiO+IvrALZR8HpeJIHW3xyHAG1TnvEJ81HD
JBb+fGteUgInOfj8ASHZIgkuFIx8=:

E9w . EEEHRM
=B ERIEH,

BtE RHEL 9.x LI{EH NVMe-oF f1ONTAPZf&

Red Hat Enterpirse Linux (RHEL) FENZFEBIEXFRasE =alIA1a (ANA) B9 NVMe over
Fibre Channel (NVMe/FC) 1 NVMe over TCP (NVMe/TCP) 1%, ANA {25 iSCSI #
FCP MR HRRVIEXIFRIZFE B TTiAIR] (ALUA) FWH ZERI1ZTHEE.

T f23{a 5 RHEL 9.x BEZ& NVMe over Fabrics (NVMe-oF) £#l. MNEELZHIFMINEEE R, 158% "RHEL
ONTAPXZ #FHIINEE"S

NVMe-oF 5 RHEL 9.x ZE A FTEXIRH!:

* X ‘nvme disconnect-all Zm S IR X 4 RAMPBIBX GRS, 7] SHAAZRRTE. BT ET
NVMe-TCP 3§ NVMe-FC #r& =g SAN Fnbﬂ’]%,,.,J:?ﬁ,ﬁﬁths{’Eo

$1%: (FIiE)ZASANET

TR AECE EALAGER SAN BapkEEiBH RS Y B, A" ERFIERTA"TIEER Linux 1R
gi. EHSLLEECE (HBA). HBAEf4. HBA B3 BIOS FIONTAPRRASZ S 245 SAN Bl

Pz
1. "83# NVMe & TiE1F G EHBRETEIEMN" o
2. 7£RR%528 BIOS A5 SAN BEnhan & = ieET B AYiE O /EF SAN BEf,.

BXM{I/ZFE HBABIOS B R, AN ENEET A X1,
3. EMRMENHLIHRERZRT ERMHIEEEIT,

HI% 2. L RHEL 1 NVMe H {4 HIGIFEHECE
EJy NVMe-oF BRBXH], BEEREITHM NVMe B8, BRZSKREZE, HWIEEH NON BEE.

p
1. 7£BR5588 E %% RHEL 9.xo RESTM/GE, BHIAKIEITRIZFIHRR RHEL 9.x WiZ:

uname -—-r
RHEL RZhrA<Rf1:
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5.14.0-611.5.1.el19 7.x86 64
2. ¥ NVMe-CLI A
rpm -galgrep nvme-cli
TENFIFERT nvme-cli B EhRA:
nvme-cli-2.13-1.e19.x86 64
3. &% 1ibnvme BHE:
rpm —-galgrep libnvme
TENFIFRRT libnvme 4G hRas:
libnvme-1.13-1.e19.x86 64
4. FEEM L, ¥FE hostngn FFFEH /etc/nvme/hostngn :

cat /etc/nvme/hostngn

TENGIFRRT hostngn hzZs:

ngn.2014-08.org.nvmexpress:uuid:4c4c4544-0056-5410-8048-b9c04£f425633

3. ZEONTAPZLH, WIFLTER: “hostngn' FHTERILAD “hostngn' ONTAPTEE R A FIERN F R AN F T A

::> vserver nvme subsystem host show -vserver vs 188
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Vserver Subsystem Priority Host NOQN

vs 188 Nvmel
regular ngn.2014-
08.org.nvmexpress:uuid:4c4c4544-0056-5410-8048-b9c04£f425633
NvmelO
regular ngn.2014-
08.org.nvmexpress:uuid:4c4c4544-0056-5410-8048-b9c04£f425633
Nvmell
regular ngn.2014-
08.org.nvmexpress:uuid:4c4c4544-0056-5410-8048-b9c04f425633
Nvmel?2
regular ngn.2014-
08.org.nvmexpress:uuid:4c4c4544-0056-5410-8048-b9c04f425633
48 entries were displayed.

@ MR “hostnqn FIFRARILAD, 5 "vserver modify 5% R E# "hostnqn #HRZONTAPZiE £
FF ARG LEFRFER LA hostngn' FRIERE “/etc/nvme/hostngn 7EEH L,

$ 12 3: BLE NVMe/FC 1 NVMe/TCP

88/ Broadcom/Emulex 3 Marvell/QLogic i&AC23ECE NVMe/FC, FfERFohk IAEZIRERCE
NVMe/TCP,
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NVMe/FC - {&i&/Emulex
JIBroadcom/Emulexi&fczsEc ENVMe/FC,

1. I ERRNERRE S EERXH.

a. BREEIZFR:

cat /sys/class/scsi host/host*/modelname

EBRERI TS

LPe36002-M64
LPe36002-M64

b. BRIERIEA:

cat /sys/class/scsi host/host*/modeldesc

BN ZERRUT LT R GRS

Emulex LightPulse LPe36002-M64 2-Port 64Gb Fibre Channel Adapter
Emulex LightPulse LPe36002-M64 2-Port 64Gb Fibre Channel Adapter

2. I NEFERNREINHIBroadcom 1pfc BN ERNIER:
a. BREIFRRZ:

cat /sys/class/scsi host/host*/fwrev

ZEn IR O E RS -

14.4.393.53, sli-4:6:d
14.4.393.53, sli-4:6:d

b. BRU TR TN TEF RS -

cat /sys/module/lpfc/version

U TROIER T EEHIEAFhR s :
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0:14.4.0.9

BXRZFNVEERENIZFMEFIRENRMTIR, BN ERFIERTAS

- JBISIE 1pfc_enable fc4 type IREN 3:

cat /sys/module/lpfc/parameters/lpfc enable fc4 type

- WIERBAIUEERSEFIKEO:

cat /sys/class/fc _host/host*/port name

T RAIEREOIRR:

0x1000001090£044bl
0x100000109b£044b2

- WIEE g in L 2 S

cat /sys/class/fc host/host*/port state

EER L a

Online
Online

. IWIENVMe/FCEIiEFImAS BB EEmREAEE I .

cat /sys/class/scsi _host/host*/nvme info
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NVME Initiator Enabled

XRI Dist 1lpfcO Total 6144 IO 5894 ELS 250

NVME LPORT lpfcO WWPN x100000109b954518 WWNN x200000109b954518
DID x020700 ONLINE

NVME RPORT WWPN x2022d03%eaa7dfc8 WWNN x201£d039%eaa7dfc8
DID x020b03 TARGET DISCSRVC ONLINE
NVME RPORT WWPN x2023d039%e¢aa7dfc8 WWNN x201fd039%eaa7dfc8

DID x020103 TARGET DISCSRVC ONLINE

NVME Statistics
LS: Xmt 0000000548 Cmpl 0000000548 Abort 00000000
LS XMIT: Err 00000000 CMPL: xb 00000000 Err 00000000
Total FCP Cmpl 0000000000001a68 Issue 0000000000001a68 OutIO
0000000000000000
abort 00000000 noxri 00000000 nondlp 00000000 gdepth
00000000 wgerr 00000000 err 00000000
FCP CMPL: xb 00000000 Err 00000000

NVME Initiator Enabled

XRI Dist 1lpfcl Total 6144 IO 5894 ELS 250

NVME LPORT lpfcl WWPN x1000001090954519 WWNN x2000001090954519
DID x020500 ONLINE

NVME RPORT WWPN x2027d039%eaa7dfc8 WWNN x2025d039%eaa7dfc8
DID x020b01 TARGET DISCSRVC ONLINE

NVME Statistics
LS: Xmt 00000005ab Cmpl 00000005ab Abort 00000000
LS XMIT: Err 00000000 CMPL: xb 00000000 Err 00000000
Total FCP Cmpl 0000000000086cel Issue 0000000000086ce2 OutIO
0000000000000001
abort 0000009c noxri 00000000 nondlp 00000002 gdepth
00000000 wgerr 00000000 err 00000000
FCP CMPL: xb 000000b8 Err 000000b8

NVME Initiator Enabled

XRI Dist 1lpfc2 Total 6144 IO 5894 ELS 250

NVME LPORT lpfc2 WWPN x1000001090f044b1 WWNN x2000001090f044bl
DID x022a00 ONLINE

NVME RPORT WWPN x2027d03%eaa7dfc8 WWNN x2025d039%eaa7dfc8
DID x020b01 TARGET DISCSRVC ONLINE

NVME RPORT WWPN x2011d03%eaa7dfc8 WWNN x200£d039eaa7dfc8
DID x020b02 TARGET DISCSRVC ONLINE

NVME RPORT WWPN x2002d039eaa7dfc8 WWNN x2000d03%9eaa7dfc8
DID x020b05 TARGET DISCSRVC ONLINE



NVME RPORT WWPN x2026d03%eaa7dfc8 WWNN x2025d039%eaa7dfc8
DID x021301 TARGET DISCSRVC ONLINE

NVME RPORT WWPN x2010d03%eaa7dfc8 WWNN x200fd039%eaa7dfc8
DID x021302 TARGET DISCSRVC ONLINE
NVME RPORT WWPN x2001d039%ecaa77dfc8 WWNN x2000d039%9eaa7dfc8

DID x021305 TARGET DISCSRVC ONLINE

NVME Statistics
LS: Xmt 000000cl1l86 Cmpl 000000cl86 Abort 00000000
LS XMIT: Err 00000000 CMPL: xb 00000000 Err 00000000
Total FCP Cmpl 00000000c348ca37 Issue 00000000c3344057 OutIO
ffffffffffeb7620
abort 0000815b noxri 000018b5 nondlp 00000116 gdepth
00000000 wgerr 00000000 err 00000000
FCP CMPL: xb 0000915b Err 000c6091

NVME Initiator Enabled

XRI Dist 1lpfc3 Total 6144 IO 5894 ELS 250

NVME LPORT 1lpfc3 WWPN x1000001090f044b2 WWNN x200000109bf044b2
DID x021b00 ONLINE

NVME RPORT WWPN x2028d03%eaa7dfc8 WWNN x2025d039%eaa’7dfc8
DID x020101 TARGET DISCSRVC ONLINE

NVME RPORT WWPN x2012d03%eaa7dfc8 WWNN x200£d039eaa’7dfc8
DID x020102 TARGET DISCSRVC ONLINE

NVME RPORT WWPN x2003d03%eaa7dfc8 WWNN x2000d03%9eaa7dfc8
DID x020105 TARGET DISCSRVC ONLINE

NVME RPORT WWPN x2029d03%eaa7dfc8 WWNN x2025d039%eaa’7dfc8
DID x022901 TARGET DISCSRVC ONLINE

NVME RPORT WWPN x2013d03%eaa7dfc8 WWNN x200£d039%eaa’7dfc8
DID x022902 TARGET DISCSRVC ONLINE

NVME RPORT WWPN x2004d03%eaa7dfc8 WWNN x2000d03%9eaa7dfc8
DID x022905 TARGET DISCSRVC ONLINE

NVME Statistics
LS: Xmt 000000cl1l86 Cmpl 000000cl86 Abort 00000000
LS XMIT: Err 00000000 CMPL: xb 00000000 Err 00000000
Total FCP Cmpl 00000000b5761laf5 Issue 00000000b564b55e OutIO
ffffffffffee9acd
abort 000083d7 noxri 0000l6ea nondlp 00000195 gdepth
00000000 wgerr 00000002 err 00000000
FCP CMPL: xb 000094a4 Err 000c22e7

NVMe/FC - Marvell/QLogic
7IMarvell/QLogici&Ac 28 EC ENVMe/FCo
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1. IS E RS R R EFHE SR B B2 H

cat /sys/class/fc host/host*/symbolic name

PR SR T I ehiE Al E iR -

QLE2872 FW:v9.15.06 DVR:v10.02.09.400-k
QLE2872 FW:v9.15.06 DVR:v10.02.09.400-k

2. JBIIE gl2xnvmeenable BI8E, X, MarveliEZEi23E ] HENVMe/FCREITER .

cat /sys/module/gla2xxx/parameters/gl2xnvmeenable

TR 9 1o
NVMe/TCP

NVMe/TCP MRz F B ohiZEiEiR(F. ik, EILUEIHIT NVMe/TCP K& NVMe/TCP FR %M
£ ZI8] “connect 2{& “connect-all' FEhiE{E,

1. BB HOSE I UESEN NVMe/TCP LIF FFEVE I B S TEEIE:

nvme discover -t tcp -w host-traddr -a traddr

420



Bl

nvme discover -t tcp -w 192.168.30.15 -a 192.168.30.48

Discovery Log Number of Records 8, Generation counter 18

trtype: tcp

adrfam: ipv4

subtype: current discovery subsystem

treq: not specified

portid: 8

trsvcid: 8009

subngn: ngn.1992-
08.com.netapp:sn.51a3c9846e0cl1f08£f5dd03%eaa7dfc9:discovery
traddr: 192.168.31.49

eflags: explicit discovery connections, duplicate discovery
information

sectype: none

trtype: tcp

adrfam: ipv4

subtype: current discovery subsystem

treq: not specified

portid: 7

trsvcid: 8009

subngn: ngn.1992-
08.com.netapp:sn.51a3c9846e0cl11£f08f5dd039%aa7dfc9:discovery
traddr: 192.168.31.48

eflags: explicit discovery connections, duplicate discovery
information

sectype: none

trtype: tcp

adrfam: ipv4

subtype: current discovery subsystem

treq: not specified

portid: 6

trsvcid: 8009

subngn: ngn.1992-
08.com.netapp:sn.51a3c9846e0cl11f08f5dd03%eaa7dfc9:discovery
traddr: 192.168.30.49

eflags: explicit discovery connections, duplicate discovery
information

sectype: none
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trtype: tcp

adrfam: ipv4

subtype: current discovery subsystem

treq: not specified

portid: 5

trsvcid: 8009

subngn: ngn.1992-
08.com.netapp:sn.51a3c9846e0cl1f08£f5dd03%eaa7dfc9:discovery
traddr: 192.168.30.48

eflags: explicit discovery connections, duplicate discovery
information

sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem

treq: not specified

portid: 8

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.51a3c9846e0cl11£f08f5dd03%eaa7dfc9:subsystem.Nvme

38
traddr: 192.168.31.49
eflags: none

sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem

treq: not specified

portid: 7

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.51a3c9846e0cl11f08f5dd03%eaa7’7dfc9:subsystem.Nvme

38
traddr: 192.168.31.48
eflags: none

sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem
treq: not specified
portid: 6

trsveid: 4420

subngn: ngn.1992-
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08.com.netapp:sn.51a3c9846e0cl1£f08f5dd039%eaa7dfc9:subsystem.Nvme

38

traddr: 192.168.30.49
eflags: none

sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem
treq:

portid: 5

trsvcid: 4420

subngn: ngn.1992-

08.com.netapp:sn.51a3c9846e0cl11f08f5dd03%eaa7’7dfc9:subsystem.Nvme

not specified

38

traddr:
eflags: none
sectype: none

2. IOIFEMh NVMe/TCP JB5h28-B1T LIF A5 2E& 8 IR &I H

192.168.30.48

nvme discover -t tcp -w host-traddr -a traddr

Bl

nvme
nvme
nvme

nvme

3. i&1T nvme

discover
discover
discover

discover

connect-all TP EHRIBESZIFNNVMe/TCPEIRER-BIrSIP LiE{Ta S

tcp —w
tcp —-w
tcp —-w
tcp —-w

192.
192.
192.
192.

168.
168.
168.
168.

30.
30.
I .
3 .

15 -a
15 -a
15 -a
15 -a

192.
192.
192.
192.

S OUEEE

nvme connect-all -t tcp -w host-traddr -a traddr

168.
168.
168.
168.

30.
30.
31,
31.

48
49
48
49
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nvme connect-all -t tcp -w 192.168.30.15 -a 192.168.30.48

nvme connect-all -t tcp -w 192.168.30.15 -a
192.168.30.49
nvme connect-all -t tcp -w 192.168.31.15 -a
192.168.31.48
nvme connect-all -t tcp -w 192.168.31.15 -a

192.168.31.49

M RHEL 9.4 74, NVMe/TCP BYI&E “ctrl_loss_tmo timeout BEN&BE N “XH", Flt:

* ERRILARS (ERER) -

* BMAEBFEERFEM ctrl_loss_tmo timeout AT "nvme connect 3{& "nvme connect-all' &5
M-l) o

* MRZERIZHEE, NVMe/TCP IZHISBFAERY, HESTIREAMRENERE,

S 4. (Fk) B2 udev NIRRT iopolicy

RHEL 9.6 3 NVMe-oF BYZRIA iopolicy I8 E N round-robin. INIREFEAME RHEL 9.6 HFEBEEX
iopolicy, IEHITUUTIRIE: “queue-depth €24 udev NI T:

S
1. /8 root I RTEXASRiE2EHHTFF udev MM T4

/usr/lib/udev/rules.d/71-nvmf-netapp.rules

ENEFIL Tt

vi /usr/lib/udev/rules.d/71-nvmf-netapp.rules

2. #EINetApp ONTAPIZ #2818 & iopolicy F91T, S FHIFAR:

ACTION=="add", SUBSYSTEM=="nvme-subsystem", ATTR{subsystype}=="nvm",
ATTR{model}=="NetApp ONTAP Controller", ATTR{iopolicy}="round-robin"

3. BEFIN, LUE round-robin LA queue-depth:
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ACTION=="add", SUBSYSTEM=="nvme-subsystem", ATTR{subsystype}=="nvm",
ATTR{model }=="NetApp ONTAP Controller", ATTR{iopolicy}="queue-depth"

4. BB udeviRNIH N AEK:

udevadm control --reload
udevadm trigger --subsystem-match=nvme-subsystem

O IFREFRAR LA I/0 K&, FIMN, Bi<FRY> nvme-subsys0 o

cat /sys/class/nvme-subsystem/<subsystem>/iopolicy

TREFIA T a

queue-depth.

() #iopolicy £EIFINIAFILAMINetAPp ONTAPIZFISR G, HEBER.

HIE 5: A%k, B NVMe/FC BY 1MB 1/0,

ONTAPTEiR Bz 2s #uBE iR S R AEIBEH A/ (MDTS) /I 8, XBMKERA /0 IFERA/NTE 1MB, EME
Broadcom NVMe/FC E#H&H 1MB A/N8Y 1/0 &R, ERAZIEN Ipfc FIMNE “Ipfc_sg_seg_cnt SEMEIAE
64 BN 256,

(D)  xeSBEREEFBENVMFCEH.

TE
1. 3% "Ipfc_sg_seg_cnt' BEKi&E #1256

cat /etc/modprobe.d/lpfc.conf
B ZEB R R MTF AT RFInES
options lpfc lpfc sg seg cnt=256

2. JB17 “dracut -F S8 S HEF B EN.
3. IIFMERT ‘Ipfc_sg_seg_cnt }9256:
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cat /sys/module/lpfc/parameters/lpfc sg seg cnt

$I% 6: IIF NVMe BEHRSE

X “nvmefc-boot-connections.service 1 “nvmf-autoconnect.service'NVMe/FC FE1EHEEIARSS "nvme-cli' &

SZEohEY, RHE=BIEA.
BoisEiE, WiF nvmefc-boot-connections.service 1 “nvmf-autoconnect.service’ BofRSZ E R o

TR

1. IFE A nvmf-autoconnect.service' BB :

systemctl status nvmf-autoconnect.service

kbt

nvmf-autoconnect.service - Connect NVMe-oF subsystems automatically
during boot

Loaded: loaded (/usr/lib/systemd/system/nvmf-
autoconnect.service; enabled; preset: disabled)

Active: inactive (dead) since Wed 2025-10-29 00:42:03 EDT; 6h ago
Main PID: 8487 (code=exited, status=0/SUCCESS) CPU: ooms

Oct 29 00:42:03 R650-14-188 systemd[1l]: Starting Connect NVMe-oF
subsystems automatically during boot...

Oct 29 00:42:03 R650-14-188 systemd[1l]: nvmf-autoconnect.service:
Deactivated successfully.

Oct 29 00:42:03 R650-14-188 systemd[1l]: Finished Connect NVMe-oF
subsystems automatically during boot.

2. IHIFRE “nvmefc-boot-connections.service' B2 A :

systemctl status nvmefc-boot-connections.service
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btk

nvmefc-boot-connections.service - Auto-connect to subsystems on FC-
NVME devices found during boot
Loaded: loaded (/usr/lib/systemd/system/nvmefc-boot-

connections.service; enabled; preset:enabled)

Active: inactive (dead) since Wed 2025-10-29 00:41:51 EDT; 6h
ago
Main PID: 4652 (code=exited, status=0/SUCCESS)

CPU: 13ms

Oct 29 00:41:51 R650-14-188 systemd[1l]: Starting Auto-connect to
subsystems on FC-NVME devices found during boot... Oct 29 00:41:51
R650-14-188 systemd[1]: nvmefc-boot-connections.service: Deactivated
successfully. Oct 29 00:41:51 R650-14-188 systemd[l]: Finished
Auto-connect to subsystems on FC-NVME devices found during boot

SBRT. BIEZRERE
FIERZNVMe ZRRIZRE. ANAKRTSHIONTAPE & a2 5 iEAFNVMe-oF L&,

p
1. BIFREERAREZNVMe L HEIZ:

cat /sys/module/nvme core/parameters/multipath

Ve =g V@S il

2. IIFFH LR B EHRET THENONTAPEZ T ai) NVMe-oF 1IRE (6190, B Si%E fINetApp ONTAP
Controller, faZit5 iopolicy iI&E A round-robin) :
a. BRFRS:

cat /sys/class/nvme-subsystem/nvme-subsys*/model

VE=E IVl K
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NetApp ONTAP Controller
NetApp ONTAP Controller

b. BRI

cat /sys/class/nvme-subsystem/nvme-subsys*/iopolicy

NVE=EIVER K

queue-depth
queue-depth

3. WIER BB TN LEHEMH AL I r& =8

nvme list

Bl

Node Generic SN

/dev/nvmel00nl /dev/ngl00nl 81LJCJYaKOHhAAAAAAAf NetApp ONTAP

Controller
Namespace Usage Format FW Rev
Ox1 1.19 GB / 5.37 GB 4 KiB + 0 B 9.18.1

4. WIESMREIEHIZERESEE NENRSERSAB ERHNANAKRE:
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NVMe/FC

nvme list-subsys /dev/nvmelOOnl

Bl

nvme-subsys4 - NQN=ngn.1992-
08.com.netapp:sn.3623e199617311£09257d03%aa7dfc9:subsystem.Nvme
31

hostngn=ngn.2014-08.org.nvmexpress:uuid:
4c4c4544-0056-5410-8048-b9c04£42563

\
+- nvmel99 fc traddr=nn-0x200£d039%eaa7dfc8:pn-
0x2010d039%eaa’7dfc8,host traddr=nn-0x200000109b£f044bl:pn-
0x100000109bf044bl live optimized
+- nvme246 fc traddr=nn-0x200fd039%eaa7dfc8:pn-
0x2011d039%eaa’7dfc8,host traddr=nn-0x200000109b£f044bl:pn-
0x100000109bf044bl 1live non-optimized
+- nvme249 fc traddr=nn-0x200£d039%eaa77dfc8:pn-
0x2013d039%eaa’7dfc8,host traddr=nn-0x2000001090£f044b2:pn-
0x100000109bf044b2 live optimized
+- nvme251 fc traddr=nn-0x200£fd039%eaa7dfc8:pn-
0x2012d039%eaa’7dfc8,host traddr=nn-0x2000001090£f044b2:pn-
0x100000109bf044b2 live non-optimized

NVMe/TCP

nvme list-subsys /dev/nvmeOnl
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nvme-subsys0 - NQN=ngn.1992-

08.com.netapp:sn.51a3c9846e0cl1£f08f5dd039%eaa7dfc9:subsystem.Nvme

1

hostngn=ngn.2014-08.org.nvmexpress:uuid:4c4c4544-0035-5910-804b-

b5c04£444d33

\

+- nvmeO tcp

traddr=192.168.30.48, trsvcid=4420, host traddr=192
src addr=192.168.30.15 live optimized

+- nvmel tecp

traddr=192.168.30.49, trsvcid=4420, host traddr=192.

src addr=192.168.30.15 live non-optimized
+- nvme2 tcp

traddr=192.168.31.48, trsvcid=4420,host traddr=192.

src addr=192.168.31.15 live optimized

+- nvme3 tcp

traddr=192.168.31.49, trsvcid=4420, host traddr=192
src_addr=192.168.31.15 live non-optimized

5. ISIFNetAppiEF BB NEINONTAP s 2 FEhE & B 1EHMI(E:
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168.31.
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15,

15,

15,
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7

nvme netapp ontapdevices -o column

Bl

Device Vserver Subsystem Namespace Path
NSID

/dev/nvmeOnl vs 1iscsi tcp Nvme 1 /vol/Nvmevoll/nsl

d8efef7d-4dde-447£f-b50e-b2c009298c66 26.84GB

JSON

nvme netapp ontapdevices -0 json

ETRRF
{
"ONTAPdevices": [
{
"Device":"/dev/nvmeOnl",
"Vserver":"vs iscsi tcp",

Subsystem" :"Nvmel",
"Namespace Path":"/vol/Nvmevoll/nsl",
"NSID":1,
"UUID":"d8efef7d-4dde-447f-b50e-b2c009298c66",
"LBA Size":4096,
"Namespace Size":26843545600,

by
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TR 8. IRBEREHASMHEIE

$HEE NVMe/TCP 72 RHEL 9.x EHIFIONTAPIZE KIS Z [Bl# 1T R 2AH RN S AL,
BPENTIEHBLNE — DH-HMAC-CHAP ZEIARIKER £ HHWIE, "DH-HMAC-CHAP Z3AZ NVMe
FENEIERIZER NON 5 EEREENS HIRIERANAS. ENENSFEFHITHHIIE. NVMeEH Sz H] 23
IR 5 3 E 5 KEXBVE Ao

5 CLI S{EZE JSON XHEELXLFTHNE N KIE. NRBEANFRENFRAIEE AR dhchapZZ A, M
& config JSON 15,
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L ITRE

EABSITRAERERETRNE NI,

1. FREXEHINQN:

cat /etc/nvme/hostngn

2. 79 RHEL 9.x E#14%RX dhchap %A,

PUTFHIH#EAR T "gen-dhchap-key @SS

nvime gen-dhchap-key -s optional secret -1 key length {3248|64} -m
HMAC function {0]1[2]|3} -n host ngn

. -s secret key in hexadecimal characters to be used to initialize
the host key

. -1 length of the resulting key in bytes

. -m HMAC function to use for key transformation

0 = none, 1- SHA-256, 2 = SHA-384, 3=SHA-512

. -n host NQN to use for key transformation

FELUTRAIA. BER—BENldhchapZ . HEFHMACIZRE N3 (SHA-512),

nvme gen-dhchap-key -m 3 -n ngn.2014-
08.org.nvmexpress:uuid:ecdade6d4-216d-1lec-b7bb-7ed30a5482c3
DHHC-

1:03:wSpuuKbBHTzCOW9JZxMBsYd9JFV8S1i9aDh22k2BR/4m852vH7KGlrJeMpzhmyjD
WOo0PJJIM6yZsTeEpGkDHMHQ255+g=":

3. ZZFONTAPIZHIZE L. RINENFHIEEF N dhchapZEiA:

vserver nvme subsystem host add -vserver <svm name> -subsystem
<subsystem> -host-ngn <host ngn> -dhchap-host-secret
<authentication host secret> -dhchap-controller-secret
<authentication controller secret> -dhchap-hash-function {sha-
256 |sha-512} -dhchap-group {none|2048-bit|3072-bit|4096-bit|6144-
bit|8192-bit}

4. ENZIFRMEENS MRS Z: BEEANE. EEV L. EZEIONTAPIEHISSHIRIEFMES B 1R
WA &S Edhchap®8a
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nvme connect -t tcp -w <host-traddr> -a <tr-addr> -n <host ngn> -S
<authentication host secret> -C <authentication controller secret>

5. I&JF nvme connect authentication #3<. IIEFHFIZHIEEdhchapZih:

a. IIEFHdhchap®h:

cat /sys/class/nvme-subsystem/<nvme-subsysX>/nvme*/dhchap secret

ERBEREENTAREE

cat /sys/class/nvme-subsystem/nvme-subsysl/nvme*/dhchap secret
DHHC-1:01:hhdIYK7rGxHiNYS4d421GxHeDRUAUYOvmdgCp/NOaYND2PSc :
DHHC-1:01:hhdIYK7rGxHiNYS4d421GxHeDRUAuUYOvmdgCp/NOaYND2PSc:
DHHC-1:01:hhdIYK7rGxHiNYS4d421GxHeDRUAuUYOvmdgCp/NOaYND2PSc:
DHHC-1:01:hhdIYK7rGxHiNYS4d421GxHeDRUAUYOvmdgCp/NOaYND2PSc:

b. I8iFizHI28dhchap® A :

cat /sys/class/nvme-subsystem/<nvme-
subsysX>/nvme*/dhchap ctrl secret

BN AE BTG5

cat /sys/class/nvme-subsystem/nvme-
subsys*/nvme*/dhchap ctrl secret

DHHC-
1:03:ZCRrPOMQOeXhFitT7FvvE/3P6K/qY1HESMSfM8nLIESJIAOIbIK/T6m00y
gJgjmOVrRlrgrnHzjtWImsnoVBO3rPDGEk=":

DHHC-
1:03:ZCRrPOMQOeXhFitT7FvvE/3P6K/qY1HESMSfM8nLIESJIAOIbIK/T6m00y
gJdgjmOVrRlrgrnHzjtWImsnoVBO3rPDGEk=":

DHHC-
1:03:ZCRrPOMQOeXhFitT7FvvE/3P6K/qY1HESMSfM8nLIESJIAOIbIK/T6m00y
gJgjmOVrRlrgrnHzjtWImsnoVBO3rPDGEk=":

DHHC-
1:03:ZCRrPOMQOeXhFitT7FvvE/3P6K/qY1HESMSEM8nLIESJIAOIbIK/T6m00y
gJdgjmOVrRlrgrnHzjtWImsnoVBO3rPDGEk=:



JSON

L ONTAPIZEHIZZ LB Z 1 NVMe FRZ TR, EBILUER “/etc/nvme/config.json' X5 ‘nvme
connect-all' #8%,

R -0 KA R JSON X, BXREZIEEXIEI, 15E% NVMe connect-all F B,

1. BoE JSON 14,

(D ELULTFREIH, dhchap key" HNF dhchap secret’ M dhchap ctrl key®
MRF “dhchap ctrl secreto
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Bl

cat /etc/nvme/config.json
[

{

"hostngn":"ngn.2014-08.org.nvmexpress:uuid:4c4c4544-0035-5910-
804b-b5c04f£444d33",

"hostid":"4c4c4544-0035-5910-804b-b5c04£4444d33",

"dhchap key":"DHHC-
1:01:GhgalS+0h0W/IxKhSa0iaMHgl7SOHRTzBduPzoJ6LKEJs3/f:",

"subsystems": [

{

"ngn":"ngn.1992-
08.com.netapp:sn.2c0c80d9873all1f0bc60d039%eabbecbod: subsystem.istp
MNTC subsys",

"ports": [

{
"transport":"tcp",
"traddr":"192.168.30.44",

"host traddr":"192.168.30.15",

"trsvcid":"4420",

"dhchap ctrl key":"DHHC-
1:03:GaraC0840/uM0jF4rKJI1lgTy22bVoVOdRnIM+9Q0DfQRNVWIDHf PU2LrK5Y+/
XG8iGcRtBCdm3
fYm3ZmO6NiepCOROY5Q=":"

by
{

"transport":"tcp",

"traddr":"192.168.30.45"

"host traddr":"192.168.30.15",

"trsvcid":"4420",

"dhchap ctrl key":"DHHC-
1:03:GaraC0840/uM0jF4rKJ1lgTy22bVoVOdRn1M+9QDfQRNVwWIDHfPU2LrK5Y+/

XG81iGcRtBCdm3
fYm3ZmO6NiepCOROY5Q=":"
by
{
"transport":"tcp",
"traddr":"192.168.31.44",
"host traddr":"192.168.31.15",
"trsvcid":"4420",
"dhchap ctrl key":"DHHC-
1:03:
GaraC0840/uM0jF4rKJ1lgTy22bVoVOdRn1IM+9Q0DfQRNVWIDHf PU2LrK5Y+/XG81G
c



RtBCAm3fYm3ZmO6NiepCOROY5Q=":" },
{

"transport":"tcp",

"traddr":"192.168.31.45",

"host traddr":"192.168.31.15",

"trsvcid":"4420",

"dhchap ctrl key":"DHHC-

1:03:
GaraC0840/uM0jF4rKJ1gTy22bVoVOdRn1IM+9Q0DfQRNVWIDHf PU2LrK5Y+/XG81G
cRtBCAm3£fYm3ZmO6NiepCORoY5Q=:"

}

2. f£Fconfig JSONX 1% EIONTAPIE 28 :

nvme connect-all -J /etc/nvme/config.json

Bl

already connected to hostngn=ngn.2014-
08.org.nvmexpress:uuid:4c4c4544-0035-5910-804b-

b5c04£444d33, ngn=nqgn.1992-
08.com.netapp:sn.2c0c80d9873allf0bc60d039%eabbcbod: subsystem.istp
MNTC subsys, transport=tcp, traddr=192.168.30.44,trsvcid=4420
already connected to hostngn=ngn.2014-
08.org.nvmexpress:uuid:4c4c4544-0035-5910-804b-

b5c04£f444d33, ngn=ngn.1992-
08.com.netapp:sn.2c0c80d9873al1f0bc60d039%eabbecbod: subsystem.istp
MNTC subsys, transport=tcp,traddr=192.168.31.44,trsvcid=4420
already connected to hostngn=ngn.2014-
08.org.nvmexpress:uuid:4c4c4544-0035-5910-804b-

b5c04£f444d33, ngn=ngn.1992-
08.com.netapp:sn.2c0c80d9873all1f0bc60d039%eabbcbod: subsystem.istp
MNTC subsys, transport=tcp, traddr=192.168.30.45,trsvcid=4420
already connected to hostngn=ngn.2014-
08.org.nvmexpress:uuid:4c4c4544-0035-5910-804b-

b5c04£f444d33, ngn=nqgn.1992-
08.com.netapp:sn.2c0c80d9873all1f0bc60d039%eabbcbod: subsystem.istp
MNTC subsys, transport=tcp, traddr=192.168.31.45,trsvcid=4420
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3. WIFREENENFRYSRIMERNITHIZEE FAdhchapZig

a. IIEFEHdhchap®h:

cat /sys/class/nvme-subsystem/nvme-subsys96/nvme96/dhchap secret

UTFRBIERT dhchap Z$A:

DHHC-1:01:hhdIYK7rGxHiNYS4d421GxHeDRUAUYOvmdgCp/NOaYND2PSc:

b. I8iFizkI28dhchapZE$A:

cat /sys/class/nvme-subsystem/nvme-
subsys96/nvme96/dhchap ctrl secret

TN ZERRUTF UL TR GRS

DHHC-
1:03:ZCRrPIMQOeXhFitT7FvvE/3P6K/qY1HfSMmSfM8nLjESJIdOFbjK/J6m00ygdgimO
VrRlrgrnHzjtWImsnoVBO3rPDGEk=:

o5 : TECMIE
X2 B

NetApp 51X ID Lyl Description
1503468 £ RHEL 9.1 #, ‘nvme list-subsys'iZ&s X ‘nvme list-subsys i 2R [BI44TEF RS

LIRMOIATEFRANESE NVMe ITHIZES] B NVMe THI285IFR, 7 RHEL91 /,

= &S ERFRATFAE MR TEIEHIZE
KE ANA RS, HF ANA Jku%’éﬂ\ﬁ%
AT ENEM, AtbiZze<R wTEﬁ’ﬁ/l\
R TENRBRSHE—ITHI28 %

"1479047" RHEL 9.0 NVMe-oF FHEIEZEEMIFAL 1 NVMe-oF zEmJ:, e LUMER nvme
I3z H28 (PDC) discover -p @a8<tliE PDC, {#EALtdR

28, SN &ES-BirAEReESIE—
PDC, BZE, WMREE NVMe-oF £H] LIz
1TONTAP 9.10.1 # RHEL 9.0, MIEXH
1T nvme discover -p NE=BIE—1E
E8 PDC, XESFHENMBIMEE LA
BHNAREHRE,
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https://mysupport.netapp.com/site/bugs-online/product/HOSTUTILITIES/BURT/1479047

BidE RHEL 8.x LLfEEFH NVMe-oF F1ONTAPZfi#

Red Hat Enterpirse Linux (RHEL) ENZ FEBIEXIFRap & =alA10] (ANA) B9 NVMe over
Fibre Channel (NVMe/FC) 1 NVMe over TCP (NVMe/TCP) /%, ANA {5 iSCSI #
FCP IFEFRRYIEIT FRZ AR T kiRl (ALUA) M % B 1ZThEE.

T #2A{A 7 RHEL 8.x BECE& NVMe over Fabrics (NVMe-oF) £l MNEEZFMINEEEE, 1585 "RHEL
ONTAPZ##1Ih8E"S

NVMe-oF 5 RHEL 8.x Z{E A FTEXIPRE!:

* BEIFAXIFEA NVMe-oF 11X SAN Bz,
* 7£ RHEL 8.x B9 NVMe-oF E#1 L, RIZA NVMe LREZRKINGCTFEZARS; BUAFHERE,
* BFEMEH, NVMe/TCP BI{EARK AT M(ER,

1% (AIIE)BFASANSEN

TR AR E EALAGER SAN BapkELEiBH RS A Bt EA"ERFIERTAE"TWIEER Linux 2R
gi. FHSLEECEE (HBA). HBAElfF. HBA B3 BIOS FIONTAPIRAZ S 245 SAN BEf,

PTIE
1. "BIE NVMe &3 2 =8l FH IS EART R EH" o
2. 7£BR%328 BIOS H1J SAN Brhan & = a it IR O /2 A SAN BE.

BXWNFEEA HBABIOS IR, BS RN T AN,

3. EfRMENHARIHRERAR T ERNFETIET.

HIE 2. L RHEL 1 NVMe {4 HIGIFEHEI S
E ) NVMe-oF EEBFH], BEBLEFNM NVMe #EE, BEZKREZE, HIWIFEN NQN BE,

p
1. EARS B L RE RHEL 8.xc RETAGE, BWIATIETHEHR RHEL 8.x WiZ:

uname -—-r

RHEL R#Zhr4Rf:

4.18.0-553.e18 10.x86 64

2. L% NVMe-CLT B4E:

rpm -gal|grep nvme-cli

439


https://mysupport.netapp.com/matrix/#welcome
https://mysupport.netapp.com/matrix/#welcome
https://mysupport.netapp.com/matrix/#welcome
https://mysupport.netapp.com/matrix/#welcome
https://mysupport.netapp.com/matrix/#welcome
https://mysupport.netapp.com/matrix/#welcome
https://mysupport.netapp.com/matrix/#welcome
https://mysupport.netapp.com/matrix/#welcome
https://mysupport.netapp.com/matrix/#welcome
https://mysupport.netapp.com/matrix/#welcome
https://mysupport.netapp.com/matrix/#welcome
https://mysupport.netapp.com/matrix/#welcome
https://mysupport.netapp.com/matrix/#welcome
https://mysupport.netapp.com/matrix/#welcome
https://mysupport.netapp.com/matrix/#welcome
https://docs.netapp.com/us-en/ontap/san-admin/create-nvme-namespace-subsystem-task.html
https://docs.netapp.com/us-en/ontap/san-admin/create-nvme-namespace-subsystem-task.html
https://docs.netapp.com/us-en/ontap/san-admin/create-nvme-namespace-subsystem-task.html
https://docs.netapp.com/us-en/ontap/san-admin/create-nvme-namespace-subsystem-task.html
https://docs.netapp.com/us-en/ontap/san-admin/create-nvme-namespace-subsystem-task.html
https://docs.netapp.com/us-en/ontap/san-admin/create-nvme-namespace-subsystem-task.html
https://docs.netapp.com/us-en/ontap/san-admin/create-nvme-namespace-subsystem-task.html
https://docs.netapp.com/us-en/ontap/san-admin/create-nvme-namespace-subsystem-task.html
https://docs.netapp.com/us-en/ontap/san-admin/create-nvme-namespace-subsystem-task.html
https://docs.netapp.com/us-en/ontap/san-admin/create-nvme-namespace-subsystem-task.html
https://docs.netapp.com/us-en/ontap/san-admin/create-nvme-namespace-subsystem-task.html
https://docs.netapp.com/us-en/ontap/san-admin/create-nvme-namespace-subsystem-task.html
https://docs.netapp.com/us-en/ontap/san-admin/create-nvme-namespace-subsystem-task.html
https://docs.netapp.com/us-en/ontap/san-admin/create-nvme-namespace-subsystem-task.html
https://docs.netapp.com/us-en/ontap/san-admin/create-nvme-namespace-subsystem-task.html
https://docs.netapp.com/us-en/ontap/san-admin/create-nvme-namespace-subsystem-task.html
https://docs.netapp.com/us-en/ontap/san-admin/create-nvme-namespace-subsystem-task.html
https://docs.netapp.com/us-en/ontap/san-admin/create-nvme-namespace-subsystem-task.html
https://docs.netapp.com/us-en/ontap/san-admin/create-nvme-namespace-subsystem-task.html
https://docs.netapp.com/us-en/ontap/san-admin/create-nvme-namespace-subsystem-task.html
https://docs.netapp.com/us-en/ontap/san-admin/create-nvme-namespace-subsystem-task.html
https://docs.netapp.com/us-en/ontap/san-admin/create-nvme-namespace-subsystem-task.html
https://docs.netapp.com/us-en/ontap/san-admin/create-nvme-namespace-subsystem-task.html
https://docs.netapp.com/us-en/ontap/san-admin/create-nvme-namespace-subsystem-task.html
https://docs.netapp.com/us-en/ontap/san-admin/create-nvme-namespace-subsystem-task.html
https://docs.netapp.com/us-en/ontap/san-admin/create-nvme-namespace-subsystem-task.html
https://docs.netapp.com/us-en/ontap/san-admin/create-nvme-namespace-subsystem-task.html
https://docs.netapp.com/us-en/ontap/san-admin/create-nvme-namespace-subsystem-task.html
https://docs.netapp.com/us-en/ontap/san-admin/create-nvme-namespace-subsystem-task.html

UTFREIETT nvme-cli 3014 ELRRZS :
nvme-cli-1.16-9.e18.x86 64
3. ZE 1ibnvme MEFE:
rpm -ga|grep libnvme
UTFRBIERT libnvme IREFEHRES:
libnvme-1.4-3.e18.x86 64

4. BRM% NVMe ZR&1Z,

grubby --args=nvme core.multipath=Y --update-kernel /boot/vmlinuz-
4.18.0-553.e18 10.x86 64

5. £ RHEL 8.x F#1Lk, & hostngn F/FE */etc/nvme/hostngn:

cat /etc/nvme/hostngn

TEMNGFRRT hostngn hras:

ngn.2014-08.org.nvmexpress:uuid:4c4c4544-0032-3410-8035-b8c04f4c5132

6. ZZFONTAPRZH, WIELLTER: “hostngn  FHRFEBILED "hostngn’ ONTAPEE R FRAERN FRAMF R

::> vserver nvme subsystem host show -vserver vs fcnvme 141

kRl
Vserver Subsystem Host NON
vs 25 2742 rhel 101 QLe2772 ngn.2014-

08.org.nvmexpress:uuid:546399fc-160f-11e5-89%9aa-98be%942440ca
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@ YR “hostngn' ERTEARILHD, iBFER vserver modify 58 K E# "hostngn 1B ONTAPTEE
RAF AR EMNFRFERLILE "hostngn' FRFER R “/etc/nvme/hostngn 7EEA L,

7. BRI EN.

AT ER—FENLIZTT NVMe # SCSIRE, NetAppEiNIHONTAPHR & = Bl AN Z
NVMe %12, ITONTAP LUN {8 dm-multipath, 33T B5LE dm-multipath FBSONTAPE
a& %, BB AN enable_foreign' & B A ‘/etc/multipath.conf X4 :

(:) cat /etc/multipath.conf
defaults {
enable foreign NONE

$ & 3. ECE NVMe/FC 71 NVMe/TCP

&/ Broadcom/Emulex 3¢ Marvell/QLogic i&A22sAc & NVMe/FC, FERFohAMMEZIR(ERE
NVMe/TCP,
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NVMe/FC - {&i&/Emulex
JIBroadcom/Emulexi&fczsEc ENVMe/FC,

1. I ERRNERRE S EERXH.

a. BREEIZFR:

cat /sys/class/scsi host/host*/modelname

EBRERI TS

LPe32002-M2
LPe32002-M2

b. BRIERIEA:

cat /sys/class/scsi host/host*/modeldesc

BN ZERRUT LT R GRS

Emulex LightPulse LPe32002-M2 2-Port 32Gb Fibre Channel Adapter
Emulex LightPulse LPe32002-M2 2-Port 32Gb Fibre Channel Adapter

2. I NEFERNREINHIBroadcom 1pfc BN ERNIER:
a. BREIFRRZ:

cat /sys/class/scsi host/host*/fwrev

ZEn IR O E RS -

14.2.539.21, sli-4:2:c
14.2.539.21, sli-4:2:c

b. BRU TR TN TEF RS -

cat /sys/module/lpfc/version

U TROIER T EEHIEAFhR s :
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0:14.0.0.21

BXRZFNVEERENIZFMEFIRENRMTIR, BN ERFIERTAS

3. JEWIE 1pfc_enable fc4 type REN 3:

cat /sys/module/lpfc/parameters/lpfc enable fc4 type

4. WIERB Y UEEREFKO:

cat /sys/class/fc _host/host*/port name

EROZERRMATRER

0x10000090faelec88
0x10000090faelec89

o. WIFRThiZR s B S B

cat /sys/class/fc host/host*/port state

EER L a

Online
Online

6. IWIENVMe/FCEIEFHEARTEEAEEINREOE N :

cat /sys/class/scsi _host/host*/nvme info
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i
MEZ7IN

Nl

NVME Initiator Enabled

XRI Dist 1lpfcO Total 6144 IO 5894 ELS 250

NVME LPORT lpfcO WWPN x100000109bf044bl WWNN x200000109bf044bl
DID x022a00 ONLINE

NVME RPORT WWPN x211ad039%ecaa77dfc8 WWNN x2119d039%9eaa7dfc8
DID x021302 TARGET DISCSRVC ONLINE
NVME RPORT WWPN x211cd03%eaa7dfc8 WWNN x2119d039%eaa7dfc8

DID x020b02 TARGET DISCSRVC ONLINE

NVME Statistics
LS: Xmt 00000001ff Cmpl 00000001ff Abort 00000000
LS XMIT: Err 00000000 CMPL: xb 00000000 Err 00000000
Total FCP Cmpl 0000000001330ec7 Issue 0000000001330ec9 OutIO
0000000000000002
abort 00000330 noxri 00000000 nondlp 0000000b gdepth
00000000 wgerr 00000000 err 00000000
FCP CMPL: xb 00000354 Err 00000361

NVME Initiator Enabled

XRI Dist 1lpfcl Total 6144 IO 5894 ELS 250

NVME LPORT lpfcl WWPN x1000001090bf044b2 WWNN x2000001090f044b2
DID x021b00 ONLINE

NVME RPORT WIWPN x211bd03%eaa7dfc8 WWNN x2119d039%eaa7dfc8
DID x022902 TARGET DISCSRVC ONLINE
NVME RPORT WWPN x211dd039%eaa7dfc8 WWNN x2119d039%ecaa7dfc8

DID x020102 TARGET DISCSRVC ONLINE

NVME Statistics
LS: Xmt 00000001ff Cmpl 00000001ff Abort 00000000
LS XMIT: Err 00000000 CMPL: xb 00000000 Err 00000000
Total FCP Cmpl 00000000012ec220 Issue 00000000012ec222 OutIO
0000000000000002
abort 0000033b noxri 00000000 nondlp 00000085 gdepth
00000000 wgerr 00000000 err 00000000
FCP CMPL: xb 00000368 Err 00000382

NVMe/FC - Marvell/QLogic
7IMarvell/QLogiciaft2sfc ENVMe/FCo
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cat /sys/class/fc host/host*/symbolic name

TR SR T Rehi2 R E RS

QLE2742 FW: v9.10.11 DVR: v10.02.08.200-k
QLE2742 FW: v9.10.11 DVR: v10.02.08.200-k

2. JEIIE gl2xnvmeenable BI&E. X, Marveli&fitzs@r HYENVMe/FCRTHIEF:

cat /sys/module/glaZxxx/parameters/gl2xnvmeenable

FiRR%EIH 910

NVMe/TCP

NVMe/TCP X345 B ahiEZig(E. Bk, ERILUEIHIT NVMe/TCP K& NVMe/TCP F&H 4t an

& Z58) "connect 2#& connect-all' F&hig{E.

1. KE BRI ORE A U ES 1 NVMe/TCP LIF FENA I B ETTEEIE:

nvme discover -t tcp -w host-traddr -a traddr
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Bl

nvme discover -t tcp -w 192.168.2.31 -a 192.168.2.25
Discovery Log Number of Records 8, Generation counter 18

trtype: tcp

adrfam: ipv4

subtype: unrecognized

treq: not specified.

portid: O

trsvcid: 8009

subngn: ngn.1992-
08.com.netapp:sn.alb2b785b9%dellee8e7fd03%a% 8ae9:discovery
traddr: 192.168.1.25

sectype: none

trtype: tcp

adrfam: ipv4

subtype: unrecognized

treq: not specified.

portid: 1

trsvcid: 8009

subngn: ngn.1992-
08.com.netapp:sn.alb2b785b9%dellee8e7fd039%a%e8ae9:discovery
traddr: 192.168.2.26

sectype: none

2. ISIFEMNVMe/TCPEEHIZEF-BfLIFASEE T URINRE AT B S mEdE:

nvme discover -t tcp -w host-traddr -a traddr

Bl
nvme discover -t tcp -w 192.168.2.31 -a 192.168.2.25
nvme discover -t tcp -w 192.168.1.31 -a 192.168.1.24
nvme discover -t tcp -w 192.168.2.31 -a 192.168.2.26
nvme discover -t tcp -w 192.168.1.31 -a 192.168.1.25

3. JB1T nvme connect-all ETRPFFAEZSZIFNNVMe/TCPEENTER-BIRSIP LIZ TS :
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nvme connect-all -t tcp -w host-traddr -a traddr

Bl

.31 -a 192.168.
.31 —a 192.168.
.31 -a 192.168.
.31 -a 192.168.

nvme connect-all -t tcp -w 192.168.
nvme connect-all -t tcp -w 192.168.
nvme connect-all -t tcp -w 192.168.

=N RN

nvme connect-all -t tcp -w 192.168.

$IE 4. (F%) 79 NVMelFC 2R 1MB 110

025 =1
.24 -1
0260 =1
029 =1

1800
1800
1800
1800

ONTAP7EIRFIiEHI 28 R IRE R ASUEE WA/ (MDTS) K 8, XEKERK I/0 IBFERA/NAIX 1IMB, EF
Broadcom NVMe/FC FEHAH 1MB A/N8Y 1/0 35K, ERIZIEN Ipfc BINE “Ipfc_sg_seg_cnt SEMERIAE

64 BT 256,
()  =ESEREEFEENMeFCEL

pZ
1. %% “Ipfc_sg_seg_cnt BEIGE 1256

cat /etc/modprobe.d/lpfc.conf
BRZ=BRIEMTF AT RFI8ES
options lpfc lpfc sg seg cnt=256

2. j&97 ‘dracut -f s L HEFBEIEN.
3. IIFMMERT Ipfc_sg_seg_cnt }1256:

cat /sys/module/lpfc/parameters/lpfc_sg seg cnt

SB5. WIEZRERE
FIERZNVMeZ RRIZRE. ANAKRSHIONTAPE & a2 5 iEFAFNVMe-oFELE,

p
1. BIFREERARZNVMe L HIZ:
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cat /sys/module/nvme core/parameters/multipath

NVE=E VRSl K

2. IIEMEN ONTAPER & ERNIE HNVMe-oF IR E (5130, ZYSiEE AINetApp ONTAPIZHIZR. A% F#iopolicyi&
BENET) RS EfMRMREENL:
a. BRFRS:
cat /sys/class/nvme-subsystem/nvme-subsys*/model

EER

NetApp ONTAP Controller
NetApp ONTAP Controller

cat /sys/class/nvme-subsystem/nvme-subsys*/iopolicy

(VE=EIVE ik

round-robin

round-robin

3. WIFRREEEN LEIEHIEHL MR (8.

nvme list
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Bl

/dev/nvmednl 81Ix2BVuekWcAAAAAAAB NetApp ONTAP Controller

Namespace Usage Format FW Rev

1 21.47 GB / 21.47 GB 4 KiB + 0 B 1T

4. WIS M REIEFIRRESEE NEIRS ERS A ERBNANAKE:

nvme list-subsys /dev/nvmeOnl

B~ NVMe/FC 5l

nvme-subsys0 - NQN=nqgn.1992-
08.com.netapp:sn.0cd%eldclecllee8e7fd039%a%8ae9:subsystem.nvme
\

+- nvmel fc traddr=nn-0x2005d039%eaa7dfc8:pn-0x2086d039%ecaa7dfc8
host traddr=nn-0x20000024£f£f752e6d:pn-0x21000024£ff752e6d live non-
optimized

+- nvme2 fc traddr=nn-0x2005d039%eaa7dfc8:pn-0x2016d039%ecaa7dfc8
host traddr=nn-0x20000024£f£f752e6c:pn-0x21000024££f752e6c live
optimized

+- nvme3 fc traddr=nn-0x2005d039%eaa7dfc8:pn-0x2081d039%ecaa7dfc8
host traddr=nn-0x20000024ff752e6c:pn-0x21000024£f£f752e6c live non-
optimized

+- nvmed4 fc traddr=nn-0x2005d039%eaa7dfc8:pn-0x2087d039%ecaa7dfc8
host traddr=nn-0x20000024ff752e6d:pn-0x21000024f£f752e6d live
optimized
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B~ NVMe/TCP fjl

nvme-subsys0 - NQN=ngn.1992-
08.com.netapp:sn.alb2b785b9dellee8e7£d039%al%e8ael:subsystem.nvme tcp
1

\

+- nvmeO tcp traddr=192.168.2.26 trsvcid=4420
host traddr=192.168.2.31 live non-optimized

+- nvmel tcp traddr=192.168.2.25 trsvcid=4420
host traddr=192.168.2.31 live optimized

+- nvme2 tcp traddr=192.168.1.25 trsvcid=4420
host traddr=192.168.1.31 live non-optimized

+- nvme3 tcp traddr=192.168.1.24 trsvcid=4420
host traddr=192.168.1.31 live optimized

S WFRBEE TN LIBRHEMAI s =8l

nvme list

Bl

/dev/nvmednl 81Ix2BVuekWcAAAAAAAB NetApp ONTAP Controller

Namespace Usage Format FW Rev

1 21.47 GB / 21.47 GB 4 KiB + 0 B BT T

6. IOIFNetAppiEF 2B NEPNONTAP v R a1& & B EHfRI(E:
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7

nvme netapp ontapdevices -o column

Bl

Device Vserver Namespace Path

/dev/nvmeOnl tcpiscsi 129 /vol/tcpnvme 1 0 0/tcpnvme ns

NSID UUID Size
1 05¢c2¢c351-5d7£-41d7-9bd8-1a56¢ 21.47GB
JSON

nvme netapp ontapdevices -0 json

Rl
{
"ONTAPdevices": [
{
"Device": "/dev/nvmeOnl",
"Vserver": "tcpiscsi 129",

"Namespace Path”: /vol/tcpnvme 1 0 O/tcpnvme ns ",
"NSID": 1,
"UUID": " 05c2c351-5d7£-41d7-9bd8-1a56c160c80b ",
"Size2: "21.47GB",
"LBA Data Size": 4096,
"Namespace Size" : 5242880

I
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F6L . BHEHMIRA

XEZ BRI :

NetApp £5i% ID
"1479047"

ZELinux

Rk

RHEL 8.x NVMe-oF FHRIEEEMNIFAL
IizHI28 (PDC)

T fi# Rocky Linux 3TONTAP BYZ#FF1IhEE

£ NVMe over Fabrics (NVMe-oF) # 1T EHECE P2 :89TNEEEIONTAPAI Rocky Linux

RYRR ST =
TheE

LZEHERFHIIE,

NVMe/TCP fERRE & il e

125

NVMe/TCP @—IN5see = xR Ihee

FE—FH L NVMe #1 SCSI iE, NVMe-oF @& 8.2 HEShRZA

Rocky Linux E#kkZs
RHEL F#FONTAP#ZE #2582 [8)3@1 NVMe/TCP £#F 9.3 sk E Sk~

ZalfEA NVMe %E&1E, SCSILUN {#H dm Zi&

PA
2o

T RFIEE FIZITRIONTAPKRZAS 401,

Thie

AINBR TERRE NVMe Zi81Z,

SAN BrpBi@Eis NVMe/FC i B A

X ‘nvme-cli ZR LB E BEEREIA, TEE=FHE,

JREE udev FM “nvme-cli ZEX B NVMe ZERIZIRMHICIHTH HHHE

®

452

BEXRXFEERNFAEE, BRI EIEFERTA

Z2i8) ‘nvme-cli’ 8.2 BXE S hRAS

9.0 IWEShrZA

Description

7£ NVMe-oF E# L, ATLUAEA“nvme
discover -p"ti <l PDC, fERILLa<aT
, BNAES-BirAEReetlE—
PDC, 1852, WMREIE NVMe-oF EH] EIE
1T RHEL 8.x, M X 1T“nvme discover
-p’BE=EIR— 1 EER PDC, X2FH
FAAME IS EEFENAUKEEHE,

ONTAP ks
9.12.1 HEHhRZA

9.10.1 HEFhRZA

9.10.1 HEFhRZA

9.4 ESHRZA

ONTAPZ#FLLTF SAN EAH1IHEE,

Rocky Linux E4hRZ
10.0 E=ARA

9.4 EShRZA

8.2 EShrA

8.2 E S hZA
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T—%

MRIEH Rocky Linux fRZASZE...... THR......

102751 "}J Rocky Linux 10.x B2& NVMe"
9R% "}J Rocky Linux 9.x Bt & NVMe"
8Z&5I "} Rocky Linux 8.x BZE& NVMe"
HEXER

"TRRANFIE IR NVMe fMY"

ACE Rocky Linux 10.x {3235 NVMe-oF F1ONTAP7Zf#

Rocky Linux M ZFETF HFBEER NVMe (NVMe/FC) F1ETF TCP B9 NVMe
(NVMe/TCP) ¥, HZHHEEXFRas& =ali41a) (ANA), ANA 125 iSCSI 1 FCP I£1%
RRYIEXSFRIZAEE TTIAIR] (ALUA) S5 % BR1ZIHEE,

T #2A0{A 7 Rocky Linux 10.x BEZE NVMe over Fabrics (NVMe-oF) E£#l. MNEEZLIFMINGEREE, B2
"Rocky Linux ONTAPZ#F#1ThEE"S

NVMe-oF 5 Rocky Linux 10.x 7ZZE LA T EXIPEH!:

* X ‘nvme disconnect-all Zip S =M F RN G R AT EIEXH RS, FJREESHARTEATE. BT ET
NVMe-TCP 3 NVMe-FC fi& =E]M SAN B RS EHITIIRE,

E1%: (FIi%) B HSANEL]

O] LAFRE EHLUER SAN BapkEIVHEHRE AT Bt FA EIREEERTE TWIEER Linux I#ER
2. EHELLIERES (HBA). HBA Ef. HBA EEh BIOS FIONTAPKRZAZRE 25 SAN BEh,

T
1. "BIE NVMe #3& =8l FH IS EART R EH" 6
2. 7£RR%528 BIOS ) SAN Brhdn & = ia]iRET 2 A9 O /2 B SAN BE.

BXfAIEA HBABIOS ER, BSMMNE T A,
3. EfRMENHARIHRERRR T ERNFETIET.
S, 2. RE Rocky Linux 7] NVMe {4 HIIEERECE
E£79 NVMe-oF FEEFEH, BREBLETNN NVMe HEE, BEZRBIF, HIIEEHN NON iCE,
p

1. 1TEARSS 28 £ &% Rocky Linux 10.x0 RESERG, BERINEEITHREFIER Rocky Linux 10.x 1%:

uname -—r
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Rocky Linux R#ZiRZs7 451 :

6.12.0-55.9.1.e110 0.x86 64

2. & NVMe-CcLT TR

rpm -galgrep nvme-cli

TERNGIFERTRT nvme-cli 2GRk :

nvme-cli-2.11-5.e110.x86 64

3. &3 1ibnvme WEEL:

rpm -galgrep libnvme

TENGFRTRT libnvme B4 EhRZS

libnvme-1.11.1-1.e110.x86 64

4. ¥EHNLLE, 1 hostngn FRFE /etc/nvme/hostngn :

cat /etc/nvme/hostngn

TEHGIFRRT hostngn E:

ngn.2014-08.org.nvmexpress:uuid:4c4c4544-0056-5410-8048-b9c04£425633

S. ZEIONTAP&RLA, KIFLLTER: “hostngn' FRFHBILAD “hostngn’ ONTAPEA R N FRAMFRIE

::> vserver nvme subsystem host show -vserver vs nvme 194 rockylinuxlO
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Bl

Vserver Subsystem Priority Host NOQN

vs nvme 194 rockylinuxl10
nvme4
regular ngn.2014-
08.org.nvmexpress:uuid:4c4c4544-0056-5410-8048-c7c04£f425633
nvme 1
regular ngn.2014-
08.org.nvmexpress:uuid:4c4c4544-0056-5410-8048-c7c04£f425633
nvme 2
regular ngn.2014-
08.org.nvmexpress:uuid:4c4c4544-0056-5410-8048-c7¢c04£f425633
nvme 3
regular ngn.2014-
08.org.nvmexpress:uuid:4c4c4544-0056-5410-8048-c7c04£f425633
4 entries were displayed.

(D Y1 “hostngn" ERTRARILAD, iEEMA vserver modify 83 K EH “hostngn' #HN ONTAPTZf%
RAF AR LENF R LILE “hostngn' FRFER B “/etc/nvme/hostngn 7EFEA L,

#IE 3. ECE NVMe/FC 71 NVMe/TCP

f$£F3 Broadcom/Emulex % Marvell/QLogic i&ECESECE NVMe/FC, ZfERFoh&MAEFIR(ERLE
NVMe/TCP,
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NVMe/FC - {&i&/Emulex
JIBroadcom/Emulexi&fczsEc ENVMe/FC,

1. I ERRNERRE S EERXH.

a. BREEIZFR:

cat /sys/class/scsi host/host*/modelname

EBRERI TS

LPe36002-M64
LPe36002-M64

b. BRIERIEA:

cat /sys/class/scsi host/host*/modeldesc

BN ZERRUT LT R GRS

Emulex LightPulse LPe36002-M64 2-Port 64Gb Fibre Channel Adapter
Emulex LightPulse LPe36002-M64 2-Port 64Gb Fibre Channel Adapter

2. I NEFERNREINHIBroadcom 1pfc BN ERNIER:
a. BREIFRRZ:

cat /sys/class/scsi host/host*/fwrev

ZEn IR O E RS -

14.0.539.16, sli-4:6:d
14.0.539.16, sli-4:6:d

b. BRU TR TN TEF RS -

cat /sys/module/lpfc/version

U TROIER T EEHIEAFhR s :
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0:14.4.0.6

BXRZFNVEERENIZFMEFIRENRMTIR, BN ERFIERTAS

3. JEWIE 1pfc_enable fc4 type REN 3:

cat /sys/module/lpfc/parameters/lpfc enable fc4 type

4. WIERB Y UEEREFKO:

cat /sys/class/fc _host/host*/port name

EROZERRMATRER

0x2100f4c7aalcd7c?2
0x2100f4c7aalcd7c3

o. WIFRThiZR s B S B

cat /sys/class/fc host/host*/port state

EER L a

Online
Online

6. IWIENVMe/FCEIEFHEARTEEAEEINREOE N :

cat /sys/class/scsi _host/host*/nvme info

457


https://mysupport.netapp.com/matrix/
https://mysupport.netapp.com/matrix/
https://mysupport.netapp.com/matrix/
https://mysupport.netapp.com/matrix/
https://mysupport.netapp.com/matrix/
https://mysupport.netapp.com/matrix/
https://mysupport.netapp.com/matrix/
https://mysupport.netapp.com/matrix/
https://mysupport.netapp.com/matrix/
https://mysupport.netapp.com/matrix/
https://mysupport.netapp.com/matrix/
https://mysupport.netapp.com/matrix/
https://mysupport.netapp.com/matrix/
https://mysupport.netapp.com/matrix/
https://mysupport.netapp.com/matrix/

i
MEZ7IN

Nl

NVME Initiator Enabled

XRI Dist 1lpfc2 Total 6144 IO 5894 ELS 250

NVME LPORT lpfc2 WWPN x100000109bf044bl WWNN x200000109bf044bl
DID x022a00 ONLINE

NVME RPORT WWPN x202fd039%ecaa’7dfc8 WWNN x202cd039eaa7dfc8
DID x021310 TARGET DISCSRVC ONLINE
NVME RPORT WWPN x202dd03%eaa7dfc8 WWNN x202cd039%eaa7dfc8

DID x020b10 TARGET DISCSRVC ONLINE

NVME Statistics
LS: Xmt 0000000810 Cmpl 0000000810 Abort 00000000
LS XMIT: Err 00000000 CMPL: xb 00000000 Err 00000000
Total FCP Cmpl 000000007b098f07 Issue 000000007aee27c4 OutIO
ffffffffffed98bd
abort 000013b4 noxri 00000000 nondlp 00000058 gdepth
00000000 wgerr 00000000 err 00000000
FCP CMPL: xb 000013b4 Err 00021443

NVME Initiator Enabled

XRI Dist 1lpfc3 Total 6144 IO 5894 ELS 250

NVME LPORT lpfc3 WWPN x100000109bf044b2 WWNN x2000001090f044b2
DID x021b00 ONLINE

NVME RPORT WWPN x2033d03%eaa7dfc8 WWNN x202cd039%eaa7dfc8
DID x020110 TARGET DISCSRVC ONLINE
NVME RPORT WWPN x2032d03%eaa’7dfc8 WWNN x202cd039%eaa7dfc8

DID x022910 TARGET DISCSRVC ONLINE

NVME Statistics
LS: Xmt 0000000840 Cmpl 0000000840 Abort 00000000
LS XMIT: Err 00000000 CMPL: xb 00000000 Err 00000000
Total FCP Cmpl 000000007afd4434 Issue 000000007ae31b83 OutIO
ffffffffffebd74£
abort 000014a5 noxri 00000000 nondlp 0000006a gdepth
00000000 wgerr 00000000 err 00000000
FCP CMPL: xb 000014a5 Err 0002149a

NVMe/FC - Marvell/QLogic
7IMarvell/QLogiciaft2sfc ENVMe/FCo
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1. BIE

AN SRS EFME R AR DR



cat /sys/class/fc host/host*/symbolic name

TR SR T Rehi2 R E RS

QLE2872 FW:v9.15.00 DVR:v10.02.09.300-k
QLE2872 FW:v9.15.00 DVR:v10.02.09.300-k

2. JEIIE gl2xnvmeenable BI&E. X, Marveli&fitzs@r HYENVMe/FCRTHIEF:

cat /sys/module/glaZxxx/parameters/gl2xnvmeenable

FiRR%EIH 910

NVMe/TCP

NVMe/TCP X345 B ahiEZig(E. Bk, ERILUEIHIT NVMe/TCP K& NVMe/TCP F&H 4t an

& Z58) "connect 2#& connect-all' F&hig{E.

1. KE BRI ORE A U ES 1 NVMe/TCP LIF FENA I B ETTEEIE:

nvme discover -t tcp -w host-traddr -a traddr
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Bl

nvme discover -t tcp -w 192.168.20.1 -a 192.168.20.20

Discovery Log Number of Records 8, Generation counter 18

trtype: tcp

adrfam: ipv4

subtype: current discovery subsystem

treq: not specified

portid: 4

trsvcid: 8009

subngn: ngn.1992-
08.com.netapp:sn.64e65e6caae’711ef9668d03%a951cd6:discovery
traddr: 192.168.21.21

eflags: explicit discovery connections, duplicate discovery
information

sectype: none

trtype: tcp

adrfam: ipv4

subtype: current discovery subsystem

treq: not specified

portid: 2

trsvcid: 8009

subngn: ngn.1992-
08.com.netapp:sn.6deb65e6caae’711ef9668d03%a951cd6:discovery
traddr: 192.168.20.21

eflags: explicit discovery connections, duplicate discovery
information

sectype: none

trtype: tcp

adrfam: ipv4

subtype: current discovery subsystem

treq: not specified

portid: 3

trsvcid: 8009

subngn: ngn.1992-
08.com.netapp:sn.64e65e6caae711ef9668d039%a951cd46:discovery
traddr: 192.168.21.20

eflags: explicit discovery connections, duplicate discovery
information

sectype: none



trtype: tcp

adrfam: ipv4

subtype: current discovery subsystem

treq: not specified

portid: 1

trsvcid: 8009

subngn: ngn.1992-
08.com.netapp:sn.64e65e6caae’711ef9668d03%a951cd6:discovery
traddr: 192.168.20.20

eflags: explicit discovery connections, duplicate discovery
information

sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem
treq: not specified
portid: 4

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.64e65e6caae’711ef9668d03%a951c4d6:subsystem.rock
ylinux1l0 tcp subsystem
traddr: 192.168.21.21
eflags: none

sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem
treq: not specified
portid: 2

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.64e65e6caae711ef9668d039ea951c46:subsystem.rock
ylinux1l0 tcp subsystem
traddr: 192.168.20.21
eflags: none

sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem
treq: not specified
portid: 3

trsveid: 4420

subngn: ngn.1992-
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08.com.netapp:sn.64e65e6caae’711ef9668d03%a951c4d6:subsystem.rock
ylinux1l0 tcp subsystem

traddr: 192.168.21.20

eflags: none

sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem
treq: not specified
portid: 1

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.64e65e6caae711ef9668d039ea951c46:subsystem.rock
ylinux1l0 tcp subsystem
traddr: 192.168.20.20
eflags: none

sectype: none

2. ISIFE M NVMe/TCP /25h28-B5 LIF A8 2B MR R A MBS EEEE:

nvme discover -t tcp -w host-traddr -a traddr

Bl

-a 192.168.20.20
192.168.21.20
-a 192.168.20.21
-a 192.168.21.21

nvme discover -t tcp -w 192.168.20.
nvme discover -t tcp -w 192.168.21.
nvme discover -t tcp -w 192.168.20.

e
I
Q

nvme discover -t tcp -w 192.168.21.

3. iB1T nvme connect-all T RFFAESIZEFENNVMe/TCPREENER-BIRSIP Lz TS :

nvme connect-all -t tcp -w host-traddr -a traddr
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Bl

nvme

192.168.

nvme

192.168.

nvme

192.168.

nvme

192.168.

connect-all
20.20
connect-all
21.20
connect-all
20.21
connect-all
21.21

tcp —-w
tcp -w
tcp —-w
tcp -w

192.

192.

192.

192.

168.

168.

168.

168.

20.

21.

20.

21.

M Rocky Linux 9.4 748, NVMe/TCP BJi&E “ctrl_loss_tmo timeout BEN&&E R X H". Eitk:

* ERRILARS (ERER)

* BAFZEFEERER ctrl_loss_tmo timeout fEARY{ "nvme connect 3 & nvme connect-all' 85 (3%

W) o

* MREERIZHEE, NVMe/TCP IZHIBAERY, HESTIRAAMRENERE,

$& 4: (A%&) 79 NVMe/FC ZF 1MB 1/0

ONTAPTEiR Bz es #uBE IR S R AEIRE R A/ (MDTS) /I 8, XBMKERA /0 IFERA/NTE 1MB, EM
Broadcom NVMe/FC 4 H 1MB AX/N8Y /0 35K, ERZIEIN "Ipfc BIME Ipfc_sg_seg_cnt BSEMEIANE

64 LY 256,

(D)  xeSBEREEFBENVMFCEH.

p

1. %% "Ipfc_sg_seg_cnt' BEiGE 57256

cat /etc/modprobe.d/lpfc.conf

BN B BT AT RAIBY L

options lpfc lpfc sg seg cnt=256

2. i&17 “dracut -f Bp S HEHBEIEN.
3. IIFMERT ‘Ipfc_sg_seg_cnt }9256:
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cat /sys/module/lpfc/parameters/lpfc sg seg cnt

1% 5: I53F NVMe BEHIRSE

X “nvmefc-boot-connections.service 1 “nvmf-autoconnect.service'NVMe/FC FE1EHEEIARSS "nvme-cli' &

SZEohEY, RHE=BIEA.
BoisEiE, WiF nvmefc-boot-connections.service 1 “nvmf-autoconnect.service’ BofRSZ E R o

TR

1. IFE A nvmf-autoconnect.service' BB :

systemctl status nvmf-autoconnect.service

kbt

nvmf-autoconnect.service - Connect NVMe-oF subsystems automatically
during boot

Loaded: loaded (/usr/lib/systemd/system/nvmf-
autoconnect.service; enabled; preset: disabled)

Active: i1nactive (dead)

Jun 10 04:06:26 SR630-13-201.lab.eng.btc.netapp.in systemd[1]:
Starting Connect NVMe-oF subsystems automatically during boot...

Jun 10 04:06:26 SR630-13-201.lab.eng.btc.netapp.in systemd[1l]: nvmf-
autoconnect.service: Deactivated successfully.

Jun 10 04:06:26 SR630-13-201.lab.eng.btc.netapp.in systemd[1]:
Finished Connect NVMe-oF subsystems automatically during boot.

2. ISIFR A “nvmefc-boot-connections.service' EE A ;

systemctl status nvmefc-boot-connections.service
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btk

nvmefc-boot-connections.service - Auto-connect to subsystems on FC-
NVME devices found during boot

Loaded: loaded (/usr/lib/systemd/system/nvmefc-boot-
connections.service; enabled; preset: enabled)

Active: inactive (dead) since Tue 2025-06-10 01:08:36 EDT; 2h
59min ago

Main PID: 7090 (code=exited, status=0/SUCCESS)
CPU: 30ms

Jun 10 01:08:36 localhost systemd[l]: Starting Auto-connect to
subsystems on FC-NVME devices found during boot...

Jun 10 01:08:36 localhost systemd[1l]: nvmefc-boot-
connections.service: Deactivated successfully.

Jun 10 01:08:36 localhost systemd[l]: Finished Auto-connect to

subsystems on FC-NVME devices found during boot.

S 6. WIFZKRRRE
BIFRIZNVMe ZBRIZIRE. ANAKRSHIONTAPS B B2 HEMRFNVMe-oF iR E,

HIE
1. WIFRTERBARIZNVMeZiRE:

cat /sys/module/nvme core/parameters/multipath

eVE=E VAR K

2. IBIFHERNONTAPE & FERYE HNVMe-oF IR & (B30, B Si&E AINetApp ONTAPITHIZE. & Fiiopolicyi&
BRNER RS EfRIREEN L
a. B RFRG:

cat /sys/class/nvme-subsystem/nvme-subsys*/model

NV =gl V@ T
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NetApp ONTAP Controller
NetApp ONTAP Controller

b. BRI

cat /sys/class/nvme-subsystem/nvme-subsys*/iopolicy

NVE=EIVER K

round-robin

round-robin

3. WIER BB TN LEHEMH AL I r& =8

nvme list

Bl

/dev/nvmednl 81Ix2BVuekWcAAAAAAARB NetApp ONTAP Controller

Namespace Usage Format FW Rev

1 21.47 GB / 21.47 GB 4 KiB + 0 B FFFFFFEF

4. WIESMREITHIZERESEE NENRSERS AR EHNANAKRE:
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NVMe/FC

nvme list-subsys /dev/nvme5nl

Bl

nvme-subsysb - NQN=ngn.1992-
08.com.netapp:sn.f7565b015a66911e£9668d039%ca951c46:subsystem.nvme
1
hostngn=ngn.2014-08.org.nvmexpress:uuid:4c4cd4544-

0056-5410-8048-c7c04£425633

\

+- nvmel26 fc traddr=nn-0x2036d039ea951c45:pn-
0x2038d039ea951c45,host traddr=nn-0x2000f4c7aalcd7c3:pn-
0x2100f4c7aalcd7c3 live optimized

+- nvmel76 fc traddr=nn-0x2036d039ea951c45:pn-
0x2037d039ea951c45,host traddr=nn-0x2000f4c7aalcd7c2:pn-
0x2100f4c7aalcd7c2 live optimized

+- nvmeb fc traddr=nn-0x2036d039%ea951c45:pn-
0x2039d039ea951c45,host traddr=nn-0x2000f4c7aalcd/c2:pn-
0x2100f4c7aalcd7c2 live non-optimized

+- nvme71l fc traddr=nn-0x2036d039%9ea951c45:pn-
0x203ad039ea951c45,host traddr=nn-0x2000f4c7aalcd7c3:pn-
0x2100f4c7aalcd7c3 live non-optimized

NVMe/TCP

nvme list-subsys /dev/nvmedn?2

467



Bl

nvme-subsys4 - NQN=nqgn.1992-
08.com.netapp:sn.64e65e6caae’711ef9668d039%ea951c4d6:subsystem.nvme
4

hostngn=ngn.2014-08.org.nvmexpress:uuid:4cd4cd4544-
0035-5910-804b-c2c04£444d33
\
+- nvmel02 tcp
traddr=192.168.21.20, trsvcid=4420,host traddr=192.168.21.1,src a
ddr=192.168.21.1 live non-optimized
+- nvmelbl tcp
traddr=192.168.21.21, trsvcid=4420,host traddr=192.168.21.1,src a
ddr=192.168.21.1 live optimized
+- nvmed tcp
traddr=192.168.20.20, trsvcid=4420, host traddr=192.168.20.1,src a
ddr=192.168.20.1 live non-optimized
+- nvmeb3 tcp
traddr=192.168.20.21, trsvcid=4420, host traddr=192.168.20.1,src a
ddr=192.168.20.1 live optimized

5. ISIFNetAppiEF BB NEINONTAP s 2 FEhE & B 1EHMI(E:
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7

nvme netapp ontapdevices -o column

BRI
Device Vserver Namespace Path
/dev/nvmelOnl vs_tcp rockylinuxlO /vol/voll0/ns10
NSID UUID Size

1 bbf51146-£fc64-4197-b8cf-8a24£6£359b3 21.47GB

JSON

nvme netapp ontapdevices -o json

bl

"ONTAPdevices": [
{
"Device":"/dev/nvmelOnl",
"Vserver":"vs tcp rockylinuxlQ0",
"Namespace Path":"/vol/voll0/nsl1O",
"NSID":1,
"UUID" :"bbf51146-fc64-4197-b8cf-8a24f6£359b3",
"Size":"21.47GB",
"LBA Data Size":4096,
"Namespace Size'":5242880

SR REREHERASMHEIE

Rocky Linux 10.x ZA1FONTAPZ 28 2 [E)i@1d NVMe/TCP R ENHFRNZ DI,

BNENFITHIEZHNE— DH-HMAC-CHAP ZHFRIEELZ £ H{HI0iE, "DH-HMAC-CHAP Z$HE NVMe
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EHEIEHIEH NON 5EEREENSHRIERRANAS. BENENELHITEMHIIE. NVMeEH =]
FAAVAR 5 X F T3 KEXBIE o

5 CLI S{ECE JSON XHEBELXLEFTNE R KIE. NRFEANFRENFRFAIEE AR dhchapZ A, M
& config JSON 4,
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L ITRE

EABSITRAERERETRNE NI,

-

Z3

1. FREXEHINQN:

cat /etc/nvme/hostngn

2. 9 Rocky Linux 10.x E#4 AL dhchap %A,

LUTFHIHEART "gen-dhchap-key sn S

nvime gen-dhchap-key -s optional secret -1 key length {32]48|64} -m
HMAC function {0]1]2]3} -n host ngn

. -s secret key in hexadecimal characters to be used to initialize
the host key

. -1 length of the resulting key in bytes

. -m HMAC function to use for key transformation

0 = none, 1- SHA-256, 2 = SHA-384, 3=SHA-512

. -n host NQN to use for key transformation

FEUTRAEIHR, BER—PENdhchapZiA. HFHMACIZE A3 (SHA-512),

nvme gen-dhchap-key -m 3 -n ngn.2014-
08.org.nvmexpress:uuid:4c4c4544-0035-5910-804b-c2c04£444d33
DHHC-

1:03:7z£8I9gaRcDWH3tCH5vLGaoyjzPIvwNiWusBfKdpJa+hialaKDKJQ2053pX3wYM9
xdv5DtKNNhJInZ7X8wU2RQpQIngc=:

3. 7ZZONTAPIEHIZE E. HINENFHIEE N dhchapZ$A:

vserver nvme subsystem host add -vserver <svm name> -subsystem
<subsystem> -host-ngn <host ngn> -dhchap-host-secret
<authentication host secret> -dhchap-controller-secret
<authentication controller secret> -dhchap-hash-function {sha-
256|sha-512} -dhchap-group {none|2048-bit|3072-bit|4096-bit|6144-
bit]8192-bit}

4. FNZIFARMHEBENEMNIRIESE: BRFMNE, EEV L. EZEIONTAPIEHIZSHIRIBINES S
WA EFEEdhchapZ$A
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472

nvme connect -t tcp -w <host-traddr> -a <tr-addr> -n <host ngn> -S
<authentication host secret> -C <authentication controller secret>

5. I&JF nvme connect authentication #3<. IIEFHFIZHIEEdhchapZih:

a. IIEFHdhchap®h:

cat /sys/class/nvme-subsystem/<nvme-subsysX>/nvme*/dhchap secret

ERBEREENTAREE

cat /sys/class/nvme-subsystem/nvme-subsysl/nvme*/dhchap secret
DHHC-

1:03: fMCrJharXUOgqRoIsOEaG6om2PHlyYvub5+z3jTmzEKUbcWu26I33b93b
112WR09XDho/1d3L45J+0FeCsStBEAfhYgkQU=:

DHHC-
1:03:fMCrJharXUOgRoIsOEaGom2PHlyYvu5+2z3jTmzEKUbcWu26I33b93b
112WR09XDho/1d3L45J+0FeCsStBEAfhYgkQU=:

DHHC-
1:03:fMCrJharXUOgRoIsOEaGom2PHlyYvu5+2z3jTmzEKUbcWu26I33b93b
112WR09XDho/1d3L45J+0FeCsStBEAfhYgkQU=:

DHHC-
1:03:fMCrJharXUOgRoIsOEaGom2PHlyYvu5+2z3jTmzEKUbcWu26I33b93b
112WR09XDho/1d3L45J+0FeCsStBEAfhYgkQU=:

b. I8iFiTHI28dhchap A :

cat /sys/class/nvme-subsystem/<nvme-
subsysX>/nvme*/dhchap ctrl secret



BN AEER A5

cat /sys/class/nvme-subsystem/nvme-
subsys6/nvme*/dhchap ctrl secret

DHHC- 1:03:7zf8I9gaRcDWH3tCH5vLGaoyjzPIvwNWusBfKdpJa+hia
1aKDKJQ2053pX3wYMIxdv5DtKNNhJIJInZ7X8wU2RQpQIngc=:

DHHC- 1:03:7zf8I9gaRcDWH3tCH5vLGaoyjzPIvwNWusBfKdpJa+hia
1aKDKJQ2053pX3wYMIxdv5DtKNNhJIJInZ7X8wU2RQpQIngc=:

DHHC- 1:03:7zf8I9gaRcDWH3tCHS5vLGaoyjzPIvwNWusBfKdpJdathia
1aKDKJQ2053pX3wYMIxdv5DtKNNhJIJInZ7X8wU2RQpQIngc=:

DHHC- 1:03:7zf8I9gaRcDWH3tCHS5vLGaoyjzPIvwNWusBfKdpJda+thia
1aKDKJQ2053pX3wYMIxdv5DtKNNhJIJInZ7X8wU2RQpQIngc=:

JSON

LONTAPITHIZE L EZ 1 NVMe FRAR AR, EAILUER /etc/nvme/config.json’ X5 “nvme
connect-all' &5 %,

R -0 KA L JSON X, BXREZIEELIEI, 1B521% NVMe connect-all £,

Bz
1. B2& JSON X4,

@ ELLTRBIH, dhchap key MMF “dhchap secret fl “dhchap ctrl key’
MMF “dhchap ctrl secreto
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Bl

cat /etc/nvme/config.json

[

"hostngn":"ngn.2014-08.org.nvmexpress:uuid:4c4c4544-0035-
5910-804b-c2c04£4444d33",

"hostid":"4c4c4544-0035-5910-804b-c2c04£444d33",

"dhchap key":"DHHC-
1:03:7zf8I9gaRcDWH3tCHS5vLGaoyjzPIvwNWusBfKdpJa+thialaKDKJQ2053pX3
WwYMIxdv5DtKNNhIInZ7X8wU2RQpQIngc=:",

"subsystems": [

{

"ngn":"ngn.1992-
08.com.netapp:sn.127ade26168811f0a50ed039%abb69%ad3:subsystem.inba
nd unidirectional",

"ports": [

{
"transport":"tcp",
"traddr":"192.168.20.17",
"host traddr":"192.168.20.1",
"trsvcid":"4420"

"transport":"tcp",
"traddr":"192.168.20.18",
"host traddr":"192.168.20.1",
"trsvcid":"4420"

"transport":"tcp",
"traddr":"192.168.21.18",
"host traddr":"192.168.21.1",
"trsvcid":"4420"

"transport":"tcp",
"traddr":"192.168.21.17",
"host traddr":"192.168.21.1",
"trsvcid":"4420"

2. fEconfig JSONXH1E#EEIONTAPIZ 28 :
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nvme connect-all -J /etc/nvme/config.json

Bl

traddr=192.168.20.20 is already connected
traddr=192.168.20.20 is already connected
traddr=192.168.20.20 is already connected
traddr=192.168.20.20 is already connected
traddr=192.168.20.20 is already connected
traddr=192.168.20.20 is already connected
traddr=192.168.20.20 is already connected
traddr=192.168.20.20 is already connected
traddr=192.168.20.21 is already connected
traddr=192.168.20.21 is already connected
traddr=192.168.20.21 is already connected
traddr=192.168.20.21 is already connected
traddr=192.168.20.21 is already connected
traddr=192.168.20.21 is already connected
traddr=192.168.20.21 is already connected
traddr=192.168.20.21 is already connected

3. WIFENFASMMENITHIZSE R ERBMA dhchap HlZ,

a. I¥iFEHldhchapZ$A:

cat /sys/class/nvme-subsystem/nvme-subsys0/nvme0/dhchap secret

UTFRFIERT dhchap Z$A:

DHHC-1:03:7z£8I9gaRcDWH3tCHS5vLGaoyjzPIvwNWusBfKdpJda+hial
aKDKJQ2053pX3wYMOxdv5DtKNNhIJInZ7X8wU2RQpQIngc=:

b. I8iF#EHI2§dhchapZ$A:

cat /sys/class/nvme-subsystem/nvme-

subsys0/nvme0/dhchap ctrl secret

pRNVAEZ=E VS b W AN Ll E T o
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DHHC-1:03:fMCrJharXUOgRoIsOEaG6om2PHlyYvu5+z33T
mzEKUbcWu26I33b93b112WR09XDho/1d3L45J+0FeCsStBEAfhYgkQU=:

E8y . EEEHIRM
=B ERIE#,

AdE Rocky Linux 9.x L 52 #F NVMe-oF F1ONTAP7Efi#&

Rocky Linux M ZFETFIHFEEN NVMe (NVMe/FC) F1ETF TCP B NVMe
(NVMe/TCP) X, FHZ1FIExFRana =Tialifhin] (ANA). ANA 15 iSCSI #1 FCP IR 15
R IEXFRZ R TTIAIE (ALUA) MM Z BRZRTHEE,

T #2A0{A 79 Rocky Linux 9.x BECE& NVMe over Fabrics (NVMe-oF) £#l. MNEEZHIFMINEEEE, 152
"Rocky Linux ONTAPZ#5F1ThAE",

NVMe-oF 5 Rocky Linux 9.x 7ZZ7E LA T EXIPEH:

* X ‘nvme disconnect-all iZm S M IR X G RAMBIEXH RS, FREaSBARARTRTE, BNEES
NVMe-TCP 3 NVMe-FC s &2 =ia]M SAN B RS _EHRITIEIEE,

$1F: (AIE)2ASANET

ERILECE A LUER SAN B REWHBEH RS AT B, ER"ERFIER TR TWIEER Linux BIER
%, ENBEISECER (HBA). HBA Eff. HBA B5h BIOS MIONTAPIRZASZ A X 1F SAN Bl

pZ
1. "83# NVMe 852 T a7 15 ERET I " o
2. 7£RR%528 BIOS H 5 SAN BEnhdn & = ieiET 2 AYiE O /ZF SAN BEf.

BXUNEIEA HBABIOS ISR, BS MM T AN,
3. EMRENHRIHEERAR T EBEHETIET.
H$ I8 2: L% Rocky Linux #1 NVMe B4 HIRIEENECE
7 NVMe-oF EEEFH, EBFEEREIHNMN NVMe G, BRAZKRE, HIIEEN NON iEE,
Bt

1. 7EARSS 288 £ &% Rocky Linux 9.x. RESEME, BRIANEIEITHREFIER Rocky Linux 9.x A1%:

uname -—-r

Rocky Linux R#ZARZs7: 451 :
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5.14.0-570.12.1.e19 6.x86 64

<stdin> FEIEREAIIES - include::_include/nvme/linux-validate-software-version-rockylinux.adoc[]

$ 1% 3. ECE NVMe/FC 71 NVMe/TCP

f$£F3 Broadcom/Emulex % Marvell/QLogic i&ECESECE NVMe/FC, fERFoh& M EFIR(ERLE
NVMe/TCP,
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NVMe/FC - {&i&/Emulex
JIBroadcom/Emulexi&fczsEc ENVMe/FC,

1. I ERRNERRE S EERXH.

a. BREEIZFR:

cat /sys/class/scsi host/host*/modelname

EBRERI TS

LPe36002-M64
LPe36002-M64

b. BRIERIEA:

cat /sys/class/scsi host/host*/modeldesc

BN ZERRUT LT R GRS

Emulex LightPulse LPe36002-M64 2-Port 64Gb Fibre Channel Adapter
Emulex LightPulse LPe36002-M64 2-Port 64Gb Fibre Channel Adapter

2. I NEFERNREINHIBroadcom 1pfc BN ERNIER:
a. BREIFRRZ:

cat /sys/class/scsi host/host*/fwrev

ZEn IR O E RS -

14.0.539.16, sli-4:6:d
14.0.539.16, sli-4:6:d

b. BRU TR TN TEF RS -

cat /sys/module/lpfc/version

U TROIER T EEHIEAFhR s :
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0:14.4.0.6

BXRZFNVEERENIZFMEFIRENRMTIR, BN ERFIERTAS

- JBISIE 1pfc_enable fc4 type IREN 3:

cat /sys/module/lpfc/parameters/lpfc enable fc4 type

- WIERBAIUEERSEFIKEO:

cat /sys/class/fc _host/host*/port name

T RAIEREOIRR:

0x2100f4c7aalcd7c?2
0x2100f4c7aalcd7c3

- WIEE g in L 2 S

cat /sys/class/fc host/host*/port state

EER L a

Online
Online

. IWIENVMe/FCEIiEFImAS BB EEmREAEE I .

cat /sys/class/scsi _host/host*/nvme info
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NVME Initiator Enabled

XRI Dist 1lpfcO Total 6144 IO 5894 ELS 250

NVME LPORT lpfcO WWPN x100000109b954518 WWNN x200000109b954518
DID x000000 ONLINE

NVME Statistics
LS: Xmt 0000000000 Cmpl 0000000000 Abort 00000000
LS XMIT: Err 00000000 CMPL: xb 00000000 Err 00000000
Total FCP Cmpl 0000000000000000 Issue 0000000000000000 OutIO
0000000000000000
abort 00000000 noxri 00000000 nondlp 00000000 gdepth
00000000 wgerr 00000000 err 00000000
FCP CMPL: xb 00000000 Err 00000000

NVME Initiator Enabled

XRI Dist 1lpfcl Total 6144 IO 5894 ELS 250

NVME LPORT lpfcl WWPN x100000109b954519 WWNN x200000109b954519
DID x020500 ONLINE

NVME Statistics
LS: Xmt 0000000000 Cmpl 0000000000 Abort 00000000
LS XMIT: Err 00000000 CMPL: xb 00000000 Err 00000000
Total FCP Cmpl 0000000000000000 Issue 0000000000000000 OutIO
0000000000000000
abort 00000000 noxri 00000000 nondlp 00000000 gdepth
00000000 wgerr 00000000 err 00000000
FCP CMPL: xb 00000000 Err 00000000

NVME Initiator Enabled

XRI Dist 1lpfc2 Total 6144 IO 5894 ELS 250

NVME LPORT lpfc2 WWPN x1000001090f044b1 WWNN x2000001090f044bl
DID x022a00 ONLINE

NVME RPORT WWPN x200bd039%ecaa’7dfc8 WWNN x2008d039eaa7dfc8
DID x021319 TARGET DISCSRVC ONLINE

NVME RPORT WWPN x2155d03%eaa7dfc8 WWNN x2154d039eaa7dfc8
DID x02130f TARGET DISCSRVC ONLINE

NVME RPORT WWPN x2001d039%eaa7dfc8 WWNN x2000d039eaa7dfc8
DID x021310 TARGET DISCSRVC ONLINE

NVME RPORT WWPN x200dd039%eaa’7dfc8 WWNN x2008d039eaa7dfc8
DID x020bl5 TARGET DISCSRVC ONLINE

NVME RPORT WWPN x2156d03%eaa7dfc8 WWNN x2154d039eaa7dfc8
DID x020b0d TARGET DISCSRVC ONLINE

NVME RPORT WWPN x2003d039%eaa’7dfc8 WWNN x2000d039%9eaa7dfc8
DID x020b10 TARGET DISCSRVC ONLINE



NVME Statistics
LS: Xmt 0000003049 Cmpl 0000003049 Abort 00000000
LS XMIT: Err 00000000 CMPL: xb 00000000 Err 00000000
Total FCP Cmpl 0000000018£9450b Issue 0000000018f5de57 OutIO
fffffffffffc994c
abort 000036d3 noxri 00000313 nondlp 00000c8d gdepth
00000000 wgerr 00000064 err 00000000
FCP CMPL: xb 000036dl Err 000fefOf

NVME Initiator Enabled

XRI Dist 1lpfc3 Total 6144 IO 5894 ELS 250

NVME LPORT lpfc3 WWPN x100000109bf044b2 WWNN x200000109bf044b2
DID x021b00 ONLINE

NVME RPORT WWPN x2062d03%eaa7dfc8 WWNN x2008d039%eaa7dfc8
DID x022915 TARGET DISCSRVC ONLINE

NVME RPORT WWPN x2157d039%eaa7dfc8 WWNN x2154d039%9eaa7dfc8
DID x02290f TARGET DISCSRVC ONLINE

NVME RPORT WWPN x2002d039%eaa7dfc8 WWNN x2000d039eaa7dfc8
DID x022910 TARGET DISCSRVC ONLINE

NVME RPORT WWPN x2065d039%eaa’7dfc8 WWNN x2008d039eaa7dfc8
DID x020119 TARGET DISCSRVC ONLINE

NVME RPORT WWPN x2158d03%eaa7dfc8 WWNN x2154d039%eaa7dfc8
DID x02010d TARGET DISCSRVC ONLINE

NVME RPORT WWPN x2004d039%eaa’7dfc8 WWNN x2000d039%eaa7dfc8
DID x020110 TARGET DISCSRVC ONLINE

NVME Statistics
LS: Xmt 0000002f2c Cmpl 0000002f2c Abort 00000000
LS XMIT: Err 00000000 CMPL: xb 00000000 Err 00000000
Total FCP Cmpl 000000001laaf3eb5 Issue 000000001aab4373 OutIO
fffffffffffcO04be
abort 000035cc noxri 0000038c nondlp 000009e3 gdepth
00000000 wgerr 00000082 err 00000000
FCP CMPL: xb 000035cc Err 000fcfcO

NVMe/FC - Marvell/QLogic
ZIMarvell/QLogici&fc2sBELENVMe/FC,

1. I RSB REEF M E A B S 2

cat /sys/class/fc _host/host*/symbolic name

LURRBE R T IR shiz A E iR -
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QLE2872 FW:v9.15.00 DVR:v10.02.09.300-k
QLE2872 FW:v9.15.00 DVR:v10.02.09.300-k

2. JBIIE gl2xnvmeenable BI8EH, X, Marveli&ZEi23E ] HENVMe/FCREITER .

cat /sys/module/gla2xxx/parameters/gl2xnvmeenable

FER%m 910
NVMe/TCP

NVMe/TCPIMY Az 35 B ohiEEIR(E, UM FohNIT NVMe/TCP EIEEZFA B IREA BRI
NVMe/TCP FRZ M & =lalo

1. KEBBIFREOSE I UELIFN NVMe/TCP LIF JREVA I B ETTEEUE:

nvme discover -t tcp -w host-traddr -a traddr
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nvme discover -t tcp -w 192.168.1.31 -a 192.168.1.24

Discovery Log Number of Records 20, Generation counter 25

trtype: tcp

adrfam: ipv4

subtype: current discovery subsystem

treq: not specified

portid: 4

trsvcid: 8009

subngn: ngn.1992-
08.com.netapp:sn.0fdbale74eb611ef9f50d03%eabbcbod:discovery
traddr: 192.168.2.25

eflags: explicit discovery connections, duplicate discovery
information

sectype: none

trtype: tcp

adrfam: ipv4

subtype: current discovery subsystem

treq: not specified

portid: 2

trsvcid: 8009

subngn: ngn.1992-
08.com.netapp:sn.0fdbale74eb611ef9f50d03%abbcbod:discovery
traddr: 192.168.1.25

eflags: explicit discovery connections, duplicate discovery
information

sectype: none

trtype: tcp

adrfam: ipv4

subtype: current discovery subsystem

treq: not specified

portid: 5

trsvcid: 8009

subngn: ngn.1992-
08.com.netapp:sn.0fdbale74eb611ef9f50d03%eabbcbod:discovery
traddr: 192.168.2.24

eflags: explicit discovery connections, duplicate discovery
information

sectype: none
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trtype: tcp

adrfam: ipv4

subtype: current discovery subsystem

treq: not specified

portid: 1

trsvcid: 8009

subngn: ngn.1992-
08.com.netapp:sn.0fdbale74eb611ef9f50d03%eabbcbod:discovery
traddr: 192.168.1.24

eflags: explicit discovery connections, duplicate discovery
information

sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem
treq: not specified
portid: 4

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.0fdbale74eb611ef9f50d039%abbcbod: subsystem.
Unidirectional DHCP NONE 1 3
traddr: 192.168.2.25
eflags: none

sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem
treq: not specified
portid: 2

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.0fdbale774eb611ef9f50d03%ecabbcbbd: subsystem.
Unidirectional DHCP NONE 1 4
traddr: 192.168.1.25
eflags: none

sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem
treq: not specified
portid: 5

trsveid: 4420

subngn: ngn.1992-
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08.com.netapp:sn.0fdbale74eb611ef9f50d03%eabbcbod: subsystem.
Unidirectional DHCP NONE 1 5

traddr: 192.168.2.24

eflags: none

sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem
treq: not specified
portid: 1

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.0fdbale’74eb611ef9f50d039%cabbcbbd: subsystem.
Unidirectional DHCP 2 2
traddr: 192.168.1.24
eflags: none

sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem
treq: not specified
portid: 4

trsvecid: 4420

subngn: ngn.1992-
08.com.netapp:sn.0fdbale74eb611ef9f50d03%eabbcbod: subsystem.
Unidirectional DHCP 2 3
traddr: 192.168.2.25
eflags: none

sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem
treq: not specified
portid: 2

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.0fdbale’74eb611ef9f50d039%cabbcbbd: subsystem.
Unidirectional DHCP 2 5
traddr: 192.168.1.25
eflags: none

sectype: none

trtype: tcp
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adrfam: ipv4

subtype: nvme subsystem
treq: not specified
portid: 5

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.0fdbale’74eb611ef9f50d03%cabbcbbd: subsystem.
Bidirectional DHCP 2 2
traddr: 192.168.2.24
eflags: none

sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem
treq: not specified
portid: 1

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.0fdbale74eb611ef9f50d03%eabbcbod: subsystem.
Bidirectional DHCP 2 3
traddr: 192.168.1.24
eflags: none

sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem
treq: not specified
portid: 4

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.0fdbale’74eb611ef9f50d039%eabbcbbd: subsystem.
Bidirectional DHCP 2 3
traddr: 192.168.2.25
eflags: none

sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem

treq: not specified

portid: 2

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.0fdbale774eb611ef9f50d03%ecabbcbbd: subsystem.
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Bidirectional DHCP NONE 2 4
traddr: 192.168.1.25
eflags: none

sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem
treq: not specified
portid: 5

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.0fdbale774eb611ef9f50d039%cabbcbbd: subsystem.
Bidirectional DHCP NONE 2 5
traddr: 192.168.2.24
eflags: none

sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem
treq: not specified
portid: 1

trsvecid: 4420

subngn: ngn.1992-
08.com.netapp:sn.0fdbale74eb611ef9f50d03%eabbcbod: subsystem.
Bidirectional DHCP NONE 2 6
traddr: 192.168.1.24
eflags: none

sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem
treqg: not specified
portid: 4

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.0fdbale’74eb611ef9f50d039%eabbcbbd: subsystem.
Bidirectional DHCP NONE 2 7
traddr: 192.168.2.25
eflags: none

sectype: none

trtype: tcp
adrfam: ipv4
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subtype: nvme subsystem

treq: not specified

portid: 2

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.0fdbale74eb611ef9f50d039%eabbcbod: subsystem.
Bidirectional DHCP NONE 2 8

traddr: 192.168.1.25

eflags: none

sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem

treq: not specified

portid: 5

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.0fdbale74eb611ef9f50d039%eabbcbbd: subsystem.nvme

_tep 2
traddr: 192.168.2.24
eflags: none

sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem
treq: not specified
portid: 1

trsvecid: 4420

subngn: ngn.1992-
08.com.netapp:sn.0f4bale74eb611ef9f50d03%eabbcbod: subsystem.
Bidirectional DHCP NONE 2 9
traddr: 192.168.1.24
eflags: none

sectype: none

2. ISIFE M NVMe/TCP J25h28-B45 LIF A& 2B 0 UK IHFREN AT B S m iR

nvme discover -t tcp -w host-traddr -a traddr
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nvme
nvme
nvme

nvme

’
|

3. iB1T nvme

discover -t tcp -w
discover -t tcp -w
discover -t tcp -w
discover -t tcp -w

connect-all ETPRHFAERIZIFHINVMe/TCPEIER-B#rSIP_LIETT

192.168.
192.168.
192.168.
192.168.

.31
.31
.31
.31

N P N

192.
192.
192.
192.

168.
168.
168.
168.

nvme connect-all -t tcp -w host-traddr -a traddr

Bl

nvme
nvme
nvme

nvme

M Rocky Linux 9.4 FF#&, NVMe/TCP BYI&E “ctrl_loss_tmo timeout' BEhi&E H“XiH"

connect-all
connect-all
connect-all
connect-all

* ERREUEARS (BRER) .
* BAFEFHEEERED ctrl_loss_tmo timeout £EABY "nvme connect' 3#& "nvme connect-all 85 (3%

W) o

* MREERIZHEE, NVMe/TCP IZHISBZ AR, HEZTIRAAMMREER,

FIZ 4:

ONTAPTEIRAIZH a3 #x P &
Broadcom NVMe/FC A& H 1MB K/N8Y 1/0 153K, ERAZIGAN "Ipfc BIHME “Ipfc_sg_seg_cnt'Z

64 LY 256,

() xuesm

p

(713€) 9 NVMe/FC EH 1MB 1/0
BRAFIEEHE A/ (MDTS) 4 8, XEMKERK /0 iERA/NTE 1MB, BM

1. %% "Ipfc_sg_seg_cnt BEILE 79256

tcp —-w
tcp -w
tcp -w
tcp —-w

RERFIZENVMe/FCEHLo

cat /etc/modprobe.d/lpfc.conf

192.
192.
192.
192.

168.
168.
168.
168.

N P, N

.31
.31
.31
.31

N NN

.24
.24
.25
.25

192.
192.
192.
192.

|:|

168.
168.
168.
168.

FS]liee

N PN

.24
.24
.25
.25

SHMEOAE
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BNIZEBFIRMF AT RAIBVE S

options lpfc lpfc sg seg cnt=256

2. J&97 ‘dracut -f S8 L HEFBEHEN.
3. IWIFMERT Ipfc_sg_seg_cnt }9256:

cat /sys/module/lpfc/parameters/lpfc_sg seg cnt

HIE 5: I5IF NVMe BEHIRS

X “nvmefc-boot-connections.service 1 “nvmf-autoconnect.service' NVMe/FC R EIZHIRBtHARSS "nvme-cli’ &

FKEEHEY, RHE=BIEA.
BoisERE, WiE nvmefc-boot-connections.service 1 “nvmf-autoconnect.service' BEIIRSZ E R FHo

p

1. IFE A nvmf-autoconnect.service' B2 :

systemctl status nvmf-autoconnect.service

btk

nvmf-autoconnect.service - Connect NVMe-oF subsystems automatically
during boot

Loaded: loaded (/usr/lib/systemd/system/nvmf-
autoconnect.service; enabled; preset: disabled)

Active: inactive (dead)

Jun 10 04:06:26 SR630-13-201.lab.eng.btc.netapp.in systemd[1]:
Starting Connect NVMe-oF subsystems automatically during boot...

Jun 10 04:06:26 SR630-13-201.lab.eng.btc.netapp.in systemd[1]: nvmf-
autoconnect.service: Deactivated successfully.

Jun 10 04:06:26 SR630-13-201.lab.eng.btc.netapp.in systemd[1]:
Finished Connect NVMe-oF subsystems automatically during boot.

2. BIIFEE ‘nvmefc-boot-connections.service' B/E A :

systemctl status nvmefc-boot-connections.service
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btk

nvmefc-boot-connections.service - Auto-connect to subsystems on FC-
NVME devices found during boot

Loaded: loaded (/usr/lib/systemd/system/nvmefc-boot-
connections.service; enabled; preset: enabled)

Active: inactive (dead) since Tue 2025-06-10 01:08:36 EDT; 2h
59min ago

Main PID: 7090 (code=exited, status=0/SUCCESS)
CPU: 30ms

Jun 10 01:08:36 localhost systemd[l]: Starting Auto-connect to
subsystems on FC-NVME devices found during boot...

Jun 10 01:08:36 localhost systemd[1l]: nvmefc-boot-
connections.service: Deactivated successfully.

Jun 10 01:08:36 localhost systemd[l]: Finished Auto-connect to

subsystems on FC-NVME devices found during boot.

S 6. WIFZKRRRE
BIFRIZNVMe ZBRIZIRE. ANAKRSHIONTAPS B B2 HEMRFNVMe-oF iR E,

HIE
1. WIFRTERBARIZNVMeZiRE:

cat /sys/module/nvme core/parameters/multipath

eVE=E VAR K

2. IBIFHERNONTAPE & FERYE HNVMe-oF IR & (B30, B Si&E AINetApp ONTAPITHIZE. & Fiiopolicyi&
BRNER RS EfRIREEN L
a. B RFRG:

cat /sys/class/nvme-subsystem/nvme-subsys*/model

NV =gl V@ T
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NetApp ONTAP Controller
NetApp ONTAP Controller

b. BRI

cat /sys/class/nvme-subsystem/nvme-subsys*/iopolicy

NVE=EIVER K

round-robin

round-robin

3. WIER BB TN LEHEMH AL I r& =8

nvme list

Bl

/dev/nvmednl 81Ix2BVuekWcAAAAAAARB NetApp ONTAP Controller

Namespace Usage Format FW Rev

1 21.47 GB / 21.47 GB 4 KiB + 0 B FFFFFFEF

4. WIESMREITHIZERESEE NENRSERS AR EHNANAKRE:
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NVMe/FC

nvme list-subsys /dev/nvmedn5

Bl

nvme-subsys4 - NQN=ngn.1992-
08.com.netapp:sn.3ab5d31£f5502c11ef9f50d039%eabbcbbd: subsystem.nvme
1

hostngn=ngn.2014-08.org.nvmexpress:uuid:ebdade6cd-
21e6d-
llec-b7bb-7ed30a5482c3
iopolicy=round-robin\
+- nvmel fc traddr=nn-0x2082d039%eaa7dfc8:pn-
0x2088d039%eaa7dfc8,host traddr=nn-0x20000024f£f752e6d:pn-
0x21000024£f£f752e6d live optimized
+- nvmel2 fc traddr=nn-0x2082d039%eaa7dfc8:pn-
0x208ad03%eaa7dfc8,host traddr=nn-0x20000024ff752e6d:pn-
0x21000024£f£f752e6d live non-optimized
+- nvmel0 fc traddr=nn-0x2082d03%eaa7dfc8:pn-
0x2087d03%eaa7dfc8,host traddr=nn-0x20000024ff752e6c:pn-
0x21000024£ff752e6¢c live non-optimized
+- nvme3 fc traddr=nn-0x2082d039%eaa7dfc8:pn-
0x2083d039%eaa7dfc8,host traddr=nn-0x20000024f£f752e6c:pn-
0x21000024ff752e6c live optimized

NVMe/TCP

nvme list-subsys /dev/nvmelnl
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nvme-subsysb - NQN=ngn.1992-
08.com.netapp:sn.0fdbale74eb611ef9f50d039%abbcbod: subsystem.nvme
_tcp_ 3
hostngn=ngn.2014-08.org.nvmexpress:uuid:4c4c4544-0035-5910-804b-
b5c04£444d33

iopolicy=round-robin

\

+- nvmel3 tcp

traddr=192.168.2.25,trsvcid=4420,host traddr=192.168.2.31,
src_addr=192.168.2.31 live optimized

+- nvmeld tcp

traddr=192.168.2.24,trsvcid=4420,host traddr=192.168.2.31,
src_addr=192.168.2.31 live non-optimized

+- nvmeb tcp

traddr=192.168.1.25,trsvcid=4420,host traddr=192.168.1.31,
src_addr=192.168.1.31 live optimized

+- nvmeb6 tcp

traddr=192.168.1.24,trsvcid=4420,host traddr=192.168.1.31,
src_addr=192.168.1.31 live non-optimized

S. FIENetAppiF B E NENONTAP & Fa)ig & B RIEMINE:
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nvme netapp ontapdevices -o column

2Rl
Device Vserver Namespace Path
/dev/nvmelnl linux_ tcnvme iscsi

/vol/tcpnvme 1 0 O/tcpnvme ns

NSID UUID Size
1 5£7£630d-8eab5-407£-a490-484b9%5b15dd6 21.47GB
JSON

nvme netapp ontapdevices -o json

Bl

"ONTAPdevices": [
{

"Device":"/dev/nvmelnl",
"Vserver":"linux tcnvme iscsi",

"Namespace Path":"/vol/tcpnvme 1 0 0/tcpnvme ns",
"NSID":1,

"UUID":"5f7£630d-8ea5-407f-a490-484b95bl5dde",
"Size":"21.47GBR",
"LBA Data Size":4096,
"Namespace Size'":5242880
by

TR, REREHASHRIE

Rocky Linux 9x EHFONTAPIZH2EZ [E)@:d NVMe/TCP ZiFRLMHMHN S 15301k,
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FPENFIEFIGEUAS— DH-HMAC-CHAP ZARIRBEL £ HNYIE, "DH-HMAC-CHAP Z1AZ NVMe
ENITHIZEE NON SEEREENSHINERANAS, ENENETHITHMIIE. NVMeESTH2E
BAURFNS W F T REXEVE Ho

M CLI {EZE JSON XHIRBEREFAE NI, MRBEARNBDNFRAIEERBMNdhchapZZE. MHMR
s config JSSONX 4,
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HTRE
FERESSITAEmSBELSHRNS DI,
g

1. FREXEHINQN:

cat /etc/nvme/hostngn

2. 79 Rocky Linux 9.x FEH14RL dhchap %A,

PUTFHIHERT "gen-dhchap-key @n S

nvime gen-dhchap-key -s optional secret -1 key length {32]48|64} -m
HMAC function {0]1]2]3} -n host ngn

-s secret key in hexadecimal characters to be used to initialize
the host key

. -1 length of the resulting key in bytes

. -m HMAC function to use for key transformation
0 = none, 1- SHA-256, 2 = SHA-384, 3=SHA-512

. -n host NQN to use for key transformation

FEUTRAEIHR, BER—PENdhchapZiA. HFHMACIZE A3 (SHA-512),

nvme gen-dhchap-key -m 3 -n ngn.2014-
08.org.nvmexpress:uuid:ecdade6d-216d-1lec-b7bb-7ed30a5482c3
DHHC-

1:03:wSpuuKbBHTzCOW9JZxMBsYdOJFV8Si%9aDh22k2BR/4m852vH7KGlrJeMpzhmyjD
WOo0PJJIM6yZsTeEpGkDHMHQ255+g=":

3. ZZFONTAPIEHIZE L. RINENFHIEEF N dhchapZEiA:

vserver nvme subsystem host add -vserver <svm name> -subsystem
<subsystem> -host-ngn <host ngn> -dhchap-host-secret
<authentication host secret> -dhchap-controller-secret
<authentication controller secret> -dhchap-hash-function {sha-

256 |sha-512} -dhchap-group {none|2048-bit|3072-bit|4096-bit|6144-
bit|8192-bit}

4. ENZIFFAMEENE MRS Z: BEFANE. EEV L. EZEIONTAPIEHI S HIRIEFMES 1R
WA 7EISEdhchap®aa
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nvme connect -t tcp -w <host-traddr> -a <tr-addr> -n <host ngn> -S
<authentication host secret> -C <authentication controller secret>

5. I&JF nvme connect authentication #3<. IIEFHFIZHIEEdhchapZih:

a. IIEFHdhchap®h:

cat /sys/class/nvme-subsystem/<nvme-subsysX>/nvme*/dhchap secret

ERBEREENTAREE

cat /sys/class/nvme-subsystem/nvme-subsysl/nvme*/dhchap secret
DHHC-1:01:CNxTYqg73T9vJk0JpOfDBZrhDCgpWBN4XVZI5SWxwPgDUi1eHA] :
DHHC-1:01:CNxTYq73T9vJk0JpOfDBZrhDCgpWBN4XVZISWxwPgDUieHA] :
DHHC-1:01:CNxTYq73T9vJk0JpOfDBZrhDCapWBN4XVZISWxwPgDUieHA] :
DHHC-1:01:CNxTYqg73T9vJk0JpOfDBZrhDCqpWBN4XVZI5SWxwPgDUi1eHA] :

b. I8iFizHI28dhchap® A :

cat /sys/class/nvme-subsystem/<nvme-
subsysX>/nvme*/dhchap ctrl secret

BN AE BTG5

cat /sys/class/nvme-subsystem/nvme-
subsys6/nvme*/dhchap ctrl secret

DHHC-
1:03:wSpuuKbBHTzCOW9JZxMBsYdOJFV8Si%9aDh22k2BR/4m852vH7KGlrJeMp
zhmyjDWOoOPJJIM6yZsTeEpGkDHMHQ255+g=:

DHHC-
1:03:wSpuuKbBHTzCOW9JZxMBsYdOJFV8Si%9aDh22k2BR/4m852vH7KG1lrJeMp
zhmyjDWOoOPJJIM6yZsTeEpGkDHMHQ255+g=:

DHHC-
1:03:wSpuuKbBHTzCOW9JZxMBsYdOJFV8Si%9aDh22k2BR/4m852vH7KGlrJeMp
zhmyjDWOoOPJJIM6yZsTeEpGkDHMHQO255+g=":

DHHC-
1:03:wSpuuKbBHTzCOW9JZxMBsYdOJFV8Si%9aDh22k2BR/4m852vH7KG1lrJeMp
zhmyjDWOoOPJJIM6yZsTeEpGkDHMHQ255+g=":



JSON

L ONTAPIZHIZR LB Z 1 NVMe FRZ TR, EBILAER “/etc/nvme/config.json' X5 ‘nvme
connect-all &%,

R -0 ETRER JSON X, BXEZIBEEIN, 15517 NVMe connect-all FA T,

P
1. B2E JSON X4,

(D ELLTTRBIH, dhchap key MMF “dhchap secret '# “dhchap ctrl key’
MRF “dhchap ctrl secreto
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cat /etc/nvme/config.json
[

{
"hostngn":"ngn.2014-08.org.nvmexpress:uuid: 9796clec-0d34-11eb-
b6b2-3a68dd3bab57",
"hostid":"b033cd4fdedb4724adb48655bfb55448",
"dhchap key":" DHHC-
1:01:CNxTYq73T9vIk0JpOfDBZrhDCOpWBN4XVZI5WxwPgDUieHAL : "
by
{
"hostngn":"ngn.2014-08.org.nvmexpress:uuid:4c4c4544-0035-5910-

804b-b5c04£444d33",
"subsystems": [
{
"ngn":"ngn.1992-

08.com.netapp:sn.0fdbale74eb611ef9f50d039%abocb6d: subsystem.bidi
r DHCP",
"ports": [
{
"transport":"tcp",
"traddr":" 192.168.1.24 ",

"host traddr":" 192.168.1.31 ",

"trsvcid":"4420",

"dhchap ctrl key":"DHHC-

1:03:
wSPpUuKbBHTzCOWIJZxMBsYd9JFV8319aDh22k2BR/4m852vH7KGlrJeMpzhmyjDW
0o0PJJM6yZsTeEpGkDHMHQ255+g=:"

bo
{

"transport":"tcp",
"traddr":" 192.168.1.25 ",
"host traddr":" 192.168.1.31",

"trsvcid":"4420",

"dhchap ctrl key":"DHHC-

1:03:
wSPUUKbBHTzCOW9JZXMBsYd9JFV8S19aDh22k2BR/4m852vH7KGlrJeMpzhmyjDW
Oo0PJJIM6byZsTeEpGkDHMHQ255+g=:"

by
{

"transport":"tcp",
"traddr":" 192.168.2.24 ",
"host traddr":" 192.168.2.31",
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"trsvcid":"4420",

"dhchap ctrl key":"DHHC-

1:03:
wSpUuuKbBHTzCOW9IJZxMBsYd9JFV8S1i9aDh22k2BR/4m852vH7KGlrJeMpzhmyjDW
0o0PJJMbyZsTeEpGkDHMHQ255+g=:"

by
{

"transport":"tcp",
"traddr":" 192.168.2.25 ",
"host traddr":" 192.168.2.31",

"trsvcid":"4420",

"dhchap ctrl key":"DHHC-

1:03:
wSPpUuuKbBHTzCOWIJZxMBsYd9JFV8319aDh22k2BR/4m852vH7KG1lrJeMpzhmyjDW
0Oo0PJJM6yZsTeEpGkDHMHQ255+g=:"

}

2. f£Fconfig JSONX 1% EIONTAPIZ 28 :

nvme connect-all -J /etc/nvme/config.json
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already connected to hostngn=ngn.2014-
08.org.nvmexpress:uuid:4c4c4544-0035-5910-804b-
b5c04£444d33, ngn=nqgn.1992-
08.com.netapp:sn.8dde3be2cc7cllefb777d03%abbcbod: subsystem.
bidi

r DHCP, transport=tcp, traddr=192.168.1.25, trsvcid=4420
already connected to hostngn=ngn.2014-
08.org.nvmexpress:uuid:4c4c4544-0035-5910-804b-
b5c04£444d33, ngn=nqn.1992-
08.com.netapp:sn.8dde3be2cc7cllefb777d03%eabbcbod: subsystem.
bidi

r DHCP, transport=tcp, traddr=192.168.2.25, trsvcid=4420
already connected to hostngn=ngn.2014-
08.org.nvmexpress:uuid:4c4c4544-0035-5910-804b-
b5c04£f444d33, ngn=nqgn.1992-
08.com.netapp:sn.8dde3be2cc7cllefb777d03%abbcbod: subsystem.
bidi

r DHCP, transport=tcp,traddr=192.168.1.24,trsvcid=4420
already connected to hostngn=ngn.2014-
08.org.nvmexpress:uuid:4c4c4544-0035-5910-804b-
b5c04£f444d33, ngn=nqgn.1992-
08.com.netapp:sn.8dde3be2cc7cllefb777d03%abbcbod: subsystem.
bidi

r DHCP, transport=tcp, traddr=192.168.2.24,trsvcid=4420

3. WIFRHEENENFRSAMMENITHIEE B FAdhchap@hd

a. I9IFFAldhchapiA:

cat /sys/class/nvme-subsystem/nvme-subsys0/nvme0/dhchap secret

UTFRBIERT dhchap Z$A:

DHHC-1:01:CNxTYq73T9vJk0JIJpOfDBZrhDCgpWBN4XVZI5SWxwPgDUieHA] :

b. I&IFFHI2Edhchap®iA:

cat /sys/class/nvme-subsystem/nvme-
subsys0/nvme0/dhchap ctrl secret
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TN IZERIERMMTF LU R GRS |

DHHC-
1:03:wSpuuKbBHTzCOWOJZxMBsYd9JFV8Si9aDh22k2BR/4m852vH7KGlrJeMpzhmyjD
WOoO0PJJIM6OyZsTeEpGkDHMHQ255+g=":

E8Y . BEFEEHIM
B BRI,
ECE Rocky Linux 8.x LL3Z#F NVMe-oF HIONTAP7Z{i#

Rocky Linux FENZHFEFHLFBEER NVMe (NVMe/FC) Fl1ETF TCP B9 NVMe
(NVMe/TCP) ¥, HZ1FIEXFRerR=TIaliAh1a) (ANA), ANA 125 iSCSI 1 FCP If1%
RRVIEXFRIZ B TTIAIE) (ALUA) FHBIZERIZINEE,

T #2A{A1 59 Rocky Linux 8.x EZ& NVMe over Fabrics (NVMe-oF) £#l. MNEESHIFMNINEEEE, 158
"Rocky Linux ONTAPZ#5#1ThAE",

NVMe-oF 5 Rocky Linux 8.x ZZ{E LA T EX1RH:

* BRIAIHER NVMe-oF 1iXAY SAN BEf,
* 7 Rocky Linux 8.x f1, NVMe-oF 41 EFIAZA NVMe ZEREFRIANCTFERRS; BXNFEIERTE,
* BFEIEE, NVMe/TCP aJ{ERFE AR SEER,

$E 1. K3 Rocky Linux 1 NVMe B4 H I ZHACE
ZE5) NVMe-oF FEE |, BEELEIHM NVMe B4, BELKRE, HIIFEH, NQN BBE,

T’
1. 7EARSS 88 £ L% Rocky Linux 8.x. REESEMGE, ERINEIEITHREFIER Rocky Linux 8.x A1%:

uname -—-r

Rocky Linux R#ZiRZs7 451 :

5.14.0-570.12.1.e19 6.x86 64

<stdin> PEFEEREITEIFES - include::_include/nvme/linux-validate-software-version-rockylinux.adocf]
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H 12 2: BZE NVMe/FC 1 NVMe/TCP

{$£F3 Broadcom/Emulex 3% Marvell/QLogic i&EC2SECE NVMe/FC, fERFoha M EFIR(FRE
NVMe/TCP,
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NVMe/FC - {&i&/Emulex
JIBroadcom/Emulexi&fczsEc ENVMe/FC,

1. WIFEERNEERESEES T
a. BRRREIR:

cat /sys/class/scsi host/host*/modelname
NVE=E V@R il

LPe36002-M64
LPe36002-M64

b. BRIERIEA:
cat /sys/class/scsi host/host*/modeldesc
BN ZRBFIRMUT AT RAEIBY

Emulex LightPulse LPe36002-M64 2-Port 64Gb Fibre Channel Adapter
Emulex LightPulse LPe36002-M64 2-Port 64Gb Fibre Channel Adapter

2. I NEFERNREINHIBroadcom 1pfc BN ERNIER:
a. BREIFRRZ:

cat /sys/class/scsi host/host*/fwrev
ZEn IR O E RS -

14.4.317.10, sli-4:6:d
14.4.317.10, sli-4:6:d

b. BRI FEIRENIZF A
cat /sys/module/lpfc/version’

U TROIER T EEHIEAFhR s :
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0:14.4.0.2

BXRZFNVEERENIZFMEFIRENRMTIR, BN ERFIERTAS

- WIEATIERMIH RS 1pfc_enable fcd type IKEN 3!

cat /sys/module/lpfc/parameters/lpfc enable fc4 type

- WIERBAIUEERSEFIKEO:

cat /sys/class/fc _host/host*/port name

T RAIEREOIRR:

0x1000001090£044bl
0x100000109b£044b2

- WIEE g in L 2 S

cat /sys/class/fc host/host*/port state

EER L a

Online
Online

. IWIENVMe/FCEIiEFImAS BB EEmREAEE I .

cat /sys/class/scsi _host/host*/nvme info


https://mysupport.netapp.com/matrix/
https://mysupport.netapp.com/matrix/
https://mysupport.netapp.com/matrix/
https://mysupport.netapp.com/matrix/
https://mysupport.netapp.com/matrix/
https://mysupport.netapp.com/matrix/
https://mysupport.netapp.com/matrix/
https://mysupport.netapp.com/matrix/
https://mysupport.netapp.com/matrix/
https://mysupport.netapp.com/matrix/
https://mysupport.netapp.com/matrix/
https://mysupport.netapp.com/matrix/
https://mysupport.netapp.com/matrix/
https://mysupport.netapp.com/matrix/
https://mysupport.netapp.com/matrix/

Bl

NVME Initiator Enabled

XRI Dist 1lpfc2 Total 6144 IO 5894 ELS 250

NVME LPORT lpfc2 WWPN x100000109bf044bl WWNN x200000109bf044bl
DID x022a00 ONLINE

NVME RPORT WWPN x202fd039%ecaa’7dfc8 WWNN x202cd039eaa7dfc8
DID x021310 TARGET DISCSRVC ONLINE
NVME RPORT WWPN x202dd03%eaa7dfc8 WWNN x202cd039%eaa7dfc8

DID x020b10 TARGET DISCSRVC ONLINE

NVME Statistics
LS: Xmt 0000000810 Cmpl 0000000810 Abort 00000000
LS XMIT: Err 00000000 CMPL: xb 00000000 Err 00000000
Total FCP Cmpl 000000007b098f07 Issue 000000007aee27c4 OutIO
ffffffffffed98bd
abort 000013b4 noxri 00000000 nondlp 00000058 gdepth
00000000 wgerr 00000000 err 00000000
FCP CMPL: xb 000013b4 Err 00021443

NVME Initiator Enabled

XRI Dist 1lpfc3 Total 6144 IO 5894 ELS 250

NVME LPORT lpfc3 WWPN x100000109bf044b2 WWNN x2000001090f044b2
DID x021b00 ONLINE

NVME RPORT WWPN x2033d03%eaa7dfc8 WWNN x202cd039%eaa7dfc8
DID x020110 TARGET DISCSRVC ONLINE
NVME RPORT WWPN x2032d03%eaa’7dfc8 WWNN x202cd039%eaa7dfc8

DID x022910 TARGET DISCSRVC ONLINE

NVME Statistics
LS: Xmt 0000000840 Cmpl 0000000840 Abort 00000000
LS XMIT: Err 00000000 CMPL: xb 00000000 Err 00000000
Total FCP Cmpl 000000007afd4434 Issue 000000007ae31b83 OutIO
ffffffffffebd74£
abort 000014a5 noxri 00000000 nondlp 0000006a gdepth
00000000 wgerr 00000000 err 00000000
FCP CMPL: xb 000014a5 Err 0002149a

NVMe/FC - Marvell/QLogic
7IMarvell/QLogiciaft2sfc ENVMe/FCo

1. IR S EERITR RS AR R a2 7 FE (- hie s -
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cat /sys/class/fc host/host*/symbolic name

TR SR T Rehi2 R E RS

QLE2742 FW:v9.14.00 DVR:v10.02.09.200-k
QLE2742 FW:v9.14.00 DVR:v10.02.09.200-k

2. JEIIE gl2xnvmeenable BI&E. X, Marveli&fitzs@r HYENVMe/FCRTHIEF:

cat /sys/module/glaZxxx/parameters/gl2xnvmeenable

TiHR%E /910
NVMe/TCP

NVMe/TCP MY A 235 B ohiEiEiefE, 8k, ErILUEIHIT NVMe/TCP K& NVMe/TCP F&R %M e
& Z58) "connect 2#& connect-all' F&hig{E.

1. KE BRI ORE A U ES 1 NVMe/TCP LIF FENA I B ETTEEIE:

nvme discover -t tcp -w host-traddr -a traddr
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nvme discover -t tcp -w 192.168.1.31 -a 192.168.1.24
Discovery Log Number of Records 20, Generation counter 25

trtype: tcp

adrfam: ipv4

subtype: current discovery subsystem

treq: not specified

portid: 4

trsvcid: 8009

subngn: ngn.1992-
08.com.netapp:sn.0fdbale74eb611ef9f50d03%abbcbod:discovery
traddr: 192.168.2.25

eflags: explicit discovery connections, duplicate discovery
information

sectype: none

trtype: tcp

adrfam: ipv4

subtype: current discovery subsystem

treq: not specified

portid: 2

trsvcid: 8009

subngn: ngn.1992-
08.com.netapp:sn.0fdbale74eb611ef9f50d03%eabbcbod:discovery
traddr: 192.168.1.25

eflags: explicit discovery connections, duplicate discovery
information

sectype: none

trtype: tcp

adrfam: ipv4

subtype: current discovery subsystem

treq: not specified

portid: 5

trsvcid: 8009

subngn: ngn.1992-
08.com.netapp:sn.0fdbale74eb611ef9f50d03%abbcbod:discovery
traddr: 192.168.2.24

eflags: explicit discovery connections, duplicate discovery
information

sectype: none

trtype: tcp
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adrfam: ipv4

subtype: current discovery subsystem

treq: not specified

portid: 1

trsvcid: 8009

subngn: ngn.1992-
08.com.netapp:sn.0fdbale74eb611ef9f50d039%abbcb6d:discovery
traddr: 192.168.1.24

eflags: explicit discovery connections, duplicate discovery
information

sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem

treq: not specified

portid: 4

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.0fdbale74eb611ef9f50d03%eabbcbbd: subsystem.nvme

_tep 1

traddr: 192.168.2.25
eflags: none
sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem

treqg: not specified

portid: 2

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.0fdbale’74eb611ef9f50d039%eabbcbbd: subsystem.nvme

_tep 1
traddr: 192.168.1.25
eflags: none

sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem

treq: not specified

portid: 5

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.0fdbale774eb611ef9f50d03%eabbcbbd: subsystem.nvme



_tep 1

traddr: 192.168.2.24
eflags: none
sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem

treq: not specified

portid: 1

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.0fdbale’74eb611ef9£f50d039%eabbcbbd: subsystem.nvme

_tep 1
traddr: 192.168.1.24
eflags: none

sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem

treq: not specified

portid: 4

trsvecid: 4420

subngn: ngn.1992-
08.com.netapp:sn.0fdbale74eb611ef9f50d03%eabbcbbd: subsystem.nvme

_tcp 4
traddr: 192.168.2.25
eflags: none

sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem

treqg: not specified

portid: 2

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.0fdbale’74eb611ef9f50d039%eabbcbbd: subsystem.nvme

_tcp 4
traddr: 192.168.1.25
eflags: none

sectype: none

trtype: tcp
adrfam: ipv4
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subtype: nvme subsystem

treq: not specified

portid: 5

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.0fdbale74eb611ef9f50d039%eabbcbod: subsystem.nvme

_tcp 4
traddr: 192.168.2.24
eflags: none

sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem

treq: not specified

portid: 1

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.0fdbale74eb611ef9f50d039%eabbcbbd: subsystem.nvme

_tcp 4
traddr: 192.168.1.24
eflags: none

sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem

treq: not specified

portid: 4

trsvecid: 4420

subngn: ngn.1992-
08.com.netapp:sn.0fdbale74eb611ef9f50d039%eabbcbbd: subsystem.nvme

_tcp_ 3
traddr: 192.168.2.25
eflags: none

sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem

treq: not specified

portid: 2

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.0fdbale’74eb611ef9f50d039%eabbcbbd: subsystem.nvme
tcp 3
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traddr: 192.168.1.25
eflags: none
sectype: none

trtype: tep

adrfam: ipv4

subtype: nvme subsystem

treq: not specified

portid: 5

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.0fdbale74eb611ef9f50d03%eabbcbod: subsystem.nvme

_tcp_ 3
traddr: 192.168.2.24
eflags: none

sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem

treq: not specified

portid: 1

trsvcid: 4420

subngn: nqgn.1992-
08.com.netapp:sn.0fdbale74eb611ef9f50d03%eabbcbbd: subsystem.nvme

_tep 3
traddr: 192.168.1.24
eflags: none

sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem

treq: not specified

portid: 4

trsveid: 4420

subngn: ngn.1992-
08.com.netapp:sn.0fdbale74eb611ef9f50d039%eabbcbod: subsystem.nvme

_tcp 2
traddr: 192.168.2.25
eflags: none

sectype: none
trtype: tcp

adrfam: ipv4
subtype: nvme subsystem
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treq: not specified

portid: 2

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.0fdbale74eb611ef9f50d03%eabbcbbd: subsystem.nvme

_tep 2

traddr: 192.168.1.25
eflags: none
sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem

treq: not specified

portid: 5

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.0fdbale74eb611ef9f50d039%abbcb6d: subsystem.nvme

_tcp 2

traddr: 192.168.2.24
eflags: none
sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem

treq: not specified

portid: 1

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.0fdbale774eb611ef9f50d03%eabbcbbd: subsystem.nvme

_tep 2
traddr: 192.168.1.24
eflags: none

sectype: none

2. BIFEHMNVMe/TCPRENTER-BTLIFAE BT REISIHREN A I B ETTmEiE:

nvme discover -t tcp -w host-traddr -a traddr



Bl

nvme
nvme
nvme

nvme

’
|

3. iB1T nvme

discover -t tcp -w
discover -t tcp -w
discover -t tcp -w
discover -t tcp -w

connect-all ETPRHFAERIZIFHINVMe/TCPEIER-B#rSIP_LIETT

192.168.
192.168.
192.168.
192.168.

.31
.31
.31
.31

N P N

192.
192.
192.
192.

168.
168.
168.
168.

nvme connect-all -t tcp -w host-traddr -a traddr

Bl

nvme
nvme
nvme

nvme

S8 3: \%, EA NVMe/FC B9 1MB 1/0,

connect-all
connect-all
connect-all
connect-all

tcp —-w
tcp -w
tcp -w
tcp —-w

192.
192.
192.
192.

168.
168.
168.
168.

N P, N

.31
.31
.31
.31

N NN

.24
.24
.25
.25

192.
192.
192.
192.

|:|

168.
168.
168.
168.

N PN

.24
.24
.25
.25

&R LUAERE T Broadcom iE&ED28HI NVMe/FC B 1MB A/ 1/0 53R, ONTAPTEIRFIIE %J%E‘&?EEF'?E&:E’J
BRABIEER A/ (MDTS) A 8, XEMKERAIOBRA/NZZ A1 MB, EXH 1MB ANV I/0 315K, &

TEIENN Ipfc_sg_seg_cnt SEMERINE 64 B 256,

(D)  xeESBEREEFBENMFCEHL.

p

1. %% "Ipfc_sg_seg_cnt' BEIGE }7256:

cat /etc/modprobe.d/lpfc.conf

options lpfc lpfc sg seg cnt=256

2. 3&1T “dracut -f #p

3. WIEER

SHEMZBEN.
7 “Ipfc_sg_seg_cnt /9256
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cat /sys/module/lpfc/parameters/lpfc sg seg cnt

SR 4 WIS KRIFEE
IIFRZNVMe ZERIZIRE. ANAKRSHIONTAPH Z T B2 EHEAFNVMe-oF it E,

P
1. WIFRTERBANIZNVMeZiRE:

cat /sys/module/nvme core/parameters/multipath

ERER N

2. IOUFAERZONTAPHS & FERYIE INVMe-oF I E (a0, B SR E JINetApp ONTAPITHIZS. faZFiopolicyi&
BENET)RSEfRRIEEN L.

a. BRFREA:

cat /sys/class/nvme-subsystem/nvme-subsys*/model

ERER L

NetApp ONTAP Controller
NetApp ONTAP Controller

b. BRI

cat /sys/class/nvme-subsystem/nvme-subsys*/iopolicy

TREFIA TS

round-robin

round-robin

3. WIERABEEEN LEH EM LI =8
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nvme list

Bl

/dev/nvmednl 81Ix2BVuekWcAAAAAAAB NetApp ONTAP Controller

Namespace Usage Format FW Rev

1 21.47 GB / 21.47 GB 4 KiB + 0 B 1T 1T 18

4. WIS M REIERIRRESEE AR S ERS EE ERBNANAKE:
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NVMe/FC

nvme list-subsys /dev/nvmedn5

Bl

nvme-subsys4 - NQN=ngn.1992-
08.com.netapp:sn.3ab5d31£f5502c11ef9f50d039%eabbcbbd: subsystem.nvme
1

hostngn=ngn.2014-08.org.nvmexpress:uuid:ebdade6cd-
21e6d-
llec-b7bb-7ed30a5482c3
iopolicy=round-robin\
+- nvmel fc traddr=nn-0x2082d039%eaa7dfc8:pn-
0x2088d039%eaa7dfc8,host traddr=nn-0x20000024f£f752e6d:pn-
0x21000024£f£f752e6d live optimized
+- nvmel2 fc traddr=nn-0x2082d039%eaa7dfc8:pn-
0x208ad03%eaa7dfc8,host traddr=nn-0x20000024ff752e6d:pn-
0x21000024£f£f752e6d live non-optimized
+- nvmel0 fc traddr=nn-0x2082d03%eaa7dfc8:pn-
0x2087d03%eaa7dfc8,host traddr=nn-0x20000024ff752e6c:pn-
0x21000024£ff752e6¢c live non-optimized
+- nvme3 fc traddr=nn-0x2082d039%eaa7dfc8:pn-
0x2083d039%eaa7dfc8,host traddr=nn-0x20000024f£f752e6c:pn-
0x21000024ff752e6c live optimized

NVMe/TCP

nvme list-subsys /dev/nvmelnl
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Bl

nvme-subsysb - NQN=ngn.1992-
08.com.netapp:sn.0fdbale74eb611ef9f50d039%abbcbod: subsystem.nvme
_tcp_ 3
hostngn=ngn.2014-08.org.nvmexpress:uuid:4c4c4544-0035-5910-804b-
b5c04£444d33

iopolicy=round-robin

\

+- nvmel3 tcp

traddr=192.168.2.25,trsvcid=4420,host traddr=192.168.2.31,
src_addr=192.168.2.31 live optimized

+- nvmeld tcp

traddr=192.168.2.24,trsvcid=4420,host traddr=192.168.2.31,
src_addr=192.168.2.31 live non-optimized

+- nvmeb tcp

traddr=192.168.1.25,trsvcid=4420,host traddr=192.168.1.31,
src_addr=192.168.1.31 live optimized

+- nvmeb6 tcp

traddr=192.168.1.24,trsvcid=4420,host traddr=192.168.1.31,
src_addr=192.168.1.31 live non-optimized

S. FIENetAppiF B E NENONTAP & Fa)ig & B RIEMINE:
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7

nvme netapp ontapdevices -o column

2Rl
Device Vserver Namespace Path
/dev/nvmelnl linux_ tcnvme iscsi

/vol/tcpnvme 1 0 O/tcpnvme ns

NSID UUID Size
1 5£7£630d-8eab5-407£-a490-484b9%5b15dd6 21.47GB
JSON

nvme netapp ontapdevices -o json

Bl

"ONTAPdevices": [
{

"Device":"/dev/nvmelnl",
"Vserver":"linux tcnvme iscsi",

"Namespace Path":"/vol/tcpnvme 1 0 0/tcpnvme ns",
"NSID":1,

"UUID":"5f7£630d-8ea5-407f-a490-484b95bl5dde",
"Size":"21.47GBR",
"LBA Data Size":4096,
"Namespace Size'":5242880
by

TR 5. EEEARA

XL ZE EXNR) R
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EHN O

NetApp fa1x ID
"1479047"

vl

Rocky Linux 8.x NVMe-oF EHEIEEER
BARIEHI2S

SUSE Linux Enterprise Server

Description

7£ NVMe-oF EWNL L, ErILUfEA nvme
discover -p"8R ¥ BIRFFA LIMITHIZZ
(PDC), 1B, IR NVMe-oF E#1 L
1817 Rocky Linux 8.x, M&X#ITnvme
discover -p"ByER=BIE—PNEEH PDC,
ERLSRTR, 8MAER-BREEREE
tJE— PDC, {BE, IIRETENVMe-oF
FHLiETTRocky Linux 8.x , MIERH
1T“nvme discover -p"BtEFSBIE—MEES
HPDC, X=SMENMBITEHE LEFEN
B EFE.

T f# SUSE Linux Enterprise Server *ONTAP FYz15F1IhRE
&£ NVMe over Fabrics (NVMe-oF) i#1T EAEC & Pz #FHIIHEEERIONTAPH] SUSE Linux

Enterprise Server BIRR AT o

Ihee SUSE Linux Enterprise  ONTAP hZ~
Server EHhrZs

NVMe/TCP 3 EaEZ 2N (TLS) 1.3 1%, 15 SP6 S E S A7 9.16.1 HEFhRZA

RHEL E#1FIONTAP#ZH28 2 [ali@id NVMe/TCP 3235 15 SP4 S{E S hk7s 9.12.1 HEFhRZA

ZeIHFREHIIIE,

iiﬂﬁiﬂ??ﬁ%ﬂ%% (PDC) FRM—AILZI NQN 121t 15 SP4 EShR7s 9.11.1 HEShRZS

NVMe/TCP {ERRE & T E)iR & =E ‘nvme-cli’ 15 SP4 S EShR4s 9.10.1 I EShRZS

125

BE—FEAN_ £ NVMe 1 SCSI &, NVMe-oF $
a1 NVMe ZE&1E, SCSILUN {EHMH dm Zi&

2.

TR AR EFIZITHIONTAPRRAS YO,
Thie

SAN BxhBiEE NVMe/FC i/ B
BIMER TBEARE NVMe S8,

X ‘nvme-cli ZR BB S BEERMA, TEE=ZFMZ

®

BEXRXFHERENFAER, BRI ERFERTIA

15 SP1 S E S A7

9.4 EShRAE

ONTAPXZ LU SAN EAHLIHEE,

SUSE Linux Enterprise
Server EHHrZA

15 SP7 S E S hRras

15 SP1 EShras

15 SP1 SRE Sk~
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T—%

ANERIEHY SUSE Linux Enterprise Server hRZA<2Z...... THE......

15 SPx &5 "79 SUSE Linux Enterprise Server 15 SPx it &
NVMe"

HEEE
"THRIAIE IR NVMe X"

A& SUSE Linux Enterprise Server 15 SPx 13z #% NVMe-oF f1ONTAP7Z(i&

SUSE Linux Enterprise Server 15 SPx F#ZHEF/LFBIER NVMe (NVMe/FC) F1E
F TCP BY NVMe (NVMe/TCP) ¥, HZ#HFEX#Ran& =alihn (ANA), ANA IZH5
iISCSI #1 FCP IMEHHAEMFREE R ITiAR] (ALUA) FH ZERIZTHEE,

T f#290{a 59 SUSE Linux Enterprise Server 15 SPx EZ& NVMe over Fabrics (NVMe-oF) 4. SNFEE L35
Ij] 1|:| i) lﬁij'*-—.l ONTAPi?%*DIjJﬁb"o

M SUSE Linux Enterprise Server 15 SPx #J NVMe-oF 727 LA FEX1PRH

* X ‘nvme disconnect-all iZii L MR G RAMEVEX GRS, TEISBAAFRE. B7TE
NVMe-TCP 3 NVMe-FC @& =IE]M SAN Baif R G TR E,

* NetApp sanlun EVILAIEFAZEF NVMe-oF, 3%, En] UIKFIRE ™ mAPESINetAppifitfe. nvme-
cli iIEBAFFE NVMe-oF R4,

* ¥F SUSE Linux Enterprise Server 15 SP6 MERhA, FZ#FEHA NVMe-oF hil#HTT SAN BExf.
$14: (FII%)SHESANBLH

TR AR E EALAGER SAN BapkEEiBH RS Y B, A" ERFIERTAETIEER Linux B1ER
F. ENELLIEECEE (HBA). HBA ElfF. HBA Bzh BIOS FIONTAPhRAZE 2#F SAN B1fl

$IE
1. "8I3 NVMe & TiEIF G EHBRETEIEMN" o
2. £RR%528 BIOS H5 SAN BEnhdn & TSI EAYim O /EF SAN BE.

BXUMEIEE HBABIOS ISR, 1BENHNEE B,
3. EFEMENHRIRMERAAKRT ERBMHIEEIEIT,

S8 2. L% SUSE Linux Enterprise Server #1 NVMe 4, HIOIFZHEE
/) NVMe-oF EEE XN, BEBELRETHN NVMe B4E, BRASKEIR, FIIEEH NON BB,

p

1. 7ERR5588 £ &% SUSE Linux Enterprise Server 15 SPx, TG, BEHIAEIZITHRIEEM SUSE
Linux Enterprise Server 15 SPx N#%:
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uname -—-r

Rocky Linux R#ZARZs7:451 :

6.4.0-150700.53.3-default

. RHEE NVMe-CLT WAL

rpm -galgrep nvme-cli

TENGIFRTT nvme-cli Z{EEhRZA:

nvme-cli-2.11+422.gd31b1a01-150700.3.3.2.x86 64

. ZE libnvme B4 EL:

rpm -galgrep libnvme

TENFFRRT libnvme B4R :

libnvmel-1.11+4.ge68a9%9lae-150700.4.3.2.x86_ 64

- EENLLE, ¥E hostngn FRTE /etc/nvme/hostngn :

cat /etc/nvme/hostngn

TEHFIFERT "hostngn hRZs:

ngn.2014-08.org.nvmexpress:uuid: £6517cae-3133-11e8-bbff-7ed30aefl23f

. TEONTAPRZH, WIELATEE: “hostngn FRIERILER "hostngn’ ONTAPEEAA I N F R A F R &R

::> vserver nvme subsystem host show -vserver vs coexistence LPE36002
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Bl

Vserver Subsystem Priority Host NOQN

vs_ coexistence LPE36002
nvme
regular ngn.2014-
08.org.nvmexpress:uuid:4c4c4544-0056-5410-8048-b9c04f425633
nvme 1
regular ngn.2014-
08.org.nvmexpress:uuid:4c4c4544-0056-5410-8048-b9c04f425633
nvme 2
regular ngn.2014-
08.org.nvmexpress:uuid:4c4c4544-0056-5410-8048-b9c04f425633
nvme 3
regular ngn.2014-
08.org.nvmexpress:uuid:4c4c4544-0056-5410-8048-b9c04f425633
4 entries were displayed.

MR hostngn FRHBEARLE. BEH vserver modify B FEMBIGG S hostngn EILAD
O IBIONTAP FEFIE R4 LTI nostnan PTHHE /ete/nune /nostnan FEEH]

$ 12 3: BdE NVMel/FC 1 NVMe/TCP

f8£F3 Broadcom/Emulex % Marvell/QLogic i&ECESECE NVMe/FC, ZfERFah& MM EFIR(ERLE
NVMe/TCP,
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NVMe/FC - {&i&/Emulex
JaBroadcom/Emulex FCi&EECZ 2B B NVMe/FC,

1. I ERRERRE S EE R

a. BREEIZFR:

cat /sys/class/scsi host/host*/modelname

EBRERI TS

LPe36002-M64
LPe36002-M64

b. BRIERIEA:

cat /sys/class/scsi host/host*/modeldesc

VE=E VRSl K

Emulex LightPulse LPe36002-M64 2-Port 64Gb Fibre Channel Adapter
Emulex LightPulse LPe36002-M64 2-Port 64Gb Fibre Channel Adapter

2. I NEFERNREINHIBroadcom 1pfc BN ERNIER:
a. BREIFRRZ:

cat /sys/class/scsi host/host*/fwrev

TR ERE RS

14.4.393.25, sli-4:2:c
14.4.393.25, sli-4:2:c

b. BRU TR TN TEF RS -

cat /sys/module/lpfc/version

U TROIER T EEHIEAFhR s :
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0:14.4.0.8

BXRZFNVEERENIZFMEFIRENRMTIR, BN ERFIERTAS

3. WIFTHRMAH RS 1pfc_enable fc4 type iRBHN 3!
cat /sys/module/lpfc/parameters/lpfc enable fc4 type
4. WIERB Y UEEREFKO:
cat /sys/class/fc _host/host*/port name
ERZE DB TR :

0x10000090faelec88
0x10000090faelec89

o. WIFRThiZR s B S B

cat /sys/class/fc host/host*/port state

EER L a

Online
Online

6. IWIENVMe/FCEIEFHEARTEEAEEINREOE N :

cat /sys/class/scsi _host/host*/nvme info
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btk

NVME Initiator Enabled
XRI Dist 1lpfcO Total 6144 IO 5894 ELS 250
NVME LPORT lpfcO WWPN x10000090faelec88 WWNN

DID x0al300
NVME RPORT
DID x0alcO1
NVME RPORT
DID x0alcOb
NVME RPORT
DID x0alclO
NVME RPORT
DID x0ala02
NVME RPORT
DID x0alaOb
NVME RPORT
DID x0alall

ONLINE

WWPN x23b1d03%ea359%e4a
TARGET DISCSRVC ONLINE

WWPN x22bbd039%9ea359%9e4a
TARGET DISCSRVC ONLINE

WWPN x2362d039ea359%9e4a
TARGET DISCSRVC ONLINE

WWPN x23afd039ea359e4a
TARGET DISCSRVC ONLINE

WWPN x22b9d039ea359%e4a
TARGET DISCSRVC ONLINE

WWPN x2360d039ea359%9e4a
TARGET DISCSRVC ONLINE

NVME Statistics
LS: Xmt 0000004eal0 Cmpl 0000004eal0 Abort 00000000

LS XMIT:

Err 00000000

CMPL:

WWNN

WWNN

WWNN

WWNN

WWNN

WWNN

x20000090faelec88

x23aed039%ea359%e4a

x22b8d039%ea359%9e4a

x234ed039%ea359%9e4a

x23aed039%ea359%e4a

x22b8d039%ea359%9e4a

x234ed039%ea359%9e4a

xb 00000000 Err 00000000

Total FCP Cmpl 0000000000102c35 Issue 0000000000102c2d OutIO
ffffffffff£ffff£g

abort 00000175 noxri 00000000 nondlp 0000021d gdepth
00000000 wgerr 00000007 err 00000000

FCP CMPL:

xb 00000175 Err 0000058b

NVME Initiator Enabled
XRI Dist 1lpfcl Total 6144 IO 5894 ELS 250
NVME LPORT lpfcl WWPN x10000090faelec89 WWNN

DID x0al1200
NVME RPORT
DID x0aldOl
NVME RPORT
DID x0aldOb
NVME RPORT
DID x0aldlo
NVME RPORT
DID x0alb02
NVME RPORT
DID x0albOb
NVME RPORT
DID x0albll

ONLINE

WWPN x23b2d039%ea359%e4a
TARGET DISCSRVC ONLINE

WWPN x22bcd039ea359%9e4a
TARGET DISCSRVC ONLINE

WWPN x2363d039ea359%9e4a
TARGET DISCSRVC ONLINE

WWPN x23b0d03%ea359%9e4a
TARGET DISCSRVC ONLINE

WWPN x22bad039ea359%e4a
TARGET DISCSRVC ONLINE

WWPN x2361d039ea359%e4a
TARGET DISCSRVC ONLINE

NVME Statistics

WWNN

WWNN

WWNN

WWNN

WWNN

WWNN

x20000090faelec89

x23aed039%ea359%e4a

x22b8d039%ea359%9e4a

x234ed039%ea359%9e4a

x23aed039%ea359%e4a

x22b8d039%ea359%9e4a

x234ed039%ea359%9e4a
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LS: Xmt 0000004e31 Cmpl 0000004e31 Abort 00000000

LS XMIT: Err 00000000 CMPL: xb 00000000 Err 00000000

Total FCP Cmpl 00000000001017f2 Issue 00000000001017ef OutIO
TEfffffffffffffd

abort 0000018a noxri 00000000 nondlp 0000012e gdepth
00000000 wgerr 00000004 err 00000000
FCP CMPL: xb 0000018a Err 000005ca

NVMe/FC - Marvell/QLogic
JIMarvell/QLogici&Ac 23 ENVMe/FCo

1. WIHER B IEEETR IS EC R X2 P M E RS -
cat /sys/class/fc host/host*/symbolic name
AR ER T W Ehig A E iR s

QLE2742 FW:v9.14.00 DVR:v10.02.09.400-k-debug
QLE2742 FW:v9.14.00 DVR:v10.02.09.400-k-debug

2. JBIIE gl2xnvmeenable BI8E, X, MarveliEZEi23E ] HENVMe/FCREITER .
cat /sys/module/gla2xxx/parameters/gl2xnvmeenable

TR 9 1o
NVMe/TCP

NVMe/TCP MY ARz F B ohiZEiEig(F. ik, ERILUEIHIT NVMe/TCP K& NVMe/TCP FR %M
£ Z08] “connect 2{& "connect-all' FEhiE{E,

1. BiFEhiEF RSB o LUEIE S 1FHINVMe/TCP LIFIRELA I B E T E iR

nvme discover -t tcp -w <host-traddr> -a <traddr>
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btk

nvme discover -t tcp -w 192.168.111.80 -a 192.168.111.70

Discovery Log Number of Records 8, Generation counter 42

trtype: tcp

adrfam: ipv4

subtype: current discovery subsystem

treq: not specified

portid: 4

trsvcid: 8009

subngn: ngn.1992-
08.com.netapp:sn.f8e2af201b7211f0ac2bd03%ab67a95:discovery
traddr: 192.168.211.71

eflags: explicit discovery connections, duplicate discovery
information

sectype: none

trtype: tcp

adrfam: ipv4

subtype: current discovery subsystem

treq: not specified

portid: 3

trsvcid: 8009

subngn: ngn.1992-
08.com.netapp:sn.f8e2af201b7211f0ac2bd039%ab67a95:discovery
traddr: 192.168.111.71

eflags: explicit discovery connections, duplicate discovery
information

sectype: none

trtype: tcp

adrfam: ipv4

subtype: current discovery subsystem

treq: not specified

portid: 2

trsvcid: 8009

subngn: ngn.1992-
08.com.netapp:sn.f8e2af201b7211f0ac2bd03%eab67a95:discovery
traddr: 192.168.211.70

eflags: explicit discovery connections, duplicate discovery
information

sectype: none
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trtype: tcp

adrfam: ipv4

subtype: current discovery subsystem

treq: not specified

portid: 1

trsvcid: 8009

subngn: ngn.1992-
08.com.netapp:sn.f8e2af201b7211f0ac2bd03%eab67a95:discovery
traddr: 192.168.111.70

eflags: explicit discovery connections, duplicate discovery
information

sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem

treq: not specified

portid: 4

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.f8e2af201b7211£f0ac2bd039%eab67a95:subsystem. samp

le tcp sub
traddr: 192.168.211.71
eflags: none

sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem

treq: not specified

portid: 3

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.f8e2af201b7211f0ac2bd039%eab67a95:subsystem.samp

le tcp sub
traddr: 192.168.111.71
eflags: none

sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem
treq: not specified
portid: 2

trsveid: 4420

subngn: ngn.1992-
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08.com.netapp:sn.f8e2af201b7211f0ac2bd039%ab67a95:subsystem. samp

le tcp sub
traddr:
eflags: none

sectype: none

trtyp

e: tcp

adrfam: ipv4

192.168.211.70

nvme subsystem

not specified

subtype:
treq:

portid: 1
trsvcid: 4420
subngn:

le tc

traddr:

p_sub

eflags: none

sectype: none

local

2. BIFFrE HMtINVMe/TCPEEHTER-BAFLIFA

nvme discover -t tcp -w <host-traddr>

Bl

nvme
nvme
nvme

nvme

nvme connect-all -t tcp -w <host-traddr> -a <traddr>

host:~ #

discover
discover
discover

discover

connect-all N RFAEZEZIFHINVMe/TCPEIER-BIRSIPLIZITr < :

ngn.1992-
08.com.netapp:sn.f8e2af201b7211f0ac2bd039%eab67a95:subsystem.samp

192.168.111.70

tcp —-w
tcp —-w
tcp —-w
tcp —-w

192.
192.
192.
192.

Py =|
=P

168.
168.
168.
168.

111.
111.

211
211

-a <traddr>

80 -a 192.
80 -a 192.
.80 -a 192.
.80 -a 192.

168.
168.
168.
168.

111.
111.
.66
.67

211
211

B AR THIR B & T B S DT E#E :

66
67
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Bl

nvme connect-all -t tcp -w 192.168.111.80 -a
192.168.111.66
nvme connect-all -t tcp -w 192.168.111.80 -a
192.168.111.67
nvme connect-all -t tcp -w 192.168.211.80 -a
192.168.211.66
nvme connect-all -t tcp -w 192.168.211.80 -a

192.168.211.67

M SUSE Linux Enterprise Server 15 SP6 734, NVMe/TCP BIi&EA4E T LW, ctrl loss tmo timeout
BB KE Eit:

* ERREUKERE (XRER) -

* BAFZEFIEEEREN ctrl_loss_tmo timeout fEABY{< "nvme connect 3 & nvme connect-all' 85 (3%
m-) o

* MREERIZHEE, NVMe/TCP IZHISBB A BT, HEZTIREAMRIER,

$E 4: (A%) EEK udev FNFHY iopolicy

M SUSE Linux Enterprise Server 15 SP6 744, NVMe-oF BIZRiA iopolicy I & round-robin, MREIEE
2 iopolicy 4 “queue-depth f&E{ udev M SXHINT :

PIE
1. 8 root I RTEXASRiE2EHHTFF udev LM T4

/usr/lib/udev/rules.d/71l-nvmf-netapp.rules

TR EFIA TS

vi /usr/lib/udev/rules.d/71-nvmf-netapp.rules

2. #F)}INetApp ONTAPIZHI251& & iopolicy 8917, SO TFHIFRR:

ACTION=="add", SUBSYSTEM=="nvme-subsystem", ATTR{subsystype}=="nvm",
ATTR{model }=="NetApp ONTAP Controller", ATTR{iopolicy}="round-robin"

3. BEFN, LA round-robin LAY " queue-depth:
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ACTION=="add", SUBSYSTEM=="nvme-subsystem", ATTR{subsystype}=="nvm",
ATTR{model }=="NetApp ONTAP Controller", ATTR{iopolicy}="queue-depth"

4. BB udeviRNIH N AEK:

udevadm control --reload
udevadm trigger --subsystem-match=nvme-subsystem

O IFREFRAR LA I/0 K&, FIMN, Bi<FRY> nvme-subsys0 o

cat /sys/class/nvme-subsystem/<subsystem>/iopolicy

TREFIA T a

queue-depth.

() #iopolicy £EIFINIAFILAMINetAPp ONTAPIZFISR G, HEBER.

HIE 5: A%k, B NVMe/FC BY 1MB 1/0,

ONTAPTEiR Bz 2s #uBE iR S R AEIBEH A/ (MDTS) /I 8, XBMKERA /0 IFERA/NTE 1MB, EME
Broadcom NVMe/FC E#H&H 1MB A/N8Y 1/0 &R, ERAZIEN Ipfc FIMNE “Ipfc_sg_seg_cnt SEMEIAE
64 BN 256,

(D)  xeSBEREEFBENVMFCEH.

TE
1. 3% "Ipfc_sg_seg_cnt' BEKi&E #1256

cat /etc/modprobe.d/lpfc.conf
B ZEB R R MTF AT RFInES
options lpfc lpfc sg seg cnt=256

2. JB17 “dracut -F S8 S HEF B EN.
3. IIFMERT ‘Ipfc_sg_seg_cnt }9256:
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cat /sys/module/lpfc/parameters/lpfc sg seg cnt

$I% 6: IIF NVMe BEHRSE

X “nvmefc-boot-connections.service 1 “nvmf-autoconnect.service'NVMe/FC FE1EHEEIARSS "nvme-cli' &

SZEohEY, RHE=BIEA.
BoisEiE, WiF nvmefc-boot-connections.service 1 “nvmf-autoconnect.service’ BofRSZ E R o

TR

1. IFE A nvmf-autoconnect.service' BB :

systemctl status nvmf-autoconnect.service

kbt

nvmf-autoconnect.service - Connect NVMe-oF subsystems automatically
during boot

Loaded: loaded (/usr/lib/systemd/system/nvmf-autoconnect.service;
enabled; preset: enabled)

Active: inactive (dead) since Fri 2025-07-04 23:56:38 IST; 4 days
ago

Main PID: 12208 (code=exited, status=0/SUCCESS)

CPU: 62ms

Jul 04 23:56:26 localhost systemd[l]: Starting Connect NVMe-oF
subsystems automatically during boot...

Jul 04 23:56:38 localhost systemd[l]: nvmf-autoconnect.service:
Deactivated successfully.

Jul 04 23:56:38 localhost systemd[l]: Finished Connect NVMe-oF
subsystems automatically during boot.

2. ISIFR A “nvmefc-boot-connections.service' EE A ;

systemctl status nvmefc-boot-connections.service
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btk

nvmefc-boot-connections.service - Auto-connect to subsystems on FC-
NVME devices found during boot

Loaded: loaded (/usr/lib/systemd/system/nvmefc-boot-
connections.service; enabled; preset: enabled)

Active: inactive (dead) since Mon 2025-07-07 19:52:30 IST; 1 day
4h ago

Main PID: 2945 (code=exited, status=0/SUCCESS)
CPU: 1l4ms

Jul 07 19:52:30 HP-DL360-14-168 systemd[1l]: Starting Auto-connect to
subsystems on FC-NVME devices found during boot...

Jul 07 19:52:30 HP-DL360-14-168 systemd[1l]: nvmefc-boot-
connections.service: Deactivated successfully.

Jul 07 19:52:30 HP-DL360-14-168 systemd[1l]: Finished Auto-connect to

subsystems on FC-NVME devices found during boot.

ST BWIISRRRE
BIFRIZNVMe ZBRIZIRE. ANAKRSHIONTAPS B B2 HEMRFNVMe-oF iR E,

HIE
1. WIFRTERBARIZNVMeZiRE:

cat /sys/module/nvme core/parameters/multipath

eVE=E VAR K

2. BN AIONTAPER B IElAY NVMe-oF 188 (f5la0, 15EIS1&8E SINetApp ONTAP Controller, FHiG#E;
15187 iopolicy IR B A queue-depth) BEIFHRIREEN L

a. BRFRY:

cat /sys/class/nvme-subsystem/nvme-subsys*/model

NV =gl V@ T
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NetApp ONTAP Controller
NetApp ONTAP Controller

b. BRI

cat /sys/class/nvme-subsystem/nvme-subsys*/iopolicy

NVE=EIVER K

queue-depth
queue-depth

3. WIER BB TN LEHEMH AL I r& =8

nvme list

Bl

/dev/nvmednl 81Ix2BVuekWcAAAAAAARB NetApp ONTAP Controller

Namespace Usage Format FW Rev

1 21.47 GB / 21.47 GB 4 KiB + 0 B FFFFFFEF

4. WIESMREITHIZERESEE NENRSERS AR EHNANAKRE:
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NVMe/FC

nvme list-subsys /dev/nvmedn5

bkt

nvme-subsysll4d - NQN=ngn.1992-
08.com.netapp:sn.%e30b9760a4911£f08c87d03%ab67a95:subsystem.sles
161 27

hostngn=ngn.2014-
08.org.nvmexpress:uuid: f6517cae-3133-11e8-bbff-7ed30aefl23f
iopolicy=round-robin\
+- nvmelld4d fc traddr=nn-0x234ed039ea359%e4a:pn-
0x2360d039ea359%e4a,host traddr=nn-0x20000090faelec88:pn-
0x10000090faelec88 live optimized
+- nvmell5 fc traddr=nn-0x234ed039ea359%e4a:pn-
0x2362d039ea359%e4a,host traddr=nn-0x20000090faelec88:pn-
0x10000090fae0ec88 live non-optimized
+- nvmell6 fc traddr=nn-0x234ed039%ea359%e4da:pn-
0x2361d039ea359%e4a,host traddr=nn-0x20000090faelec89:pn-
0x10000090faelec89 live optimized
+- nvmell7 fc traddr=nn-0x234ed039%ea359%e4a:pn-
0x2363d039ea359%e4a,host traddr=nn-0x20000090faelec89:pn-
0x10000090fae0ec89 live non-optimized

NVMe/TCP

nvme list-subsys /dev/nvme9nl
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nvme-subsys9 - NQN=ngn.1992-
08.com.netapp:sn.f8e2af201b7211f0ac2bd039%ab67a95:subsystem.with
_inband with json hostngn=ngn.2014-
08.org.nvmexpress:uuid:4c4c4544-0035-5910-804b-b2c04£444d33
iopolicy=round-robin

\
+- nvmelO tcp
traddr=192.168.111.71,trsvcid=4420,src_addr=192.168.111.80 live
non-optimized

+- nvmell tcp

traddr=192.168.211.70, trsvcid=4420,src_addr=192.168.211.80 live
optimized

+- nvmel2 tcp

traddr=192.168.111.70, trsvcid=4420,src_addr=192.168.111.80 live
optimized

+- nvme9 tcp

traddr=192.168.211.71,trsvcid=4420,src addr=192.168.211.80 live
non-optimized

5. ISIFNetAppiEF BB NEINONTAP s 2 FEhE & B 1EHMI(E:

538



7

nvme netapp ontapdevices -o column

STRA)
Device Vserver Namespace Path
NSID UUID Size
/dev/nvmeOnl vs 161
/vol/fc _nvme voll/fc nvme nsl 1 32£d92c7-

0797-428e-ab577-£fdb3£14d0dc3 5.37GB

JSON

nvme netapp ontapdevices -0 json

Bl

"Device":"/dev/nvme98n2",

"Vserver":"vs 1l6l",

"Namespace Path":"/vol/fc nvme vol71/fc _nvme ns71",
"NSID":2,

"UUID":"39d634c4-a75e-4fbd-ab00-3£9355a26e43",
"LBA Size":4096,

"Namespace Size":5368709120,
"UsedBytes":430649344,

TR 8. SIBRI/ARITHIZE

& B A9 SUSE Linux Enterprise Server 15 SPx N8I FA L IiTH2s (PDC), FEE PDC R Enhtail
NVMe F RGBS MIBRIZIELU R &I B E R E RN EX,

TR
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1. WIER N BENEMIERS A, HEUBE BohiEFin O BARLIFAS#HITIOR:

nvme discover -t <trtype> -w <host-traddr> -a <traddr>
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btk

Discovery Log Number of Records 8, Generation counter 18

trtype: tcp

adrfam: ipv4

subtype: current discovery subsystem

treq: not specified

portid: 4

trsvcid: 8009

subngn: ngn.1992-
08.com.netapp:sn.4f7af2bd221811f0afadd039%eab0dadd:discovery
traddr: 192.168.111.66

eflags: explicit discovery connections, duplicate discovery
information

sectype: none

trtype: tcp

adrfam: ipv4

subtype: current discovery subsystem

treq: not specified

portid: 2

trsvcid: 8009

subngn: nqgn.1992-
08.com.netapp:sn.4f7af2bd221811f0afadd039%eab0dadd:discovery
traddr: 192.168.211.66

eflags: explicit discovery connections, duplicate discovery
information

sectype: none

trtype: tcp

adrfam: ipv4

subtype: current discovery subsystem

treq: not specified

portid: 3

trsvcid: 8009

subngn: ngn.1992-
08.com.netapp:sn.4f7af2bd221811f0afadd03%eabl0dadd:discovery
traddr: 192.168.111.67

eflags: explicit discovery connections, duplicate discovery
information

sectype: none

trtype: tcp
adrfam: ipv4
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subtype: current discovery subsystem

treq: not specified

portid: 1

trsvcid: 8009

subngn: ngn.1992-
08.com.netapp:sn.4f7af2bd221811f0afadd03%eabl0dadd:discovery
traddr: 192.168.211.67

eflags: explicit discovery connections, duplicate discovery
information

sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem
treq: not specified
portid: 4

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.4f7af2bd221811f0afadd039%eab0dadd: subsystem.pdc
traddr: 192.168.111.66
eflags: none

sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem

treq: not specified

portid: 2

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.4f7af2bd221811f0afadd039%eab0dadd: subsystem.pdc
traddr: 192.168.211.66

eflags: none

sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem
treq: not specified
portid: 3

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.4f7af2bd221811f0afadd039%eabl0dadd: subsystem.pdc
traddr: 192.168.111.67
eflags: none

sectype: none



trtype: tcp

adrfam: ipv4

subtype: nvme subsystem
treq: not specified
portid: 1

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.4f7af2bd221811f0afadd039%eabl0dadd: subsystem.pdc
traddr: 192.168.211.67
eflags: none

sectype: none

2. ARMFHEYEIEPDC:

nvme discover -t <trtype> -w <host-traddr> -a <traddr> -p

NVE=E VRSl

nvme discover -t tcp -w 192.168.111.80 -a 192.168.111.66 -p

3. MONTAPIZHI2sH. IWIIFEEEBIEPDC:

vserver nvme show-discovery-controller -instance -vserver <vserver name>
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btk

vserver nvme show-discovery-controller -instance -vserver vs_pdc

Vserver Name: vs pdc
Controller ID: 0101h
Discovery Subsystem NQN: ngn.1992-
08.com.netapp:sn.4f7af2bd221811f0afadd03%eabl0dadd:discovery
Logical Interface: 1if2
Node: A400-12-181
Host NQON: ngn.2014-
08.org.nvmexpress:uuid: 9796clec-0d34-11eb-b6b2-3a68dd3bab57
Transport Protocol: nvme-tcp
Initiator Transport Address: 192.168.111.80
Transport Service Identifier: 8009
Host Identifier: 9796clec0d3411ebb6b23a68dd3bab57
Admin Queue Depth: 32
Header Digest Enabled: false
Data Digest Enabled: false
Keep-Alive Timeout (msec): 30000

TR REREHNIMIIE

S #h@1d NVMe/TCP £ SUSE Linux Enterprise Server 15 SPx AIFIONTAPIZHI2R Z B TL M HERN S 19
I03IE,

B ENHITHIZFE LTS5 — DH-HMAC-CHAP IREXEINERXEE, DH-HMAC-CHAP Z1A2E NVMe EA
FITHIZEH NON SEREARENSMNRIEERNAS. ATRIEXNERNSH, NVMe EHZITHIZZHIURF
S5x&E R RN,

£ CLI HE2E JSON XHEBEREHFAREMRIIE. MRFEANFBRNFRFAIEEARRdhchapZZH. M7
& config JSONX 5,
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L ITRE

EABSITRAERERETRNE NI,

1. FREXEHINQN:

cat /etc/nvme/hostngn

2. RENER dhchap &R

LUTFHIHHIREAT "gen-dhchap-key @n S5

nvime gen-dhchap-key -s optional secret -1 key length {3248|64} -m
HMAC function {0]1[2]|3} -n host ngn

. -s secret key in hexadecimal characters to be used to initialize
the host key

. -1 length of the resulting key in bytes

. -m HMAC function to use for key transformation

0 = none, 1- SHA-256, 2 = SHA-384, 3=SHA-512

. -n host NQN to use for key transformation

FELUTRAIA. BER—BENldhchapZ . HEFHMACIZRE N3 (SHA-512),

nvme gen-dhchap-key -m 3 -n ngn.2014-
08.org.nvmexpress:uuid:ecdade6d4-216d-1lec-b7bb-7ed30a5482c3
DHHC-

1:03:1CFivw9ccz58gAcOUJrM7Vs98hd2ZHSr+iw+Amg6xZP15D2Yk+HDTZ1UAgliGgx
TYgnxukgvYedAS5Bw3wtz6sJINpR4=:

3. TEONTAP#EHIZS E. AIMNENFIEEM NdhchapZEA:

vserver nvme subsystem host add -vserver <svm name> -subsystem
<subsystem> -host-ngn <host ngn> -dhchap-host-secret
<authentication host secret> -dhchap-controller-secret
<authentication controller secret> -dhchap-hash-function {sha-
256|sha-512} -dhchap-group {none|2048-bit|3072-bit|4096-bit|6144-
bit|8192-bit}

4. FNZIFAMHEBENEMIRIESZE: BRMNE, EEN L. EZEIONTAPIEHISHIRIEFMES 1R
WA EFEEdhchapZ$A .
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nvme connect -t tcp -w <host-traddr> -a <tr-addr> -n <host ngn> -S
<authentication host secret> -C <authentication controller secret>

5. I&JF nvme connect authentication #3<. IIEFHFIZHIEEdhchapZih:

a. IIEFHdhchap®h:

cat /sys/class/nvme-subsystem/<nvme-subsysX>/nvme*/dhchap secret

ERBEREENTAREE

cat /sys/class/nvme-subsystem/nvme-subsysl/nvme*/dhchap secret
DHHC-1:01:1M63E6CcX7G5SOKKOju8gmzM53gywsy+C/YwtzxhIt9ZRz+ky:
DHHC-1:01:1M63E6CcX7G5SOKKOju8gmzM53gywsy+C/YwtzxhIt9ZRz+ky:
DHHC-1:01:1M63E6CcX7G5SOKKOju8gmzM53gywsy+C/YwtzxhIt9ZRz+ky:
DHHC-1:01:1M63E6CcX7G5SOKKOju8gmzM53gywsy+C/YwtzxhIt9ZRz+ky:

b. ISIFTHI28dhchapZ$h:

cat /sys/class/nvme-subsystem/<nvme-
subsysX>/nvme*/dhchap ctrl secret

BN AE BTG5

cat /sys/class/nvme-subsystem/nvme-
subsys6/nvme*/dhchap ctrl secret

DHHC-
1:03:1CFivw9ccz58gAcOUIrM7Vs98hd2ZHSr+iw+Amg6xZ2P15D2Yk+HDTZ1iUA
gliGgxTYgnxukgvYedAS55Bw3wtz6sJINpR4=:

DHHC-
1:03:1CFivw9ccz58gAcOUIrM7Vs98hd2ZHSr+iw+Amg6xZ2P15D2Yk+HDTZ1iUA
gliGgxTYgnxukgvYedAS55Bw3wtz6sJINpR4=:

DHHC-
1:03:1CFivw9ccz58gAcOUIrM7Vs98hd2ZHSr+iw+Amg6xZ2P15D2Yk+HDTZ1iUA
gliGgxTYgnxukgvYedAS55Bw3wtz6sJINpR4=:

DHHC-
1:03:1CFivw9ccz58gAcOUIrM7Vs98hd2ZHSr+iw+Amg6xZ2P15D2Yk+HDTZ1iUA
gliGgxTYgnxukgvYedAS55Bw3wtz6sJINpR4=:



JSON
WNERONTAPEHISREEEFT B Z INVMeF&£F. MR LIBXH56<4E nvme connect-all " {#H

“/etc/nvme/config. jsone
£ -0 IEWIRAER JSON X BXEZIE XX, i5S1% NVMe connect-all FH T,

1. BoE JSON X f4:
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btk

cat /etc/nvme/config.json
[

{
"hostngn":"ngn.2014-08.org.nvmexpress:uuid:4c4c4544-0035-
5910-804b-b2c04£4444d33",
"hostid":"4c4c4544-0035-5910-804b-b2c04£444d33",
"dhchap key":"DHHC-
1:01:141789R11sMuHLCY27RVI8X10C\/GzjRwyhxip5hmIELsHrBqg:",
"subsystems": [
{

"ngn":"ngn.1992-
08.com.netapp:sn.f8e2af201b7211£f0ac2bd03%ab67a95:subsystem.samp
le tcp sub",

"ports": [

{

"transport":"tcp",

"traddr":"192.168.111.70",

"host traddr":"192.168.111.80",

"trsvcid":"4420"

"dhchap ctrl key":"DHHC-
1:03:jJgg¥cISKp73+XgAf2X6twringBpr2n0MGWbmZIZg4PieKZCoi1KGef81Avh
YSOPNK7T+04YD5CRPjh+m3qjJU++yR8s=:"

by

"transport":"tcp",

"traddr":"192.168.111.71",

"host traddr":"192.168.111.80",

"trsvcid":"4420",

"dhchap ctrl key":"DHHC-
1:03:jJgg¥cISKp73+XgAf2X6twrIngBpr2n0MGWbmZIZg4PieKZCoi1KGef81Avh
YSOPNK7T+04YD5CRPjh+m3qjJU++yR8s=:"

br
{

"transport":"tcp",

"traddr":"192.168.211.70",

"host traddr":"192.168.211.80",

"trsvcid":"4420",

"dhchap ctrl key":"DHHC-
1:03:jJgg¥cISKp73+XgAf2X6twrIngBpr2n0MGWbmZIZg4PieKZCoi1KGef81Avh
YSOPNK7T+04YD5CRPjh+m3qjJU++yR8s=:"

br
{

"transport":"tcp",



"traddr":"192.168.211.71",
"host traddr":"192.168.211.80",

"trsveid":"4420",

"dhchap ctrl key":"DHHC-
1:03:jJgg¥cISKp73+XgAf2X6twr9ngBpr2n0MGWbmZIZg4PieKZCoilKGef81Avh

YSOPNK7T+04YD5CRPjh+m3qjJU++yR8s=:"

®

Bt

traddr=192.
traddr=192.
traddr=192.
traddr=192.
traddr=192.
traddr=192.
traddr=192.
traddr=192.
traddr=192.
traddr=192.
traddr=192.
traddr=192.

cat /sys/class/nvme-subsystem/nvme-subsys0/nvme0/dhchap secret

nvme connect-all

168.
168.
168.
168.
168.
168.
168.
168.
168.
168.
168.
168.

a. IHiFEHldhchapZ$A:

}

2. {3 config JSSONX 4% 2ONTAPIZHI28

ELLTRBIH, dhchap key MMF “dhchap secret fl “dhchap ctrl key’
MMF “dhchap ctrl secreto

-J /etc/nvme/config.json

211.
111.
211.
111.
211.
111.
211.
111.
.70
111.
211.
111.

211

70
71
71
70
70
70
71
71

71
71
70

is
is
is
is
is
is
is
is
is
is
is

is

already
already
already
already
already
already
already
already
already
already
already
already

connected
connected
connected
connected
connected
connected
connected
connected
connected
connected
connected
connected

3. WIFR T ENE N FARFRIMBENITH 23 /= Adhchap s .
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BUTFREIERT dhchap Z$A:

DHHC-1:01:14i1789R11sMuHLCY27RVI8X10C/GzjRwyhxip5hmIELsHrBq:

b. I8iFizHI28dhchap A :

cat /sys/class/nvme-subsystem/nvme-
subsys0/nvme0/dhchap ctrl secret

ENIZE R R MUNT LU RFIRYSS

DHHC-
1:03:jJgg¥cISKp73+XgAf2X6twrIngBpr2n0MGWbmZIZg4PieKZCoi1lKGef81AvhYSOP
NK7T+04YD5CRPJh+m3gjJU++yR8s=:

TEA10: EEEFMER2MN

EHREZEMIX (TLS) I NVMe-oF EAFIONTAPIESZ B89 NVMe EiERHEL2NimRIIHNE, Eo]LIFEA
CLI HIB R ENTMHEEZ4E (PSK) BE TLS 1.3,

@ PBR4F51 AT ZEIEONTAPIEHIZZ EHITHH B S), 157 SUSE Linux Enterprise Server 41 E#
1—_|'L/L-Fﬂ532'<o

-
1. KELZEEEBLTHSA ktls-utils , openssl, # libopenssl FH| ELEMNREE:

a. IHJF ktls-utils :
rom -ga | grep ktls
BRZER BRI TRIL:
ktls-utils-0.10+33.9311d943-150700.1.5.x86_ 64
a. IO SSL &1:

repm -ga | grep ssl
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btk

libopenssl13-3.2.3-150700.3.20.x86_ 64
openssl-3-3.2.3-150700.3.20.x86_64
libopenssll 1-1.1.1w-150700.9.37.x86 64

2. BiIrREEIEMIEE /etc/tlshd. conf:

cat /etc/tlshd.conf

Bt

[debug]

loglevel=0

t1ls=0

nl=0

[authenticate]

keyrings=.nvme
[authenticate.client]
#x509.truststore= <pathname>
#x509.certificate= <pathname>
#x509.private key= <pathname>
[authenticate.server]
#x509.truststore= <pathname>
#x509.certificate= <pathname>
#x509.private key= <pathname>

3. BA tishd UERAK BB

systemctl enable tlshd

4. IOIFSTIPHIER S tishd IETEIBTT:

systemctl status tlshd
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tlshd.service - Handshake service for kernel TLS consumers
Loaded: loaded (/usr/lib/systemd/system/tlshd.service; enabled;
preset: disabled)
Active: active (running) since Wed 2024-08-21 15:46:53 IST; 4h
57min ago
Docs: man:tlshd(8)
Main PID: 961 (tlshd)
Tasks: 1
CPU: 46ms
CGroup: /system.slice/tlshd.service
L—961 /usr/sbin/tlshd
Aug 21 15:46:54 RX2530-M4-17-153 tlshd[961]: Built from ktls-utils
0.11-dev on Mar 21 2024 12:00:00

S. {ER4ERLTLS PSK nvme gen-tls-key:

. IOIEEM:

cat /etc/nvme/hostngn

ERER T

ngn.2014-08.org.nvmexpress:uuid:4c4c4544-0035-5910-804b-b2c04£444d33

. IIFEER

nvme gen-tls-key —--hmac=1 --identity=1 --subsysngn= ngn.1992-
08.com.netapp:sn.a2d41235b78211efb57dd039%ab67a95: subsystem.nvmel

EER L a

NVMeTLSkey-1:01:C50EsaGtuOp8n5fGESEuUWjbBCtshmfoHx4XTqTJUmydf0gIj:

6. ZFONTAPIZTHIZE F. JETLS PSKFEIEIONTAPF &% :
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btk

nvime subsystem host add -vserver vs iscsi tcp -subsystem nvmel -host
-ngn ngn.2014-08.org.nvmexpress:uuid:4c4c4544-0035-5910-804b-
b2c04£444d33 -tls-configured-psk NVMeTLSkey-
1:01:C50EsaGtuOp8n5fGE9EUWjbBCtshmfoHx4XTgTJUmydf0gIj:

7. FTLS PSKIENENRIZZ AL :

nvme check-tls-key --identity=1 --subsysngn=nqn.1992
-08.com.netapp:sn.a2d41235b78211efb57dd039%ab67a95:subsystem.nvmel
-—keydata=NVMeTLSkey
-1:01:C50EsaGtuOp8nbfGEIEuWjbBCtshmfoHx4XTgTJUmydf0gIj: —--insert

ERIZBEILUT TLS &4R:

Inserted TLS key 22152a’7e

@ PSK 27~ "NVMe1RO1 EAEE “identity vi 3 E TLS I2F &%, Identity vI2ONTAP
ME— % FFRY R S,

8. WIFEEEIEMIEATLS PSK:

cat /proc/keys | grep NVMe

bl it
069f56bb I--Q--- 5 perm 3010000 0 0 psk NVMelRO1
ngn.2014-08.org.nvmexpress:uuid:4c4c4544-0035-5910-804b-b2c04£444d33
ngn.1992-

08.com.netapp:sn.a2d41235b78211efb57dd03%ab67a95:subsystem.nvmel
0YVLelmiOwnvDjXKBmrnIgGVpFIBDJtc4dhmQXE/36Sw=: 32

9. FAIENMITLS PSKIEIZE|ONTAPF & %::

a. I§3F TLS PSK:
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nvme connect -t tcp -w 192.168.111.80 -a 192.168.111.66 -n ngn.1992-

08.com.netapp:sn.a2d41235b78211efb57dd03%ab67a95:subsystem.nvmel
--tls key=0x069f56bb -tls

N vE=EI V@R T e
connecting to device: nvmel
a. WIFYIRFRE:
nvme list-subsys

byl

nvme-subsys0 - NQN=ngn.1992-
08.com.netapp:sn.a2d41235b78211efb57dd03%ab67a95:subsystem.nvmel

hostngn=ngn.2014-08.org.nvmexpress:uuid:4cd4cd4544-
0035-5910-804b-b2c04£444d33

\

+- nvmeO tcp

traddr=192.168.111.66,trsvcid=4420,host traddr=192.168.111.80,src
~addr=192.168.111.80 live

10. FIMNBFR. HWIESIEEONTAPFRSRITLSIER

nvme subsystem controller show -vserver slesl5 tls -subsystem slesl5
-instance
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(vserver nvme subsystem controller show)

Vserver Name: vs iscsi tcp

Subsystem:
Controller ID:
Logical Interface:
Node:

Host NQN:

nvmel

0040h

tcpnvme 1ifl 1
A400-12-181
ngn.2014-

08.org.nvmexpress:uuid:4c4c4544-0035-5910-804b-b2c04£444d33

Transport Protocol:
Initiator Transport Address:
Host Identifier:
4c4c454400355910804bb2c04£444d33
Number of I/O Queues:
I/0 Queue Depths:
Admin Queue Depth:
Max I/0O Size in Bytes:
Keep-Alive Timeout (msec):
Subsystem UUID:
d039%eab67a95
Header Digest Enabled:
Data Digest Enabled:
Authentication Hash Function:
Authentication Diffie-Hellman Group:
Authentication Mode:
Transport Service Identifier:
TLS Key Type:
TLS PSK Identity:

nvme-tcp
192.168.111.80

2
128,
32
1048576
5000

128

8bbfb403-1602-11£f0-ac2b-

false

false

sha-256

3072-bit
unidirectional
4420

configured
NVMelRO1l ngn.2014-

08.org.nvmexpress:uuid:4c4c4544-0035-5910-804b-b2c04£444d33

ngn.1992-

08.com.netapp:sn.a2d41235b78211efb57dd03%ab67a95:subsystem.nvmel

0YVLelmiOwnvDjXKBmrnIgGVpFIBDJItc4dhmQXE/36Sw=

TLS Cipher:

TLS-AES-128-GCM-SHA256

FNML . EEEHH
BB B>,

Ubuntu
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1EAFFHFAONTAPHIUbuntu 24.0489NVMe-oF =X ECE

Ubuntu 24.04F13E33#R 8 = [B)31Rl(AANA) 1T E F WML LEIHRINVMe (NVMe-oF). B31E
BT A EERINVMe (NVMe/FC)FIEM{Fia, 7ENVMe-oFIfiEH. ANAEEFISCSI
FFCIFIERALUAZ BRZTINAE. FHrEIT WZNVMe Z & 1E 5.

ITFREAONTAPHIUbuntu 24.0489NVMe-oF ENECE . AIHKEB LU TXiF:

* ZSHINVMe-CLIER 4+ B R BYNetApptE 4+ AT 2 RNVMe/FCHr & FEFIONTAPIFAR(E B

* AT ENELERE(HBAWE—EH _EEFERANVMeISCSERE. MAEARAERdm-dpathi&&. LA
LEFEBANVMesn & =al,

BEXZPFNRENESFAER, BB ERFERTAS

TheE

ZHABR T, Ubuntu 24.04B ANVMefs B B G FHAZNVMeZ RiE, XEKRELZAFTEENIRE,

BN PR

¥ FRAONTAPHYUbuntu 24.04. HEIAZHEANVMe-oF X BEISAN,

IR AR S
&) AR LU MR BISIE ST Y& R Ubuntu 24.04%RfHhiR s,

HIE
1. 7EARS328 E 2% Ubuntu 24.04, REFTRE. BRI T IEEEITIEERN Ubuntu 24.04R%%:

uname -—-r

6.8.0-31-generic

2. L% NVMe-CLT BE:

apt list | grep nvme

nvme-cli/noble-updates 2.8-lubuntul.1l amd64

3. fEUbuntu 24.04FH1 L, #ZEhostngnF T, WHULA /etc/nvme/hostngn:

cat /etc/nvme/hostngn
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ngn.2014-08.org.nvmexpress:uuid:acel8dd8-1f5a-11ec-b0c3-3a68dd6la6ff

4. IIFFPIFREBEED hostngn SonNTAPREY EM N FRANFRER * /etc/nvme/hostngn IR
“hostngn:

vserver nvme subsystem host show -vserver vs 106 fc nvme

vs 106 fc nvme ub 106 ngn.2014-08.org.nvmexpress:uuid:c04702c8-e9le-
4353-9995-bad536214631

WNE hostngn FRIBALA. BFEAH vserver modify @S EM “hostngn 18
() monTaPMFIFRALNFHE, FHSEHENFHSE /etc/nvme/hostngn [

“hostngno

AcE NVMe/FC

& 8] LU ABroadcom/Emulex@fMarvell/Qlogici& it as it ENVMe/FCo
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Broadcom/Emulex
J9Broadcom/EmulexiE&EC 28 EC ENVMe/FC,

1. WIS ERANER X FNERRES:

a. cat /sys/class/scsi host/host*/modelname

LPe36002-M64
LPe36002-M64

b. cat /sys/class/scsi_host/host*/modeldesc

FEmulex LPe36002-M64 2-Port 64Gb Fibre Channel Adapter
Emulex LPe36002-M64 2-Port 64Gb Fibre Channel Adapter

2. EINEFERNREINMIBroadcom "Ipfc B4 FIR B IXEHIEF

a. cat /sys/class/scsi host/host*/fwrev

14.4.317.10, sli-4:06:d
14.4.317.10, sli-4:6:d

b. cat /sys/module/lpfc/version

0:14.2.0.17

BXRZFNVEERENIZEFMEFIRANRITIR, B ERFERTA"

3. JBWIE 1pfc_enable fc4 type REN 3:

cat /sys/module/lpfc/parameters/lpfc_enable fcd4 type

PR tH 793,
4. BWIERMIEFRORRERMAETIET. UREREIUERIBIREREA:

a. cat /sys/class/fc _host/host*/port name

0x100000109b£0447b
0x100000109p£0447c

b. cat /sys/class/fc host/host*/port state
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Online

Online

C. cat /sys/class/scsi _host/host*/nvme info

bkt

NVME Initiator Enabled

XRI Dist 1lpfcO Total 6144 IO 5894 ELS 250

NVME LPORT lpfc0O WWPN x100000109bf0447b WWNN x200000109b£f0447b
DID x022600 ONLINE

NVME RPORT WWPN x200£fd039€aa8138b WWNN x200ad039%9eaa8138b
DID x021006 TARGET DISCSRVC ONLINE

NVME Statistics
LS: Xmt 0000000187 Cmpl 0000000187 Abort 00000000
LS XMIT: Err 00000000 CMPL: xb 00000000 Err 00000000
Total FCP Cmpl 0000000014096514 Issue 000000001407fcd6 OutIO
fffffffffffe9vc2
abort 00000048 noxri 00000000 nondlp 0000001lc gdepth
00000000 wgerr 00000000 err 00000000
FCP CMPL: xb 00000048 Err 00000077

NVME Initiator Enabled

XRI Dist 1lpfcl Total 6144 IO 5894 ELS 250

NVME LPORT lpfcl WWPN x1000001090f0447c WWNN x200000109bf0447c
DID x022300 ONLINE

NVME RPORT WWPN x2010d039%9eaa8138b WWNN x200ad039%9eaa81l38b
DID x021106 TARGET DISCSRVC ONLINE

NVME Statistics
LS: Xmt 0000000187 Cmpl 0000000187 Abort 00000000
LS XMIT: Err 00000000 CMPL: xb 00000000 Err 00000000
Total FCP Cmpl 00000000140970ed Issue 00000000140813da OutIO
fffffffffffea’2ed
abort 00000047 noxri 00000000 nondlp 0000002b gdepth
00000000 wgerr 00000000 err 00000000
FCP CMPL: xb 00000047 Err 00000075

Marvell/QLogic

Ubuntu 24.04 GARZH 8 & HZAH N B qla2xxxIREhiEF BB R EiFEERRF, XEEERFM
FONTAPZHEXEE,
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HIMarvell/QLogici&A 2B ENVMe/FC,

1. B RS EER TR RS AR R o2 = F1E - hig s -

cat /sys/class/fc _host/host*/symbolic name

QLE2872 FW: v9.15.00 DVR: v10.02.09.100-k
QLE2872 FW: v9.15.00 DVR: v10.02.09.100-k

2. JBWIE gl2xnvmeenable Bi&H, X##. Marveli&ZEi28E ] HENVMe/FCREITER:

cat /sys/module/gla2xxx/parameters/gl2xnvmeenable

FiRR%aIH 910

BFE1 MB /0 (F]3%)

ONTAP7EIR Bz S MR PR S R AEURE A/ (MDTS) 9 8, XEMERA /0 iHRA/NEIX 1MB, B
Broadcom NVMe/FC E#HA&H 1MB AN 1/0 &R, ERAZIEN Ipfc FIME “Ipfc_sg_seg_cnt SEMEIAE
64 A 256,

()  XeSBEREEFEENMFCEH.

T
1. ¥ "Ipfc_sg_seg_cnt BEILE /9256

cat /etc/modprobe.d/lpfc.conf
B ZEB R R MTF AT RFInES
options lpfc lpfc sg seg cnt=256

2. 1B17 “dracut -F S S HEMBNEN.
3. IIFMERT ‘Ipfc_sg_seg_cnt }256:

cat /sys/module/lpfc/parameters/lpfc sg seg cnt
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BECE NVMe/TCP

NVMe/TCPAZ 5 BrhiEETNEE, ME R AN connect-all L FRAIMNVMe /TCPFRAEMinZ KT

“connecto

$HIE
1. BB EhiEF RO SE o LUEIE S 1FHINVMe/TCP LIFIRE AT B E T E iR

nvme discover -t tcp -w <host-traddr> -a <traddr>
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Bl

# nvme discover -t tcp -w 192.168.167.150 -a 192.168.167.155
Discovery Log Number of Records 8, Generation counter 10

trtype: tcp

adrfam: ipv4

subtype: current discovery subsystem

treq: not specified

portid: 4

trsvcid: 8009

subngn: ngn.1992-
08.com.netapp:sn.9%7d42b764ffllefb8fed03%abac370:discovery
traddr: 192.168.167.156

eflags: explicit discovery connections, duplicate discovery
information

sectype: none

trtype: tcp

adrfam: ipv4

subtype: current discovery subsystem

treq: not specified

portid: 2

trsvcid: 8009

subngn: ngn.1992-
08.com.netapp:sn.%7d42b764ff1llefb8fed03%eabac370:discovery
traddr: 192.168.166.156

eflags: explicit discovery connections, duplicate discovery
information

sectype: none

trtype: tcp

adrfam: ipv4

subtype: current discovery subsystem

treq: not specified

portid: 3

trsvcid: 8009

subngn: ngn.1992-
08.com.netapp:sn.%7d42b764ffllefb8fed03%abac370:discovery
traddr: 192.168.167.155

eflags: explicit discovery connections, duplicate discovery
information

sectype: none

trtype: tcp



adrfam: ipv4

subtype: current discovery subsystem

treq: not specified

portid: 1

trsvcid: 8009

subngn: ngn.1992-
08.com.netapp:sn.9%7d42b764ffllefb8fed03%abac370:discovery
traddr: 192.168.166.155

eflags: explicit discovery connections, duplicate discovery
information

sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem
treq: not specified
portid: 4

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.%7d42b764ffllefb8fed039%abac370:subsystem.ubuntu 2
4.04 tcp 211

traddr: 192.168.167.156
eflags: none

sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem
treq: not specified
portid: 2

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.9%7d42b764ffllefb8fed039%eabac370:subsystem.ubuntu 2
4.04 tcp 211

traddr: 192.168.166.156
eflags: none

sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem

treq: not specified

portid: 3

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.%7d42b764ffllefb8fed03%eabac370:subsystem.ubuntu 2
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4.04 tcp 211

traddr: 192.168.167.155
eflags: none

sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem
treq: not specified
portid: 1

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.9%7d42b764ffllefb8fed039%eabac370:subsystem.ubuntu 2
4.04 tcp 211

traddr: 192.168.166.155
eflags: none

sectype: none

2. ISIFEINVMe/TCPREEIIEE-BfLIFAS 2SR 0 LURE A I B ETIEEUE

nvme discover -t tcp -w <host-traddr> -a <traddr>

bk

#nvme discover -t tcp -w 192.168.167.150 -a 192.168.167.155
#nvme discover -t tcp -w 192.168.167.150 -a 192.168.167.156
#nvme discover -t tcp -w 192.168.166.150 -a 192.168.166.155
#nvme discover -t tcp -w 192.168.166.150 -a 192.168.166.156

3. iB1T nvme connect-all T RFFAESIZFNNVMe/TCPEENER-BIRSIPLiZ{TH<:

nvme connect-all -t tcp -w <host-traddr> -a <traddr>

Bt

#nvme connect-all -t tcp -w 192.168.167.150 -a 192.168.167.155
#nvme connect-all -t tcp -w 192.168.167.150 -a 192.168.167.156
#nvme connect-all -t tcp -w 192.168.166.150 -a 192.168.166.155
#nvme connect-all -t tcp -w 192.168.166.150 -a 192.168.166.156
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MUbuntu 24.04FF38. NVMe/TCPBICtr_loss TMoiBBZHAIE B E X, XEKEXWNEIRX X

(D BUSARSI(TREAER), FH% nvme connect-all @<l, BEEFHRERTE

Bctrl loss—ToliBRYHFLEEATIE] “nvme connect(EI-), BT ILERINTTH. NVMe/TCP

Eﬂﬁﬁﬁiﬁémﬁwxﬁﬁiﬁm\#Aﬁmﬁﬁﬁiﬁo

I5IF NVMe-oF
& o] LUE R LA T2 ES B IRIENVMe-oF,

HIB
1. WIFRTERBANIZNVMeZiRE:

cat /sys/module/nvme core/parameters/multipath

FiuRR%EIH 9" "

2. 351ENetApp ONTAPEN| ERE EH 2R T HFEONTAPE & FERIE HNVMe-oF & & (flt0. BS8E
73"NVMe-Controller". fa#;Fiiopolicyi& & /3 "round -robin"):

a. cat /sys/class/nvme-subsystem/nvme-subsys*/model

NetApp ONTAP Controller
NetApp ONTAP Controller

b. cat /sys/class/nvme-subsystem/nvme-subsys*/iopolicy

round-robin

round-robin

3. WIFERREEEEN LEEHIEHL M Z =8

nvme list
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/dev/nvmeOnl 81CZ5BQUUNfGAAAAAAAB NetApp ONTAP Controller

Namespace Usage Format FW Rev

1 21.47 GB / 21.47 GB 4 KiB + 0 B 1T

4. WIS M REIEFIRRESEE NEIRS ERS A ERBNANAKE:
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NVMe/FC

nvme list-subsys /dev/nvmeOnl

bkt

nvme-subsys4 - NQN=ngn.1992-
08.com.netapp:sn.8763d311b2aclled950ed039%ea951c46:subsystem.
ubuntu 24.04 \

+- nvmel fc traddr=nn-0x20a6d039%9ea954d17:pn-
0x20a7d039ea954d17,host traddr=nn-0x200000109b1bS5ef:pn-
0x100000109b1b95ef live optimized

+- nvme?2 fc traddr=nn-0x20a6d039%9ea954d17:pn-
0x20a8d039ea954d17,host traddr=nn-0x200000109b1bS5£0:pn-
0x100000109b1b95f0 live optimized

+- nvme3 fc traddr=nn-0x20a6d039%9ea954d17:pn-
0x20aad039ea954d17,host traddr=nn-0x200000109b1bS5£0:pn-
0x100000109b1b95f0 live non-optimized

+- nvmeb5 fc traddr=nn-0x20a6d039%9ea954d17:pn-
0x20a9d039ea954d17,host traddr=nn-0x200000109b1bS5ef :pn-
0x100000109b1b95ef live non-optimized

NVMe/TCP

nvme list-subsys /dev/nvmelnl
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nvme-subsys0 - NQN=ngn.1992-

08.com.netapp:sn.%7d42b764ffllefb8fed039%abac370:subsystem.ubun

tu 24.04 tcp 211

hostngn=ngn.2014-08.org.nvmexpress:uuid:4cd4cd4544-

0050-3410-8035-c3c04£4a5933
iopolicy=round-robin
+- nvmeO tcp

traddr=192.168.166.155, trsvcid=4420, host traddr=192.

src addr=192.168.166.150 live optimized
+- nvmel tcp

traddr=192.168.167.155, trsvcid=4420, host traddr=192.

src addr=192.168.167.150 live optimized
+- nvme2 tcp

traddr=192.168.166.156,trsvcid=4420,host traddr=192.

src addr=192.168.166.150 live non-optimized
+- nvme3 tcp

traddr=192.168.167.156, trsvcid=4420,host traddr=192.

src_addr=192.168.167.150 live non-optimized

5. ISIFNetAppiEF BB NEINONTAP s 2 FEhE & B 1EHMI(E:
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7

nvme netapp ontapdevices -o column

bl
Device Vserver Namespace Path NSID UUID
Size
/dev/nvmeOnl vs 211 tcp /vol/tcpvoll/nsl 1

lcc7bc78-8d7b-4d8e-a3c4-750£9461a6e9 21.47GB

JSON

nvme netapp ontapdevices -0 json

Bl
{
"ONTAPdevices" : |
{
"Device":"/dev/nvme0On9",
"Vserver":"vs 211 tcp",
"Namespace Path":"/vol/tcpvol9/ns9",
"NSID":9,
"UUID":"99640dd9-8463-4c12-8282-b525pb39fc10b",
"Size":"21.47GB",
"LBA Data Size":4096,
"Namespace Size":5242880
}
]
}
2R a]=E

{EHAONTAPARZSAIUbuntu 24.04HINVMe-oF =M ECE & B B X1,
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1EAFFHFAONTAPHIUbuntu 24.0489NVMe-oF =X ECE

FAIEXFRE 2 a5 (AANA)BIUbuntu 22.04 2 135 EF MK LM AINVMe (NVMe-oF ).
BIERTHABEERNINVMe (NVMe/FC)FIE M4, ENVMe-oFIFIEAR. ANATEY
FiSCSIFIFCIFIEFRRIALUAZ BRIRTNEE. HELBEI RNIZNVMeZ 51 S5,
ITFREAONTAPHIUbuntu 22.0489NVMe-oF ENECE . AIHKEB LU TXiF:

* ZSHINVMe-CLIER 4 B R BYNetApptE 4+ AT 2 RNVMe/FCAr & FEFIONTAPIFAR(E B

* AT NS SR (HBAWE—EH _EEERANVMeISCSERE. MAEAERdm-dpathi&&. LA
LEFEBANVMesn & =al,

BEXTENRENEZFMAEE, BN EiREERTAE,
IhRE
FHABR T, Ubuntu 22.04B ANVMefs & TiE]aFAZNVMeZ BE, FEilt. TEREERIKE,

BN PR
BRI EFANVMe-oF X B EIISAN,

SRR AR S
&) AR UMD BISIE S B &R R Ubuntu 22.04%RfHhiR s

S
1. EARS328 ER % Ubuntu 22.04, RETRE. BRI T IEEEITIEERN Ubuntu 22.04R1%:

# uname -r
T
5.15.0-101-generic
2. BRI NVMe-CLT B E:
# apt list | grep nvme
T
nvme-cli/jammy-updates,now 1.16-3ubuntul.l amdé64
3. fEUbuntu 22.04F#1 L. #HZEHHIhostngnFERTE /etc/nvme/hostngn:
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# cat /etc/nvme/hostngn

Nk

ngn.2014-08.org.nvmexpress:uuid:063a9fa0-438a-4737-b9%p4-95a21c66d041

4. IDIFREE hostngn FRIBSILAD hostngn ONTAP &5 LN FRFGNFRT S

::> vserver nvme subsystem host show -vserver vs 106 fc nvme

Nl

Vserver Subsystem Host NON

vs 106 fc nvme ub 106 ngn.2014-08.org.nvmexpress:uuid:c04702c8-e9le-
4353-9995-bad536214631

R hostngn FRIBARLAL. 1EFEH vserver modify BFEFHBIGS hostngn BILEE
() ®IiBRONTAP FBIF RS LMFRHE hostnan PRFRE /ete/nvme/hostnan A

o

ECE NVMe/FC

& 8] LA AIBroadcom/EmulexagMarvell/QlogiciEEt g it ENVMe/FC,
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Broadcom/Emulex

1. IS ERNE XSRS,

# cat /sys/class/scsi _host/host*/modelname

Tl

LPe36002-M64
LPe36002-M64

# cat /sys/class/scsi _host/host*/modeldesc

Tl

FEmulex LPe36002-M64 2-Port 64Gb Fibre Channel Adapter
FEmulex LPe36002-M64 2-Port 64Gb Fibre Channel Adapter

2. M NEERREINHIBroadcom 1pfc BRI FEIREIIERF.

# cat /sys/class/scsi _host/host*/fwrev

14.2.673.40, sli-4:6:d
14.2.673.40, sli-4:6:d

# cat /sys/module/lpfc/version
O0: 14.0.0.4

BRXIFHEEC R IR F MBI R ARRMTIR, BER ERFIEERTA

3. JBWIE 1pfc_enable fc4 type IREN 3:

# cat /sys/module/lpfc/parameters/lpfc enable fc4 type
3

4. WIERIEFROREERHAETIET. UREREIUERIBIREREA:
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# cat /sys/class/fc_host/host*/port name

0x100000109b£0447c

0x100000109b£0447b

# cat /sys/class/fc_host/host*/port state

Online

Online

# cat /sys/class/scsi _host/host*/nvme info
NVME Initiator Enabled

XRI Dist 1lpfcl Total 6144 IO 5894 ELS 250

NVME LPORT lpfcl WWPN x100000109bf0447c WWNN x200000108b£f0447c DID

x022300 ONLINE

NVME RPORT WWPN x200cd039%9eaa8138b WWNN x200ad039%9eaa8138b DID
x021509 TARGET DISCSRVC ONLINE
NVME RPORT WWPN x2010d039%9eaa8138b WWNN x200ad039eaa8138b DID

x021108 TARGET DISCSRVC ONLINE

NVME Statistics
LS: Xmt 000000000e Cmpl 000000000e Abort 00000000
LS XMIT: Err 00000000 CMPL: xb 00000000 Err 00000000
Total FCP Cmpl 0000000000005238 Issue 000000000000523a OutIO
0000000000000002
abort 00000000 noxri 00000000 nondlp 00000000 gdepth
00000000 wgerr 00000000 err 00000000
FCP CMPL: xb 00000000 Err 00000000

NVME Initiator Enabled

XRI Dist 1lpfcO Total 6144 IO 5894 ELS 250

NVME LPORT lpfcO WWPN x1000001090bf0447b WWNN x2000001090bf0447b DID
x022600 ONLINE

NVME RPORT WWPN x200bd039%eaa8138b WWNN x200ad039eaa8138b DID
x021409 TARGET DISCSRVC ONLINE
NVME RPORT WWPN x200£d039%9eaa8138b WWNN x200ad039eaa8138b DID

x021008 TARGET DISCSRVC ONLINE

NVME Statistics
LS: Xmt 000000000e Cmpl 000000000e Abort 00000000
LS XMIT: Err 00000000 CMPL: xb 00000000 Err 00000000
Total FCP Cmpl 000000000000523c Issue 000000000000523e OutIO
0000000000000002
abort 00000000 noxri 00000000 nondlp 00000000 gdepth
00000000 wgerr 00000000 err 00000000
FCP CMPL: xb 00000000 Err 00000000

i& A FNVMe/FCHIMarvell/QLogic FC3&HAC 28
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Ubuntu 22.04 GARZH 61 & HIZAHLIN B qla2xxxIX5hiefFr BB RN L SRR, XEEERF N
FONTAPEZFEXEE,

1. IR S EER TR RS AR R 52 = F1E - hie s -

# cat /sys/class/fc _host/host*/symbolic name

Nk

QLE2872 FW: v9.14.02 DVR: v10.02.06.200-k
QLE2872 FW: v9.14.02 DVR: v10.02.06.200-k

2. {5IIE ql2xnvmeenable BIRE. X1¥. MarveliEZE2HE ] FH{ENVMe/FCBEITET:

# cat /sys/module/glaZ2xxx/parameters/gl2xnvmeenable
1

EF81 MB /O (FJi%)

ONTAP7EIRFIIEHI 28 BUR IR E R AEIEE M A/ (MDTS) K 8, XEMKERK I/0 IBFERA/NAIX 1IMB, EA
Broadcom NVMe/FC FE#A&H 1MB K/N8Y 1/0 18K, ERIZIEN "Ipfc BUHE “Ipfc_sg_seg_cnt SEMEIAE
64 BN 256,

() ESBREMTEENMe/FCEHL

Pz
1. %% “Ipfc_sg_seg_cnt BEIGE 1256

cat /etc/modprobe.d/lpfc.conf

ENIZEBEEMTF AT RAIa S

options lpfc lpfc sg seg cnt=256

2. i&97 ‘dracut -f s L HEFBEIEN.
3. IIFMERT Ipfc_sg_seg_cnt }1256:

cat /sys/module/lpfc/parameters/lpfc_sg seg cnt
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ACE NVMe/TCP

NVMe/TCP&XE BaliEZaE. FEit. MRENMBREAERE. FEREINEIIIE100FHAME.
MINVMe/TCPIEBThENERE. AT HLEBR. ENESEEEEHNERBREIZE N300,

TIE
1. Wi IR OB e LUBEE S £ FMINVMe/TCP LIFIREVA I B ST mEE:

nvme discover -t tcp -w host-traddr -a traddr

s

# nvme discover -t tcp -w 10.10.11.47-a 10.10.10.122
Discovery Log Number of Records 8, Generation counter 10

trtype: tcp

adrfam: ipv4

subtype: current discovery subsystem

treq: not specified

portid: O

trsvcid: 8009

subngn: ngn.1992-
08.com.netapp:sn.bbfbdee8dfb611edbd07d03%al65590:discovery
traddr: 10.10.10.122

eflags: explicit discovery connections, duplicate discovery information

sectype: none

trtype: tcp

adrfam: ipv4

subtype: current discovery subsystem

treq: not specified

portid: 1

trsvcid: 8009

subngn: ngn.1992
08.com.netapp:sn.bbfbdee8dfb61ll1edbd07d03%al65590:discovery
traddr: 10.10.10.124

eflags: explicit discovery connections, duplicate discovery information

sectype: none

trtype: tcp

2. BIEHMNVMe/TCP/E a2 - BAnLIFA S B EAETS M IHRENA I A & DTE #UE
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nvme discover -t tcp -w host-traddr -a traddr

Nl

#nvme discover -t tcp -w 10.10.10.47 -a 10.10.10.122
#nvme discover -t tcp -w 10.10.10.47 -a 10.10.10.124
#nvme discover -t tcp -w 10.10.11.47 -a 10.10.11.122
#nvme discover -t tcp -w 10.10.11.47 -a 10.10.11.

3. WHAEFREZXIFENNVMe/TCPREETEF-BIRLIEZTTNVMe Connect-allif <. FHIE1EHI28E L BITHARR IS
BAZE307¥E1800F)

nvme connect-all -t tcp -w host-traddr -a traddr -1 1800

T fFlkE
# nvme connect-all -t tcp -w 10.10.10.47 -a 10.10.10.122 -1 1800
# nvme connect-all -t tcp -w 10.10.10.47 -a 10.10.10.124 -1 1800
# nvme connect-all -t tcp -w 10.10.11.47 -a 10.10.11.122 -1 1800
# nvme connect-all -t tcp -w 10.10.11.47 -a 10.10.11.124 -1 1800

I9IF NVMe-oF
& 0] LAE R LU T2 ES B IRIENVMe-oF,

p
1. BIER B ERARZNVMeZHKZ:

# cat /sys/module/nvme core/parameters/multipath
Y

2. BIFHERNONTAPEI & FERYE HNVMe-oF IR & (B30, B Si&E AINetApp ONTAPITHIZE. & Fiiopolicyi&
BRHEN) S EHRMEENL:

# cat /sys/class/nvme-subsystem/nvme-subsys*/model
NetApp ONTAP Controller
NetApp ONTAP Controller
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# cat /sys/class/nvme-subsystem/nvme-subsys*/iopolicy
round-robin

round-robin

3. WIFERREEEEN EEEHIEHL M E (8.

# nvme list

Tl

/dev/nvmeOnl 81CZ5BQUUNfGAAAAAAARB NetApp ONTAP Controller

Namespace Usage Format FW Rev

1 21.47 GB / 21.47 GB 4 KiB + 0 B FRTTETEE

4. WIESMREITHIERESRE NENRSERS AR ERHNANAKRE:
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NVMe/FC

# nvme list-subsys /dev/nvmeOnl

Nk

nvme-subsys4 - NQN=ngn.1992-
08.com.netapp:sn.8763d311b2aclled950ed039%a%51c46:subsystem. ub 106
\

+- nvmel fc traddr=nn-0x20a6d039%9ea954d17:pn-
0x20a7d039ea954d17,host traddr=nn-0x200000109b1bS5ef :pn-
0x10000010901b9%5ef 1live optimized

+- nvme2 fc traddr=nn-0x20a6d039%ea954d17:pn-
0x20a8d039%ea954d17,host traddr=nn-0x200000109b1b95f0:pn-
0x10000010901b95f0 1live optimized

+- nvme3 fc traddr=nn-0x20a6d039%9ea954d17:pn-
0x20aad039%ea954d17,host traddr=nn-0x200000109b1b95f0:pn-
0x10000010901b95f0 1live non-optimized

+- nvmeb5 fc traddr=nn-0x20a6d039%9ea954d17:pn-
0x20a9d039%ea954d17,host traddr=nn-0x200000109b1b95ef:pn-
0x10000010901b9%5ef 1live non-optimized

NVMe/TCP

# nvme list-subsys /dev/nvmelnl

Nl

nvme-subsysl - NQN=ngn.1992- 08.com.netapp:sn.
bbfb4ee8dfb611edbd07d039%eal65590:subsystem.rhel tcp 95

+- nvmel tcp
traddr=10.10.10.122, trsvcid=4420, host traddr=10.10.10.47,src_addr=10
.10.10.47 1live

+- nvme2 tcp

traddr=10.10.10.124,trsvcid=4420,host traddr=10.10.10.47,src_addr=10
.10.10.47 1live

+- nvme3 tcp

traddr=10.10.11.122,trsvcid=4420,host traddr=10.10.11.47,src_addr=10
.10.11.47 1live

+- nvmed tcp

traddr=10.10.11.124,trsvcid=4420,host traddr=10.10.11.47,src_addr=10
.10.11.47 1live
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S. FIENetAppifF B S NS NONTAP fp & el & ERIEMIE:

il

# nvme netapp ontapdevices -o column

Tl

Device Vserver Namespace Path

NSID UUID Size
1 79c2c569-b7£fa-42d5-b870-d9%d6d7e5fa84 21.47GB
JSON

# nvme netapp ontapdevices -o json

Tl
{
"ONTAPdevices" : |
{
"Device" : "/dev/nvmeOnl",
"Vserver" : "co iscsi tcp ubuntu",
"Namespace Path" : "/vol/nvmevoll/nsl",
SNETEY o il
"UUID" : "79c2c569-b7fa-42d5-b870-d9d6d7e5fa84",
"Size" : "21.47GB",
"LBA Data Size" : 409¢,
"Namespace Size" : 5242880

by
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E0ia)A

{EFRONTAPARZHIUbuntu 22.04HINVMe-oF ENECBZIE L T E 0/

NetApp £5i% ID
CONTAPEXT-2037

Windows

il Description
Ubuntu 22.04 FENVMe-oF =M _E. BTLUER"NVMe discover -p"sn S Bl KA M

NVMe-oF EHZEIE £IMi4I2R(PDC). &SNV HENBIIER-BitASoIE—

ESMXKAMLRIT APDC, BR. MNREENVMe-oF 4] _EiE1TUbuntu 22.04. 1

28 FRHIT"'NNVMe discover -p"BY#=BIiE—MNEERPDC, X&
SR EMERFENMB iR EAETR,

JJWindows Server 2025fC & & FONTAPHINVMe/FC

&R ATEIE1TWindows Server 202589 F Al _EERE E FIE4H@ERINVMe (NVMe/FC). LA
{E{EFAONTAP LUN#1TI2E,

XFIAES

TR LAE A FWindows 2025FINVMe/FCEAECEER A F<f5. EHREEIREZA. BENEFEHMR

o
* T

MONTAP 9.10.1FF%4. Windows Server 2025%1%FNVMe/FCo

BXIFNFCERSMITHIZZMTIR, 1ES W Hardware Universe"s X ZRFEC BRSNS,
BEUERFERIA"

* BXIPRH:

NVMe/FCARZ3FWindowsHfEi:T5 8%, ENONTAPBRIASZIFHEANVMe/FCHITRAMTRE

BroadcomAWindows NVMe/FCIg T — M IMBIRGHIEF. ZIREhiZF 2 F R LSCSI

@ SNVMelREHiZF. MAESEIEMNVMe/FCIRENIER., BIRAHEA—EST M. BEES
fENVMe/FCRYMREM BT, FHitb. SLlinuxZEEMIRERARE. WindowsiRSZ5:
FINVMe/FCHIFCPMEEIERE]. EXLIRIERAH. NVMe/FCIHREERE L FFCP,

2 NVMe/FC

EWindows B a2 F 41 LB BFC/NVMe,

p

1. EWindowsEH1 LR EEmulex HBA ManagerSE 2R,

2. 181 HBA BabiEFin O L, 8B LT HBA IRTHiZFS 5
o EnableNVMe =1
> NVMEMode = 0
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3. EfREEMN.

fidEBroadcom FCiEAI:

Broadcom/B&hER Al @I 4B[ERY32 G FCiEEC2sim R BTRENVMe/FCHIFCPRE, ¥ FFCPHIFC/NVMe.
R fE A Microsftis & & FAtRIR(DSM)EAIMicrosoftZ E&1£1/0 (MPIO)1ED,

+hostnqn+ EwindowsHEHR., S5FKAFCc/NVMeMBroadcomi&hiczs SN TN D LLIEECES (HBA)
mOXEE, BY +hostnan+ BN TR

ngn.2017-01.com.broadcom:ecd:nvmf:fc:100000109b1b9765
ngn.2017-01.com.broadcom:ecd:nvmf:£c:10000010901b9766

7INVMeig &= FAMPIO

EEWindowsEH EZHENVMeLE. BEHEEHNNVMeF B AMPIO,

B
1. =% "Windows Host Utility Kit 7.1" I8 BFCHINVMeiB AN IRTEF S,
2. T7F MPIO B%.
3. M * RIMBEREZ * EWRA, HINJ NVMe FIHAYIEE ID o

MPIO AJLAIRA NVMe i85, XERFEEHEEETES,

4. FTF * HAREIE - HER C HERM
o M*MPIO*ETR-RH, & *Details*
6. & & LI FMicrosoft DSMIZE :

° PathVerifiedPeriod . *

° PathVerifyEnabled : * B *

° RetransyCount : *

° Retransylnterval : *

° PDORemovedPeriod : *130 *
7. JEHE MPIO RB& * B FEIITIRTE * -
8. BEHUEMKIE:

HKLM\SYSTEM\CurrentControlSet\Services\mpio\Parameters\PathRecoveryInter
val DWORD -> 30

HKLM\SYSTEM\CurrentControlSet\Services\mpio \Parameters\
UseCustomPathRecoveryInterval DWORD-> 1
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https://mysupport.netapp.com/site/products/all/details/hostutilities/downloads-tab/download/61343/7.1/downloads

S. EfREEMN.

ISIENVMe/FCEZE
HIABEZWNVMeF &S, FBEONTAPAZ HEITFNVMe-oF iR & IEATTIR.

p

1. I93iF“Port Type (Iw KB 2E N FC+NVMe

listhba

E7rH)
Port WWN : 10:00:00:10:9b:1b:97:65
Node WWN : 20:00:00:10:90:1b:97:65
Fabric Name : 10:00:c4:f5:7c:ab5:32:e0
Flags : 8000e300
Host Name : INTEROP-57-159
Mfg : Emulex Corporation
Serial No. : FC71367217
Port Number : 0
Mode : Initiator
PCI Bus Number : 94
PCI Function : 0
Port Type : FC+NVMe
Model : LPe32002-M2
Port WWN : 10:00:00:10:9b:1b:97:66
Node WWN : 20:00:00:10:9b:1b:97:66
Fabric Name : 10:00:c4:£f5:7c:ab5:32:e0
Flags : 8000e300
Host Name : INTEROP-57-159
Mfg : Emulex Corporation
Serial No. : FC71367217
Port Number 1
Mode : Initiator
PCI Bus Number : 94
PCI Function 1
Port Type : FC+NVMe
Model : LPe32002-M2

2. BIFEBEAWNVMe/FCFERYE:

° nvme-list
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Bl

NVMe Qualified Name : ngn.1992-
08.com.netapp:sn.a3b74c32db2911eab229d039%eal41105:subsystem.win n
vme interop-57-159

Port WWN : 20:09:d0:39:ea:14:11:04
Node WWN : 20:05:d0:39:ea:14:11:04
Controller ID : 0x0180

Model Number : NetApp ONTAP Controller
Serial Number : 81CGZBPUST/uAAAAAAAB
Firmware Version : FFFFFFFF

Total Capacity : Not Available
Unallocated Capacity : Not Available

NVMe Qualified Name : ngn.1992-

08.com.netapp:sn.a3b74c32db2911eab229d039%al41105:subsystem.win n
vme interop-57-159

Port WWN : 20:06:d0:39:ea:14:11:04
Node WWN : 20:05:d0:39:ea:14:11:04
Controller ID : 0x0181

Model Number : NetApp ONTAP Controller
Serial Number : 81CGZBPUST/uAAAAAAAB
Firmware Version : FFFFFFFF

Total Capacity : Not Available
Unallocated Capacity : Not Available

Note: At present Namespace Management is not supported by NetApp
Arrays.

° nvme-list
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Bl

NVMe Qualified Name : ngn.1992-
08.com.netapp:sn.a3b74c32db2911eab229d039%eal41105:subsystem.win n
vme interop-57-159

Port WWN : 20:07:d0:39:ea:14:11:04
Node WWN : 20:05:d0:39:ea:14:11:04
Controller ID : 0x0140

Model Number : NetApp ONTAP Controller
Serial Number : 81CGZBPUST/uAAAAAAAB
Firmware Version : FFFFFFFF

Total Capacity : Not Available
Unallocated Capacity : Not Available

NVMe Qualified Name : ngn.1992-

08.com.netapp:sn.a3b74c32db2911eab229d039%al41105:subsystem.win n
vme interop-57-159

Port WWN : 20:08:d0:39:ea:14:11:04
Node WWN : 20:05:d0:39:ea:14:11:04
Controller ID : 0x0141

Model Number : NetApp ONTAP Controller
Serial Number : 81CGZBPUST/uAAAAAAAB
Firmware Version : FFFFFFFF

Total Capacity : Not Available
Unallocated Capacity : Not Available

Note: At present Namespace Management is not supported by NetApp
Arrays.

3. WIFER BRI EX LR M=TE):

nvme-list-ns
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Bl

Active Namespaces

0x00000001
0
0x00000002
1
0x00000003
2
0x00000004
3
0x00000005
4
0x00000006
5
0x00000007
6
0x00000008
7

A\

AN\

A\

A\

AN\

AN\

A\

\N\.

DeviceName

\PHYSICALDRIVE9Y

\PHYSICALDRIVE1O0

\PHYSICALDRIVE11l

\PHYSICALDRIVEL12

\PHYSICALDRIVE13

\PHYSICALDRIVE14

\PHYSICALDRIVE15

\PHYSICALDRIVE16

SCSI

Bus Number

JJONTAPEZE X FANVMe/FCHIWindows Server 2022

A LATEIE{TWindows Server 202209 FE 4] L ECEE T4 @EERINVMe (NVMe/FC). LA
{BEfEAONTAP LUN#ITI®ME,

KFUES
&0 LA IE R FWindows 202289NVMe/FCENBCE R T 24T, EHBREEELSZEZ . BENEEEFR

il

* T

* BXIPRH:

E-ll

=~ O

MONTAP 9.7FF45. Windows Server 2022 3#NVMe/FC,

(attached to controller 0x0141):

SCST

Target Number

BXZFNFCIERCRMITHIZZNTIR, ES N Hardware Universe", B xRNSR &HTIR,
BERNERFERT
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https://hwu.netapp.com/Home/Index
https://hwu.netapp.com/Home/Index
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https://hwu.netapp.com/Home/Index
https://hwu.netapp.com/Home/Index
https://hwu.netapp.com/Home/Index
https://hwu.netapp.com/Home/Index
https://hwu.netapp.com/Home/Index
https://hwu.netapp.com/Home/Index
https://hwu.netapp.com/Home/Index
https://hwu.netapp.com/Home/Index
https://hwu.netapp.com/Home/Index
https://hwu.netapp.com/Home/Index
https://hwu.netapp.com/Home/Index
https://hwu.netapp.com/Home/Index
https://hwu.netapp.com/Home/Index
https://hwu.netapp.com/Home/Index
https://hwu.netapp.com/Home/Index
https://hwu.netapp.com/Home/Index
https://hwu.netapp.com/Home/Index
https://hwu.netapp.com/Home/Index
https://hwu.netapp.com/Home/Index
https://hwu.netapp.com/Home/Index
https://hwu.netapp.com/Home/Index
https://hwu.netapp.com/Home/Index
https://hwu.netapp.com/Home/Index
https://hwu.netapp.com/Home/Index
https://hwu.netapp.com/Home/Index
https://hwu.netapp.com/Home/Index
https://hwu.netapp.com/Home/Index
https://hwu.netapp.com/Home/Index
https://hwu.netapp.com/Home/Index
https://hwu.netapp.com/Home/Index
https://hwu.netapp.com/Home/Index
https://hwu.netapp.com/Home/Index
https://mysupport.netapp.com/matrix/
https://mysupport.netapp.com/matrix/
https://mysupport.netapp.com/matrix/
https://mysupport.netapp.com/matrix/
https://mysupport.netapp.com/matrix/
https://mysupport.netapp.com/matrix/
https://mysupport.netapp.com/matrix/
https://mysupport.netapp.com/matrix/
https://mysupport.netapp.com/matrix/
https://mysupport.netapp.com/matrix/
https://mysupport.netapp.com/matrix/
https://mysupport.netapp.com/matrix/
https://mysupport.netapp.com/matrix/
https://mysupport.netapp.com/matrix/
https://mysupport.netapp.com/matrix/

NVMe/FCARZH5WindowstfE45 15585, FIONTAPERIAZFEANVMe/FCHITRA LT,

BroadcomaWindows NVMe/FCIt 7 —MNIMNEPIRShAZERE . 1ZIREhiZF 2R SCSI

@ 2SNVMeREIiEF. MAREIEMNVMe/FCIRTHIER., EBIFAFHEA—ESTMmitsE. BEs
fENVMe/FCRIMREMR BT, ALlt. SlinuxEHMRERSERE. WindowsfRsS85 L
BINVMe/FCHIFCPI4EEMEE]. TEXLEARIERSH. NVMe/FCERERAE ML FFCP,

B A NVMe/FC
EWindows B ahfEF EH1_EEFBFC/NVMe,
ST
1. EWindowsE#1_E % 23EEmulex HBA ManagerS: FBT2F.
2. 5851 HBA BapiEFin O L, KB LT HBA IREIFEFEEK:
o EnableNVMe = 1
o NVMEMode =0

3. EfREEMN.

i EBroadcom FCiEHC2E
Broadcom/aahizF Al @i 48[ERY32 G FCiEAD28im O BT RIENVMe/FCHIFCPRIE, % FFCPFIFC/NVMe.
Rz fsE FAMicrosfti% & & FAtEIR(DSM)EIMicrosoftZ B&1E1/0 (MPIO)i&Li,

‘+hostngn+ EWindowsHER. 5FXArFC/NVMelBroadcom@fices &SN EN D LIEHIES (HRA)
HOXEX. By +hostngn+ U TR

ngn.2017-01.com.broadcom:ecd:nvmf:£c:10000010901b9765
ngn.2017-01.com.broadcom:ecd:nvmf:£c:100000109b1b9766

JINVMei%# = FAMPIO
EBEWindowsEN EEHNVMe R E. EEEHNNVMei&EBEMPIO,
g

1. % "Windows Host Utility Kit 7.1" {& & FCHINVMe & MIIREHIZF S5,
2. ¥TFF MPIO 1%,

3. M * RIBERR * EEH, A0 NVMe FIIHATIEE ID

MPIO ATLLIREI NVMe 18, XERFAIEHMEEETES,

4 3TH * B EIE * HEE - HEREME

5. M*MPIO*ETIRHR, %R Details*s

6. & & LI FMicrosoft DSMi& & :
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https://mysupport.netapp.com/site/products/all/details/hostutilities/downloads-tab/download/61343/7.1/downloads

° PathVerifiedPeriod : *
° PathVerifyEnabled : * B *
° RetransyCount : *

° Retransylnterval : *

° PDORemovedPeriod : *130 *
7. B MPIO RB& * A FEHITIEE * -
8. ERUEMKIE:

HKLM\SYSTEM\CurrentControlSet\Services\mpio\Parameters\PathRecoveryInter
val DWORD -> 30

HKLM\SYSTEM\CurrentControlSet\Services\mpio \Parameters\
UseCustomPathRecoveryInterval DWORD-> 1

9. EMREEN.
I5F NVMe/FC
HIABEZWNVMeF &%, FBONTAPAEZ EITFNVMe-oF B & IEATTIR.

S
1. I8jF“Port Type (iR 2E N FC+NVMe !

listhba
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Port WWN
Node WWN
Fabric Name
Flags

Host Name
Mfg

Serial No.
Port Number
Mode

PCI Bus Number
PCI Function
Port Type
Model

Port WWN
Node WWN
Fabric Name
Flags

Host Name
Mfg

Serial No.
Port Number
Mode

PCI Bus Number
PCI Function
Port Type
Model

10:00:00
20:00:00
10:00:c4
8000e300

:10:9b:1b:97:65
:10:90:1b:97:65
:f5:7c:a5:32:e0

INTEROP-57-159
Emulex Corporation
FC71367217

0

Initiator

94

0
FC+NVMe
LPe32002

10:00:00
20:00:00

10:00:c4:

8000e300

-M2

:10:9b:1b:97:66
:10:9b:1b:97:066
£f5:7c:a5:32:e0

INTEROP-57-159
Emulex Corporation
FC71367217

1

Initiator

94

1
FC+NVMe
LPe32002

2. BIFEHBEAWNVMe/FCFERYE:

588
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Bl

NVMe Qualified Name : ngn.1992-
08.com.netapp:sn.a3b74c32db2911eab229d039%eal41105:subsystem.win n
vme interop-57-159

Port WWN : 20:09:d0:39:ea:14:11:04
Node WWN : 20:05:d0:39:ea:14:11:04
Controller ID : 0x0180

Model Number : NetApp ONTAP Controller
Serial Number : 81CGZBPUST/uAAAAAAAB
Firmware Version : FFFFFFFF

Total Capacity : Not Available
Unallocated Capacity : Not Available

NVMe Qualified Name : ngn.1992-

08.com.netapp:sn.a3b74c32db2911eab229d039%al41105:subsystem.win n
vme interop-57-159

Port WWN : 20:06:d0:39:ea:14:11:04
Node WWN : 20:05:d0:39:ea:14:11:04
Controller ID : 0x0181

Model Number : NetApp ONTAP Controller
Serial Number : 81CGZBPUST/uAAAAAAAB
Firmware Version : FFFFFFFF

Total Capacity : Not Available
Unallocated Capacity : Not Available

Note: At present Namespace Management is not supported by NetApp
Arrays.

° nvme-list

589



Bl

NVMe Qualified Name : ngn.1992-
08.com.netapp:sn.a3b74c32db2911eab229d039%eal41105:subsystem.win n
vme interop-57-159

Port WWN : 20:07:d0:39:ea:14:11:04
Node WWN : 20:05:d0:39:ea:14:11:04
Controller ID : 0x0140

Model Number : NetApp ONTAP Controller
Serial Number : 81CGZBPUST/uAAAAAAAB
Firmware Version : FFFFFFFF

Total Capacity : Not Available
Unallocated Capacity : Not Available

NVMe Qualified Name : ngn.1992-

08.com.netapp:sn.a3b74c32db2911eab229d039%al41105:subsystem.win n
vme interop-57-159

Port WWN : 20:08:d0:39:ea:14:11:04
Node WWN : 20:05:d0:39:ea:14:11:04
Controller ID : 0x0141

Model Number : NetApp ONTAP Controller
Serial Number : 81CGZBPUST/uAAAAAAAB
Firmware Version : FFFFFFFF

Total Capacity : Not Available
Unallocated Capacity : Not Available

Note: At present Namespace Management is not supported by NetApp
Arrays.

3. WIFER BRI EX LR M=TE):

nvme-list-ns
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Active Namespaces (attached to controller 0x0141):

SCSI SCSI

SCSI
NSID DeviceName Bus Number Target Number

0S LUN
0x00000001 \\.\PHYSICALDRIVEO9 0 1
0
0x00000002 \\.\PHYSICALDRIVE1O0 0 1
1
0x00000003 \\.\PHYSICALDRIVE11l 0 1
2
0x00000004 \\.\PHYSICALDRIVE1?2 0 1
3
0x00000005 \\.\PHYSICALDRIVE13 0 1
4
0x00000006 \\.\PHYSICALDRIVE14 0 1
5
0x00000007 \\.\PHYSICALDRIVEL5 0 1
6
0x00000008 \\.\PHYSICALDRIVE16 0 1
7

1IE AT F ONTAP #J Windows Server 2019 #9 NVMe/FC EH\ECE

A LATEIE{TWindows Server 201909 EN] LECEE T4 BEERINVMe (NVMe/FC). LA
{BEfEAONTAP LUN#ITI®ME,

KTFUAES

gﬁﬁll«lﬁiiﬁﬁﬂ:wmdows 2019FINVMe/FCENEEF R U TZF. EAREESEZA. BENEEZEHR
I [e]

@ ] UE R S IR IR AL B 1R B REC EEIEEIF ST ONTAP B9 Amazon FSX"HIEZEF
iF"Cloud Volumes ONTAP",

* IR EF
MONTAP 9.7FF%4. Windows Server 2019 3FNVMe/FC,

BXRXZFHFNFCIERCBMITHIZZMTIR, FS N Hardware Universe", B x2S MRS,
BEEWERFERTIA"
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https://docs.netapp.com/us-en/cloud-manager-fsx-ontap/index.html
https://docs.netapp.com/us-en/cloud-manager-fsx-ontap/index.html
https://docs.netapp.com/us-en/cloud-manager-fsx-ontap/index.html
https://docs.netapp.com/us-en/cloud-manager-fsx-ontap/index.html
https://docs.netapp.com/us-en/cloud-manager-fsx-ontap/index.html
https://docs.netapp.com/us-en/cloud-manager-fsx-ontap/index.html
https://docs.netapp.com/us-en/cloud-manager-fsx-ontap/index.html
https://docs.netapp.com/us-en/cloud-manager-fsx-ontap/index.html
https://docs.netapp.com/us-en/cloud-manager-fsx-ontap/index.html
https://docs.netapp.com/us-en/cloud-manager-cloud-volumes-ontap/index.html
https://hwu.netapp.com/Home/Index
https://hwu.netapp.com/Home/Index
https://hwu.netapp.com/Home/Index
https://hwu.netapp.com/Home/Index
https://hwu.netapp.com/Home/Index
https://hwu.netapp.com/Home/Index
https://hwu.netapp.com/Home/Index
https://hwu.netapp.com/Home/Index
https://hwu.netapp.com/Home/Index
https://hwu.netapp.com/Home/Index
https://hwu.netapp.com/Home/Index
https://hwu.netapp.com/Home/Index
https://hwu.netapp.com/Home/Index
https://hwu.netapp.com/Home/Index
https://hwu.netapp.com/Home/Index
https://hwu.netapp.com/Home/Index
https://hwu.netapp.com/Home/Index
https://hwu.netapp.com/Home/Index
https://hwu.netapp.com/Home/Index
https://hwu.netapp.com/Home/Index
https://hwu.netapp.com/Home/Index
https://hwu.netapp.com/Home/Index
https://hwu.netapp.com/Home/Index
https://hwu.netapp.com/Home/Index
https://hwu.netapp.com/Home/Index
https://hwu.netapp.com/Home/Index
https://hwu.netapp.com/Home/Index
https://hwu.netapp.com/Home/Index
https://hwu.netapp.com/Home/Index
https://hwu.netapp.com/Home/Index
https://hwu.netapp.com/Home/Index
https://hwu.netapp.com/Home/Index
https://hwu.netapp.com/Home/Index
https://hwu.netapp.com/Home/Index
https://hwu.netapp.com/Home/Index
https://hwu.netapp.com/Home/Index
https://hwu.netapp.com/Home/Index
https://hwu.netapp.com/Home/Index
https://hwu.netapp.com/Home/Index
https://hwu.netapp.com/Home/Index
https://mysupport.netapp.com/matrix/
https://mysupport.netapp.com/matrix/
https://mysupport.netapp.com/matrix/
https://mysupport.netapp.com/matrix/
https://mysupport.netapp.com/matrix/
https://mysupport.netapp.com/matrix/
https://mysupport.netapp.com/matrix/
https://mysupport.netapp.com/matrix/
https://mysupport.netapp.com/matrix/
https://mysupport.netapp.com/matrix/
https://mysupport.netapp.com/matrix/
https://mysupport.netapp.com/matrix/
https://mysupport.netapp.com/matrix/
https://mysupport.netapp.com/matrix/
https://mysupport.netapp.com/matrix/

* BXIPRH:

NVMe/FCARZHWindowstfE45 1585, F/IONTAPBRIAZFHEANVMe/FCHITRA LT,

BroadcomgWindows NVMe/FCig{ft 7 — M IMEBIRHIER. ZIRohiZEF =X R TLSCSI

@ 2SNVMelREhiZF. MA=EIEMNVMe/FCIRENTERF, BIRHHEA—ESFMIEEE. BEER
ENVMe/FCRIMREMR BT, ALt SlinuxEHMIRERSERE. WindowsfREZ85 L
BINVMe/FCHIFCPI4EEMERE]. TEXLIRIERSH. NVMe/FCIERERRE ML FFCP,

EF NVMe/FC
EWindows@aah 2R EN LB AFC/NVMe,

B
1. EWindowsE#1 & 3EEmulex HBA ManagerS: i
2. £81 HBA BaiEFin O L, B LT HBA IRehiEFS:
o EnableNVMe = 1
> NVMEMode =0

3. EHREHEN.
i EBroadcom FCiEfD2E
Broadcom/Z &2 ol @id HEEHY32 G FCiEHt a8 O R IRENVMe/FCHIFCPRE. % FFCPHIFC/NVMe.
RZfsE FBMicrosfti& & % F1EIR(DSM)EAMicrosoftZ E&121/0 (MPIO)iEIL,

‘+hostngn+ fEWindowsHER. 5XArc/NvMelBroadcom@hices SNV LKIEHIES (HRA)
IHOXEL BY +hostngn+ MU TAIR:

ngn.2017-01.com.broadcom:ecd:nvmf:£c:10000010901b9765
ngn.2017-01.com.broadcom:ecd:nvmf:£c:100000109b1b9766

JFINVMei% & 2 FEMPIO

EEWindowsEH EEHNVMe B, EEEHNNVMei& & B EMPIO,

T
1. Z%E "Windows Host Utility Kit 7.1" & BFCHINVMeB R IRNTZFE S5,
2. 77 MPIO B4
3. M * RMIZERER * SRR, AN NVMe FIHANIEE ID .

MPIO RILUIR%!I NVMe &8, XEREFAAEMEERE FEE,.

4 FTFF - HEEIE  HED CHMERM
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https://mysupport.netapp.com/site/products/all/details/hostutilities/downloads-tab/download/61343/7.1/downloads

3. M*MPIOEIRH, 1%&4F*Details*,
6. 1§ & L FMicrosoft DSMIE
° PathVerifiedPeriod : *
° PathVerifyEnabled : * B *
° RetransyCount : *
° Retransyinterval : *
° PDORemovedPeriod : *130 *
7. B MPIO RB& * A FEHITIETE * -
8. EHUIMRIE:

HKLM\SYSTEM\CurrentControlSet\Services\mpio\Parameters\PathRecoveryInter
val DWORD -> 30

HKLM\SYSTEM\CurrentControlSet\Services\mpio \Parameters\
UseCustomPathRecoveryInterval DWORD-> 1

9. EMREEN.
I5F NVMe/FC
HBIAEAMNVMeF 2%, HEHONTAPER B E N FNVMe-oF BR & IEF IR

S
1. I93F“Port Type (imARE)BE N FC+NVMe:

listhba
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Port WWN
Node WWN
Fabric Name
Flags

Host Name
Mfg

Serial No.
Port Number
Mode

PCI Bus Number
PCI Function
Port Type
Model

Port WWN
Node WWN
Fabric Name
Flags

Host Name
Mfg

Serial No.
Port Number
Mode

PCI Bus Number
PCI Function
Port Type
Model

10:00:00
20:00:00
10:00:c4
8000e300

:10:9b:1b:97:65
:10:90:1b:97:65
:f5:7c:a5:32:e0

INTEROP-57-159
Emulex Corporation
FC71367217

0

Initiator

94

0
FC+NVMe
LPe32002

10:00:00
20:00:00

10:00:c4:

8000e300

-M2

:10:9b:1b:97:66
:10:9b:1b:97:066
£f5:7c:a5:32:e0

INTEROP-57-159
Emulex Corporation
FC71367217

1

Initiator

94

1
FC+NVMe
LPe32002

2. BIFEHBEAWNVMe/FCFERYE:

594

° nvme-list

-M2



Bl

NVMe Qualified Name : ngn.1992-
08.com.netapp:sn.a3b74c32db2911eab229d039%eal41105:subsystem.win n
vme interop-57-159

Port WWN : 20:09:d0:39:ea:14:11:04
Node WWN : 20:05:d0:39:ea:14:11:04
Controller ID : 0x0180

Model Number : NetApp ONTAP Controller
Serial Number : 81CGZBPUST/uAAAAAAAB
Firmware Version : FFFFFFFF

Total Capacity : Not Available
Unallocated Capacity : Not Available

NVMe Qualified Name : ngn.1992-

08.com.netapp:sn.a3b74c32db2911eab229d039%al41105:subsystem.win n
vme interop-57-159

Port WWN : 20:06:d0:39:ea:14:11:04
Node WWN : 20:05:d0:39:ea:14:11:04
Controller ID : 0x0181

Model Number : NetApp ONTAP Controller
Serial Number : 81CGZBPUST/uAAAAAAAB
Firmware Version : FFFFFFFF

Total Capacity : Not Available
Unallocated Capacity : Not Available

Note: At present Namespace Management is not supported by NetApp
Arrays.

° nvme-list
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NVMe Qualified Name : ngn.1992-
08.com.netapp:sn.a3b74c32db2911eab229d039%eal41105:subsystem.win n
vme interop-57-159

Port WWN : 20:07:d0:39:ea:14:11:04
Node WWN : 20:05:d0:39:ea:14:11:04
Controller ID : 0x0140

Model Number : NetApp ONTAP Controller
Serial Number : 81CGZBPUST/uAAAAAAAB
Firmware Version : FFFFFFFF

Total Capacity : Not Available
Unallocated Capacity : Not Available

NVMe Qualified Name : ngn.1992-

08.com.netapp:sn.a3b74c32db2911eab229d039%al41105:subsystem.win n
vme interop-57-159

Port WWN : 20:08:d0:39:ea:14:11:04
Node WWN : 20:05:d0:39:ea:14:11:04
Controller ID : 0x0141

Model Number : NetApp ONTAP Controller
Serial Number : 81CGZBPUST/uAAAAAAAB
Firmware Version : FFFFFFFF

Total Capacity : Not Available
Unallocated Capacity : Not Available

Note: At present Namespace Management is not supported by NetApp
Arrays.

3. WIFER BRI EX LR M=TE):

nvme-list-ns
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Active Namespaces (attached to controller 0x0141):

SCSI SCSI

SCSI
NSID DeviceName Bus Number Target Number

0S LUN
0x00000001 \\.\PHYSICALDRIVEO9 0 1
0
0x00000002 \\.\PHYSICALDRIVE1O0 0 1
1
0x00000003 \\.\PHYSICALDRIVE11l 0 1
2
0x00000004 \\.\PHYSICALDRIVE1?2 0 1
3
0x00000005 \\.\PHYSICALDRIVE13 0 1
4
0x00000006 \\.\PHYSICALDRIVE14 0 1
5
0x00000007 \\.\PHYSICALDRIVEL5 0 1
6
0x00000008 \\.\PHYSICALDRIVE16 0 1
7

JJWindows Server 2016fC & & TFONTAPRINVMe/FC

A LATEIE{TWindows Server 20169 EA] EECEE T4 BEERINVMe (NVMe/FC). LA
{BEfEAONTAP LUN#ITI®ME,

KTFUAES

gﬁﬁll«lﬁiiﬁﬁﬂ:wmdows 2016HINVMe/FCENEEF R U T, EHREESEZA. BENEEZEHR
I [e]

@ ] UE R S IR IR AL B 1R B REC EEIEEIF ST ONTAP B9 Amazon FSX"HIEZEF
iF"Cloud Volumes ONTAP",

* IR EF
MONTAP 9.7FF%4. Windows Server 2016 3FNVMe/FC,

BXRXZFHFNFCIERCBMITHIZZMTIR, FS N Hardware Universe", B x2S MRS,
BEEWERFERTIA"
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https://docs.netapp.com/us-en/cloud-manager-fsx-ontap/index.html
https://docs.netapp.com/us-en/cloud-manager-fsx-ontap/index.html
https://docs.netapp.com/us-en/cloud-manager-fsx-ontap/index.html
https://docs.netapp.com/us-en/cloud-manager-fsx-ontap/index.html
https://docs.netapp.com/us-en/cloud-manager-fsx-ontap/index.html
https://docs.netapp.com/us-en/cloud-manager-fsx-ontap/index.html
https://docs.netapp.com/us-en/cloud-manager-fsx-ontap/index.html
https://docs.netapp.com/us-en/cloud-manager-fsx-ontap/index.html
https://docs.netapp.com/us-en/cloud-manager-fsx-ontap/index.html
https://docs.netapp.com/us-en/cloud-manager-cloud-volumes-ontap/index.html
https://hwu.netapp.com/Home/Index
https://hwu.netapp.com/Home/Index
https://hwu.netapp.com/Home/Index
https://hwu.netapp.com/Home/Index
https://hwu.netapp.com/Home/Index
https://hwu.netapp.com/Home/Index
https://hwu.netapp.com/Home/Index
https://hwu.netapp.com/Home/Index
https://hwu.netapp.com/Home/Index
https://hwu.netapp.com/Home/Index
https://hwu.netapp.com/Home/Index
https://hwu.netapp.com/Home/Index
https://hwu.netapp.com/Home/Index
https://hwu.netapp.com/Home/Index
https://hwu.netapp.com/Home/Index
https://hwu.netapp.com/Home/Index
https://hwu.netapp.com/Home/Index
https://hwu.netapp.com/Home/Index
https://hwu.netapp.com/Home/Index
https://hwu.netapp.com/Home/Index
https://hwu.netapp.com/Home/Index
https://hwu.netapp.com/Home/Index
https://hwu.netapp.com/Home/Index
https://hwu.netapp.com/Home/Index
https://hwu.netapp.com/Home/Index
https://hwu.netapp.com/Home/Index
https://hwu.netapp.com/Home/Index
https://hwu.netapp.com/Home/Index
https://hwu.netapp.com/Home/Index
https://hwu.netapp.com/Home/Index
https://hwu.netapp.com/Home/Index
https://hwu.netapp.com/Home/Index
https://hwu.netapp.com/Home/Index
https://hwu.netapp.com/Home/Index
https://hwu.netapp.com/Home/Index
https://hwu.netapp.com/Home/Index
https://hwu.netapp.com/Home/Index
https://hwu.netapp.com/Home/Index
https://hwu.netapp.com/Home/Index
https://hwu.netapp.com/Home/Index
https://mysupport.netapp.com/matrix/
https://mysupport.netapp.com/matrix/
https://mysupport.netapp.com/matrix/
https://mysupport.netapp.com/matrix/
https://mysupport.netapp.com/matrix/
https://mysupport.netapp.com/matrix/
https://mysupport.netapp.com/matrix/
https://mysupport.netapp.com/matrix/
https://mysupport.netapp.com/matrix/
https://mysupport.netapp.com/matrix/
https://mysupport.netapp.com/matrix/
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* BXIPRH:

NVMe/FCARZHWindowstfE45 1585, F/IONTAPBRIAZFHEANVMe/FCHITRA LT,

BroadcomgWindows NVMe/FCig{ft 7 — M IMEBIRHIER. ZIRohiZEF =X R TLSCSI

@ 2SNVMelREhiZF. MA=EIEMNVMe/FCIRENTERF, BIRHHEA—ESFMIEEE. BEER
ENVMe/FCRIMREMR BT, ALt SlinuxEHMIRERSERE. WindowsfREZ85 L
BINVMe/FCHIFCPI4EEMERE]. TEXLIRIERSH. NVMe/FCIERERRE ML FFCP,

EF NVMe/FC
EWindows@aah 2R EN LB AFC/NVMe,

B
1. EWindowsE#1 & 3EEmulex HBA ManagerS: i
2. £81 HBA BaiEFin O L, B LT HBA IRehiEFS:
o EnableNVMe = 1
> NVMEMode =0

3. EHREHEN.
i EBroadcom FCiEfD2E
Broadcom/Z &2 ol @id HEEHY32 G FCiEHt a8 O R IRENVMe/FCHIFCPRE. % FFCPHIFC/NVMe.
RZfsE FBMicrosfti& & % F1EIR(DSM)EAMicrosoftZ E&121/0 (MPIO)iEIL,

‘+hostngn+ fEWindowsHER. 5XArc/NvMelBroadcom@hices SNV LKIEHIES (HRA)
IHOXEL BY +hostngn+ MU TAIR:

ngn.2017-01.com.broadcom:ecd:nvmf:£c:10000010901b9765
ngn.2017-01.com.broadcom:ecd:nvmf:£c:100000109b1b9766

JFINVMei% & 2 FEMPIO

EEWindowsEH EEHNVMe B, EEEHNNVMei& & B EMPIO,

T
1. Z%E "Windows Host Utility Kit 7.1" & BFCHINVMeB R IRNTZFE S5,
2. 77 MPIO B4
3. M * RMIZERER * SRR, AN NVMe FIHANIEE ID .

MPIO RILUIR%!I NVMe &8, XEREFAAEMEERE FEE,.

4 FTFF - HEEIE  HED CHMERM
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https://mysupport.netapp.com/site/products/all/details/hostutilities/downloads-tab/download/61343/7.1/downloads

3. M*MPIOEIRH, 1%&4F*Details*,
6. 1§ & L FMicrosoft DSMIE
° PathVerifiedPeriod : *
° PathVerifyEnabled : * B *
° RetransyCount : *
° Retransyinterval : *
° PDORemovedPeriod : *130 *
7. B MPIO RB& * A FEHITIETE * -
8. EHUIMRIE:

HKLM\SYSTEM\CurrentControlSet\Services\mpio\Parameters\PathRecoveryInter
val DWORD -> 30

HKLM\SYSTEM\CurrentControlSet\Services\mpio \Parameters\
UseCustomPathRecoveryInterval DWORD-> 1

9. EMREEN.
I5F NVMe/FC
HBIAEAMNVMeF 2%, HEHONTAPER B E N FNVMe-oF BR & IEF IR

S
1. I93F“Port Type (imARE)BE N FC+NVMe:

listhba
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Bl

Port WWN
Node WWN
Fabric Name
Flags

Host Name
Mfg

Serial No.
Port Number
Mode

PCI Bus Number
PCI Function
Port Type
Model

Port WWN
Node WWN
Fabric Name
Flags

Host Name
Mfg

Serial No.
Port Number
Mode

PCI Bus Number
PCI Function
Port Type
Model

10:00:00
20:00:00
10:00:c4
8000e300

:10:9b:1b:97:65
:10:90:1b:97:65
:f5:7c:a5:32:e0

INTEROP-57-159
Emulex Corporation
FC71367217

0

Initiator

94

0
FC+NVMe
LPe32002

10:00:00
20:00:00

10:00:c4:

8000e300

-M2

:10:9b:1b:97:66
:10:9b:1b:97:066
£f5:7c:a5:32:e0

INTEROP-57-159
Emulex Corporation
FC71367217

1

Initiator

94

1
FC+NVMe
LPe32002

2. BIFEHBEAWNVMe/FCFERYE:
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Bl

NVMe Qualified Name : ngn.1992-
08.com.netapp:sn.a3b74c32db2911eab229d039%eal41105:subsystem.win n
vme interop-57-159

Port WWN : 20:09:d0:39:ea:14:11:04
Node WWN : 20:05:d0:39:ea:14:11:04
Controller ID : 0x0180

Model Number : NetApp ONTAP Controller
Serial Number : 81CGZBPUST/uAAAAAAAB
Firmware Version : FFFFFFFF

Total Capacity : Not Available
Unallocated Capacity : Not Available

NVMe Qualified Name : ngn.1992-

08.com.netapp:sn.a3b74c32db2911eab229d039%al41105:subsystem.win n
vme interop-57-159

Port WWN : 20:06:d0:39:ea:14:11:04
Node WWN : 20:05:d0:39:ea:14:11:04
Controller ID : 0x0181

Model Number : NetApp ONTAP Controller
Serial Number : 81CGZBPUST/uAAAAAAAB
Firmware Version : FFFFFFFF

Total Capacity : Not Available
Unallocated Capacity : Not Available

Note: At present Namespace Management is not supported by NetApp
Arrays.

° nvme-list
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NVMe Qualified Name : ngn.1992-
08.com.netapp:sn.a3b74c32db2911eab229d039%eal41105:subsystem.win n
vme interop-57-159

Port WWN : 20:07:d0:39:ea:14:11:04
Node WWN : 20:05:d0:39:ea:14:11:04
Controller ID : 0x0140

Model Number : NetApp ONTAP Controller
Serial Number : 81CGZBPUST/uAAAAAAAB
Firmware Version : FFFFFFFF

Total Capacity : Not Available
Unallocated Capacity : Not Available

NVMe Qualified Name : ngn.1992-

08.com.netapp:sn.a3b74c32db2911eab229d039%al41105:subsystem.win n
vme interop-57-159

Port WWN : 20:08:d0:39:ea:14:11:04
Node WWN : 20:05:d0:39:ea:14:11:04
Controller ID : 0x0141

Model Number : NetApp ONTAP Controller
Serial Number : 81CGZBPUST/uAAAAAAAB
Firmware Version : FFFFFFFF

Total Capacity : Not Available
Unallocated Capacity : Not Available

Note: At present Namespace Management is not supported by NetApp
Arrays.

3. WIFER BRI EX LR M=TE):

nvme-list-ns
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Active Namespaces (attached to controller 0x0141):

SCSI SCSI

SCSI
NSID DeviceName Bus Number Target Number

0S LUN
0x00000001 \\.\PHYSICALDRIVEO9 0 1
0
0x00000002 \\.\PHYSICALDRIVE1O0 0 1
1
0x00000003 \\.\PHYSICALDRIVE11l 0 1
2
0x00000004 \\.\PHYSICALDRIVE1?2 0 1
3
0x00000005 \\.\PHYSICALDRIVE13 0 1
4
0x00000006 \\.\PHYSICALDRIVE14 0 1
5
0x00000007 \\.\PHYSICALDRIVEL5 0 1
6
0x00000008 \\.\PHYSICALDRIVE16 0 1
7

JJONTAPEZE X FANVMe/FCHIWindows Server 2012 R2

A LATEIE{TWindows Server 2012 R2BYEH LECE R T /L4 @IERINVMe (NVMe/FC).
LUEEFRONTAP LUN# T2 1E,

KTFUAES

1] AFIER FWindows 2012 R2BINVMe/FCENECE R L TX#F, THREEEIREZa]. BENEEEX
FRHo

@ Eo] DI A LS IR AL B 1R B RECEEZEIF ST ONTAP Y Amazon FSX"HI=EF
iF"Cloud Volumes ONTAP",

© R
MONTAP 9.7FF44. Windows Server 2012 R2%23FNVMe/FC,

BXLIFMFCER R MITHIZEMTIR, iEE M "Hardware Universe", B X ZiFMA BRI RHYIE,
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BERERFERIA"
* EHIPRE:

NVMe/FCAR L Windows i fEi515 8. ENONTAPBRIAZHHERANVMe/FCHITRAMTNE,

BroadcomaWindows NVMe/FCI#t 7 —MNIMNEPIRShAERE . 1ZIREhiZF 2Rt SCSI

@ SNVMelREHiZF. MASEIEMNVMe/FCIRENTEF., BINRFHEA—ESEFMmIEEE. BT
fENVMe/FCRIMREMM BT, Ht. SlinuxZEEH2ERSERE. WindowsfRsS85 L
BINVMe/FCHIFCPMEEMER]. TEXLARIERLAH. NVMe/FCI4HEEERE L TFFCP,

|2 NVMe/FC

EWindowsBah#2FF E M L/EAFC/NVMe,
B
1. EWindowsE#1_E % 2EEEmulex HBA ManagerS: FBT2Fo
2. £81 HBA BaiEFiR O L, KB LT HBA IRehiEF &
o EnableNVMe = 1
> NVMEMode =0

3. EfEEEMN.

fid&EBroadcom FCiEAI2:
Broadcom/aahiER rli@id HERIAY32 G FCiEAi2sinm O EIBHRENVMe/FCHIFCPRIE, X FFCPFIFC/NVMe.
[z fE A Microsfti& & & FIRIR(DSM)EIMicrosoftZ #&121/0 (MPIO)1ZED,

‘+hostngn+ fEWindowsHER. S5HEAFC/NVMeMIBroadcomi@hicgs & N2 LIEECES (HRA)
HOXEK. By “+hostngn+ U TR

ngn.2017-01.com.broadcom:ecd:nvmf:£c:10000010901b9765
ngn.2017-01.com.broadcom:ecd:nvmf:£c:100000109b1b9766

JINVMei%# = FAMPIO

EEWindowsEH EEHNVMe R E. EEEANVMe&EZ B EMPIO,

T
1. 2% "Windows Host Utility Kit 7.1" 8 BFCHINVMei@ B RIRENTZRE S5,

2. 1TFF MPIO B,
3. M * REBERR * &K, A0 NVMe FIHATIEE ID

MPIO RTLUIRAI NVMe &, XEREAIEHEEETES.
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4. $TFF * HLEREIE  HER - HERMT .
o M*MPIO*ETR-RH, & *Details*
6. & & LI FMicrosoft DSMIZE :
° PathVerifiedPeriod . *
° PathVerifyEnabled : * B *
° RetransyCount : *
° Retransyinterval : *
° PDORemovedPeriod : *130 *
7. 3%&5F MPIO RB& * (EAFERITIRE *
8. BEUEMRE:

HKLM\SYSTEM\CurrentControlSet\Services\mpio\Parameters\PathRecoveryInter
val DWORD -> 30

HKLM\SYSTEM\CurrentControlSet\Services\mpio \Parameters\
UseCustomPathRecoveryInterval DWORD-> 1

. EFEEE.
33 NVMe/FC

HIABRWMNVMeF &% HEONTAPEFZEXTNVMe-oF BLE IEFATIR.

il
1. IIE“Port Type (I A2EE) @E A FC+NVMe:

listhba
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Port WWN
Node WWN
Fabric Name
Flags

Host Name
Mfg

Serial No.
Port Number
Mode

PCI Bus Number
PCI Function
Port Type
Model

Port WWN
Node WWN
Fabric Name
Flags

Host Name
Mfg

Serial No.
Port Number
Mode

PCI Bus Number
PCI Function
Port Type
Model

10:00:00
20:00:00
10:00:c4
8000e300

:10:9b:1b:97:65
:10:90:1b:97:65
:f5:7c:a5:32:e0

INTEROP-57-159
Emulex Corporation
FC71367217

0

Initiator

94

0
FC+NVMe
LPe32002

10:00:00
20:00:00

10:00:c4:

8000e300

-M2

:10:9b:1b:97:66
:10:9b:1b:97:066
£f5:7c:a5:32:e0

INTEROP-57-159
Emulex Corporation
FC71367217

1

Initiator

94

1
FC+NVMe
LPe32002

2. BIFEHBEAWNVMe/FCFERYE:
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NVMe Qualified Name : ngn.1992-
08.com.netapp:sn.a3b74c32db2911eab229d039%eal41105:subsystem.win n
vme interop-57-159

Port WWN : 20:09:d0:39:ea:14:11:04
Node WWN : 20:05:d0:39:ea:14:11:04
Controller ID : 0x0180

Model Number : NetApp ONTAP Controller
Serial Number : 81CGZBPUST/uAAAAAAAB
Firmware Version : FFFFFFFF

Total Capacity : Not Available
Unallocated Capacity : Not Available

NVMe Qualified Name : ngn.1992-

08.com.netapp:sn.a3b74c32db2911eab229d039%al41105:subsystem.win n
vme interop-57-159

Port WWN : 20:06:d0:39:ea:14:11:04
Node WWN : 20:05:d0:39:ea:14:11:04
Controller ID : 0x0181

Model Number : NetApp ONTAP Controller
Serial Number : 81CGZBPUST/uAAAAAAAB
Firmware Version : FFFFFFFF

Total Capacity : Not Available
Unallocated Capacity : Not Available

Note: At present Namespace Management is not supported by NetApp
Arrays.

° nvme-list
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NVMe Qualified Name : ngn.1992-
08.com.netapp:sn.a3b74c32db2911eab229d039%eal41105:subsystem.win n
vme interop-57-159

Port WWN : 20:07:d0:39:ea:14:11:04
Node WWN : 20:05:d0:39:ea:14:11:04
Controller ID : 0x0140

Model Number : NetApp ONTAP Controller
Serial Number : 81CGZBPUST/uAAAAAAAB
Firmware Version : FFFFFFFF

Total Capacity : Not Available
Unallocated Capacity : Not Available

NVMe Qualified Name : ngn.1992-

08.com.netapp:sn.a3b74c32db2911eab229d039%al41105:subsystem.win n
vme interop-57-159

Port WWN : 20:08:d0:39:ea:14:11:04
Node WWN : 20:05:d0:39:ea:14:11:04
Controller ID : 0x0141

Model Number : NetApp ONTAP Controller
Serial Number : 81CGZBPUST/uAAAAAAAB
Firmware Version : FFFFFFFF

Total Capacity : Not Available
Unallocated Capacity : Not Available

Note: At present Namespace Management is not supported by NetApp
Arrays.

3. WIFER BRI EX LR M=TE):

nvme-list-ns
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Active Namespaces (attached to controller 0x0141):

SCSI SCSI

SCSI
NSID DeviceName Bus Number Target Number

0S LUN
0x00000001 \\.\PHYSICALDRIVEO9 0 1
0
0x00000002 \\.\PHYSICALDRIVE1O0 0 1
1
0x00000003 \\.\PHYSICALDRIVE11l 0 1
2
0x00000004 \\.\PHYSICALDRIVE1?2 0 1
3
0x00000005 \\.\PHYSICALDRIVE13 0 1
4
0x00000006 \\.\PHYSICALDRIVE14 0 1
5
0x00000007 \\.\PHYSICALDRIVEL5 0 1
6
0x00000008 \\.\PHYSICALDRIVE16 0 1
7

EFHONTAPTE(EXT NVMe-oF #H 1T [EHFR (GERTF Linux 41
S-F1ERE)

X EZEONTAPTEfERY Oracle Linux. RHEL. Rocky Linux #1 SUSE Linux Enterprise
Server EH1i#1T NVMe-oF BEHIE,

TR RS 2 AT, IRRIAGIEITTHRENSUTER: "BERFIERTAR" ARRRIRAHIT F—1&(E,
LU AE AT E AR,

() smHHIEREBT AX. ESXi. Proxmox il Windows Z#.
BRIFHAEEIER

MRENEREESEEER . NFAESTIERHRHSERIRFIENESRRER,
p
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79 LPFC =% Qlogic (Qla2xxx) I EIFHHEIC R,

Ipfc
R EBENVMe/FCHYIpfcIRTHIZF o

1. 1% 1pfc_log verbose FIRMIEFIZENUTERELIZRENVMe/FCEH-

#define LOG NVME 0x00100000 /* NVME general events. */

#define LOG NVME DISC 0x00200000 /* NVME Discovery/Connect events.
*/

#define LOG NVME ABTS 0x00400000 /* NVME ABTS events. */

#define LOG NVME IOERR 0x00800000 /* NVME IO Error events. */

2. ®EBER. BT dracut-f (s HEMBohEN.
3. IBIZITIRE

# cat /etc/modprobe.d/lpfc.conf options lpfc
lpfc log verbose=0x£f00083

# cat /sys/module/lpfc/parameters/lpfc log verbose 15728771

qla2xxx
NVMe/FCEB L MUTF RIS Eqla2xxxBEIEFE 1pfc KohiERF. MEMIEE FEMgla2xxBEIERER .

1. ¥ ql2xextended error logging=0x1e400000 {EMIMNEIFERAY modprobe gla2xxx conf X
%,

2. 117 dracut -f @, ABREMBEEN.
3. EffiRniE. BRiEESERAFAREIER:

# cat /etc/modprobe.d/gla2xxx.conf
BN iZ=EB BN F LT REIaYHE L

options gla2xxx gl2xnvmeenable=1
glZ2xextended error logging=0x1e400000

# cat /sys/module/gla2xxx/parameters/gl2xextended error logging
507510784

610



= I “nvme-cli” iR N fRIR 75 7%

ETRHEIR nvme-c1i HA[E] nvme discover, nvme connect 'BY ‘nvme connect-all F&RET 1 I2{E

R R

HZHE AIRERN R ERH 5B i R ER
TEBN /dev/nve- 1BERIEH IIF S X ER T EMAIEE nvme discover, nvme

Fabric . &8 X connect, # nvme connect-all me

611



HIRHE AIRER R R

TEBEN /dev/nve- HARESHILZ N a)@.
Fabric : &BLEX 0. ANVMem <z

HxBER HEEIRNSHEE WIR
Z_o

612

l&BS AR R
* FIAB R ERNSHRGIM. EFRAWWNNFRF
F. WWPNFERFERF)EBLH L,
* MRSHIERH. BENDEBIIER. BRERSHER
/sys/class/scsi_host/host*/nvme info <

HIER. NVMeBEhi2R 2774 Enabled HINVMe/FCH
WHLIFSIEME REIEIRE OE59 T A

# cat

/sys/class/scsi _host/host*/nvme info
NVME Initiator Enabled

NVME LPORT lpfcO WWPN
x10000090faelec9d WWNN
x20000090faelec9d DID x012000 ONLINE
NVME RPORT WWPN x200b00a098c80£09
WWNN x200a00a098c80f09 DID x010601
TARGET DISCSRVC ONLINE

NVME Statistics

LS: Xmt 0000000000000006 Cmpl
00000000000000006

FCP: Rd 0000000000000071 Wr
0000000000000005 IO 0000000000000031
Cmpl 00000000000000a6 Outstanding
0000000000000001

NVME Initiator Enabled

NVME LPORT lpfcl WWPN
x10000090faelec9e WWNN
x20000090faelec9e DID x012400 ONLINE
NVME RPORT WWPN x200900a098c80f09
WWNN x200800a098c80f09 DID x010301
TARGET DISCSRVC ONLINE

NVME Statistics

LS: Xmt 0000000000000006 Cmpl
0000000000000006

FCP: Rd 0000000000000073 Wr
0000000000000005 IO 0000000000000031
Cmpl 00000000000000a8 Outstanding
0000000000000001

* YN ‘nvme_info ap L R R _EBIFRRAYEAFLUN.
BREM dmesg LA P B S EE TR
BINVMe/FC#FE. “/var/log/messages HAERN #hR &5
BE,



HIRHE AIRER R R IEB AR ER

REERDNANEE BEEHINNRE RS ER /ete/nvme/hostngn FRIB BRI
%H /etc/nvme/hostngn EINetAppf&E%! EREN FR S (ERHITIRIE vserver
FRIBRAIMEINetApp nvme subsystem host show B3 )o
%5 ERMEN FR%A S
ARIEHE hostngn Fi/T
HERNRENNFR
g,

TEEN /dev/nve- TEITHIZRKEATIEEIE LTZE1IE1T nvme discover 88%, EATF nvme
Fabric . BfEmi# ECRIENEELIERN connect M connect-all. I&E{T nvme list pLALGIE

L MRE, EEABME BELEEMZRTEREHBEETEINL.
ERHAPRIRER A EX
MBS

RIRSEX R AR5

SNRPIEIPAFE, IBREM T XM StahHBK R,  "NetApp 25" UEHE—T 312!

cat /sys/class/scsi_host/host*/nvme info

/var/log/messages

dmesg

nvme discover output as in:

nvme discover --transport=fc --traddr=nn-0x200a00a098c80£f09:pn
-0x200b00a098c80£f09 --host-traddr=nn-0x20000090faelec9d:pn
-0x10000090faeleco9d

nvme list

nvme list-subsys /dev/nvmeXnY
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SEEETRERIRIER, Bin., SRISHHL
hRAY

"https://www.netapp.com/company/legal/copyright/"

Bl

NetApp . NetApp #ARH NetApp Etriim L5 HAIFRIERE NetApp «  Inc. BIEIR. EMABSMN~mBAFRATEE
EHEZBEFREENET.

"https://www.netapp.com/company/legal/trademarks/"

ezl
3% Netapp IFEEISFISBETIR, HHA:

https://www.netapp.com/pdf.html?item=/media/11887-patentspage.pdf

EENIZE S

"https://www.netapp.com/company/legal/privacy-policy/"
* TAXGCEEREI"
* "LinucERE"
* "Solarisi@*[1"

* "Windows;¥ = EIR"
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