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# esxcli nvme info get

N

Host NQN: ngn.2014-08.org.nvmexpress:uuid:62al9711-ba8c-475d-c954-
0000c9flad36

# vserver nvme subsystem host show -vserver nvme fc

Nk
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Vserver Subsystem Host NON

nvme fc nvme ss ngn.2014-08.org.nvmexpress:uuid:62al9711-ba8c-475d-c954-
0000c9flad36
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# esxcli nvme adapter list

TG

Adapter Adapter Qualified Name Transport Type Driver
Associated Devices

vinhba64 agn:1pfc:100000109b579f11 FC lpfc
vmhba65 agn:1lpfc:100000109p579f12 FC lpfc
vmhba66 agn:glnativefc:2100£4e9d456e286 FC glnativefc
vmhba67 agn:glnativefc:2100f4e9d456e287 FC glnativefc

2. BiIFREEEREIENVMe/FCAFZZ(a]:

BUTFRfIFE UUID =R NVMe/FC 58 =ali% &,
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# esxcfg-mpath -b
uuid.llecb7ed99e574a0faf35ac2ecl115969d
(uuid.ll6cb7ed9%9e574a0faf35ac2ecl15969d)

NVMe Fibre

vmhba64:C0:TO0:L5 LUN:5 state:active fc Adapter:
20:00:00:24:£f£f:7£:4a:50 WWPN: 21:00:00:24:ff:7f:4a:
20:04:d0:39:ea:3a:b2:1f WWPN: 20:05:d0:39:ea:3a:b2:
vmhba64:C0:T1:1L5 LUN:5 state:active fc Adapter:
20:00:00:24:f£:7£:4a:50 WWPN: 21:00:00:24:ff:7f:4a:
20:04:d0:39:ea:3a:b2:1f WWPN: 20:07:d0:39:ea:3a:b2:
vmmhba65:C0:T1:1L5 LUN:5 state:active fc Adapter:
20:00:00:24:ff:7f:4a:51 WWPN: 21:00:00:24:ff:7f:4a:
20:04:d0:39:ea:3a:b2:1f WWPN: 20:08:d0:39:ea:3a:b2:
vmhba65:C0:TO0:L5 LUN:5 state:active fc Adapter:
20:00:00:24:ff:7f:4a:51 WWPN: 21:00:00:24:ff:7f:4a:
20:04:d0:39:ea:3a:b2:1f WWPN: 20:06:d0:39:ea:3a:b2:
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vserver nvme namespace create -vserver vs_1 -path

/vol/nssvol/namespacel -size 100g -ostype vmware -block-size 512B
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# esxcli storage hpp path list -d uuid.df960bebb5a74a3eaaalae55e6b3411d

£fc.20000024£f£f7£4a50:21000024£ff7£4a50~-
£fc.2004d039%ea3ab21f:2005d039%ea3ab21f-
uuid.df960bebb5a74a3eaaalaeb5e6b3411d

Runtime Name: vmhba64:C0:T0:L3

Device: uuid.df960bebb5a74a3eaaalaebbebb3411d

Device Display Name: NVMe Fibre Channel Disk
(uuid.df960bebb5a74a3ecaaalae55e6b3411d)

Path State: active unoptimized
Path Config: {ANA GRP id=4,ANA GRP_state=ANO, health=UP}

£c.20000024ff7f4a51:21000024£ff7£f4a51-
£fc.2004d039%ea3ab21f:2008d039%ea3ab21f-
uuid.df960bebb5a74a3eaaalaeb5e6b3411d

Runtime Name: vmhba65:C0:T1:L3

Device: uuid.df960bebbba74a3eaaalaeb55e6b3411d

Device Display Name: NVMe Fibre Channel Disk
(uuid.df960bebbb5a74a3caaalae55e06b3411d)

Path State: active
Path Config: {ANA GRP id=4,ANA GRP_state=AO, health=UP}

£fc.20000024£f£f7£4a51:21000024ff7f4a51~
£c.2004d039%ea3ab21f:2006d039%ea3ab21f-
uuid.df960bebb5a74a3eaaalaeb5e6b3411d

Runtime Name: vmhba65:C0:T0:L3

Device: uuid.df960bebb5a74a3eaaalaebbebb3411d

Device Display Name: NVMe Fibre Channel Disk
(uuid.df960bebb5a74a3eaaalaeb5e6b3411d)

Path State: active unoptimized
Path Config: {ANA GRP id=4,ANA GRP_state=ANO, health=UP}

£c.20000024ff7f4a50:21000024££f7£f4a50-
£fc.2004d039%ea3ab21f:2007d039%ea3ab21f-
uuid.df960bebb5a74a3ecaaalaebbe6b3411d

Runtime Name: vmhba64:C0:T1:L3

Device: uuid.df960bebb5a74a3eaaalae55e6b3411d

Device Display Name: NVMe Fibre Channel Disk
(uuid.df960bebbba74a3caaalae55e0b3411d)

Path State: active
Path Config: {ANA_GRP_id:4,ANA_GRP_state=AO,health=UP}
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esxcli nvme adapter list

Tl

Adapter Adapter Qualified Name Transport Type Driver
Associated Devices

vmhba65 agn:nvmetcp:ec-2a-72-0f-e2-30-T TCP nvmetcp
vmnicO
vimhba66 agn:nvmetcp:34-80-0d-30-d1-a0-T TCP nvmetcp
vmnic?2
vmhba67 agn:nvmetcp:34-80-0d4d-30-dl-al-T TCP nvmetcp
vmnic3

2. ¥YZENVMe/TCPIEIESIK

esxcli nvme controller list

Tl



Name Controller Number
Adapter Transport Type Is Online Is VVOL

ngn.2014-08.org.nvmexpress.discovery#vmhba64#192.168.100.166:8009 256

vmhba64 TCP true false

ngn.1992-
08.com.netapp:sn.89%pbla28a89%alled8a88d03%ea263f93:subsystem.nvme ss#vmhb
a644192.168.100.165:4420 258 vmhba64 TCP true false

ngn.1992-
08.com.netapp:sn.89pbla28a89alled8a88d039%ea263f93:subsystem.nvme ss#vmhb
a64#192.168.100.168:4420 259 vmhba64 TCP true false

ngn.1992-
08.com.netapp:sn.89%pbla28a89%alled8a88d03%ea263f93:subsystem.nvme ss#vmhb
a64#192.168.100.166:4420 260 vmhba64 TCP true false
ngn.2014-08.org.nvmexpress.discovery#vmhba64#192.168.100.165:8009 261
vmhba64 TCP true false
ngn.2014-08.org.nvmexpress.discovery#vmhba65#192.168.100.155:8009 262
vmhba65 TCP true false

ngn.1992-
08.com.netapp:sn.89%bla28a89%alled8a88d039%ea263f93:subsystem.nvme ss#vmhb
a64#192.168.100.167:4420 264 vmhba64 TCP true false

3. WENVMedn & TEIMERZE5IR:

esxcli storage hpp path list -d uuid.f4f14337c3ad4a639%9edf0e21de8b88bf

Tl



tcp.vmnic2:34:80:0d:30:ca:e0-tcp.192.168.100.165:4420-
uuid.f4f14337c3ad4a639%9edf0e21de8b88bf

Runtime Name: vmhba64:C0:T0:L5

Device: uuid.f4f14337c3ad4a639edf0e21de8b88bf

Device Display Name: NVMe TCP Disk
(uuid.f4f14337c3ad4a639%9edf0e21de8b88bf)

Path State: active

Path Config: {ANA GRP id=6,ANA GRP_state=AO, health=UP}

tcp.vmnic2:34:80:0d:30:ca:e0-tcp.192.168.100.168:4420-
uuid.f4f14337c3ad4a639%df0e21de8b88bf

Runtime Name: vmhba64:C0:T3:L5

Device: uuid.f4f14337c3ad4a639edf0e21de8b88bf

Device Display Name: NVMe TCP Disk
(uuid.f4f14337c3ad4a63%edf0e21de8b88bf)

Path State: active unoptimized

Path Config: {ANA_GRP_id=6,ANA;GRP_state=ANO,health=UP}

tcp.vmnic2:34:80:0d:30:ca:e0-tcp.192.168.100.166:4420-
uuid.f4£f14337c3ad4a639%9edf0e21de8b88bf

Runtime Name: vmhba64:C0:T2:L5

Device: uuid.f4f14337c3ad4a639edf0e21de8b88bf

Device Display Name: NVMe TCP Disk
(uuid.f4f14337c3ad4a63%edf0e21de8b88bf)

Path State: active unoptimized

Path Config: {ANA GRP id=6,ANA GRP_state=ANO, health=UP}

tcp.vmnic2:34:80:0d:30:ca:e0-tcp.192.168.100.167:4420-
uuid.f4f14337c3ad4a639%edf0e21de8b88bf

Runtime Name: vmhba64:C0:T1:L5

Device: uuid.f4f14337c3ad4a639edf0e21de8b88bf

Device Display Name: NVMe TCP Disk
(uuid.f4f14337c3ad4a639%edf0e21de8b88bf)

Path State: active

Path Config: {ANA GRP id=6,ANA GRP_state=AO, health=UP}
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1. FESXiEM L. FIEDSMEUE D ACRIR BER B 37HFTP4040:
esxcfg-advcfg -g /Scsi/NVmeUseDsmTp4040
FER{E 90,

2. [AFADSMEGE A ECHIR B H S TP4040:
esxcfg-advcfg -s 1 /Scsi/NvmeUseDsmTp4040

3. BWIIREEREAEITP4040FEUH I BCDSMAYIRE :
esxcfg-advcfg -g /Scsi/NVmeUseDsmTp4040
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* M ONTAP 9.9.1 P3 F7F44, ESXi 7.0 Update 3 x# NVMe/FC Thak,
* WF ESXi 7.0 MESRA, HPP (SM4eEtEE) & NVMe IE&ERINGEME,
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FEFFLUTERE:

* RDM Bf5¢
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2 NVMe/FC
1. ¥07 ESXi E#1 NQN F&FH, HEIIEEES ONTAP [F5 LN FRFEM TN, NQN FRFSRILE:

# esxcli nvme info get

Host NQN: ngn.2014-08.com.vmware:nvme:nvme-esx

# vserver nvme subsystem host show -vserver vserver nvme
Vserver Subsystem Host NOQON

vserver nvme ss_vserver nvme ngn.2014-08.com.vmware:nvme:nvme-esx

EdE Broadcom/Emulex

1. BEARNEREREF/EG S IR E BigFIERTA"

2. 1§ & Ipfc IRTHFTEFBEN 1pfc enable FC4 type=3 BUTE 1pfc WEhiEFH/EA NVMe/FC 245, REE
#EshEMN.

@ M vSphere 7.0 Update 3 88, brcemnvmefc REfFERFABERAIH. FAlt, 1pfc RapfEFME
BFESEIME bremnvmefe E&EEJJ&F%#E’JEEF;‘:ELEB’J NVMe (NVMe/FC) IfhgE,

@ FRIANERT, B2 LPe35000 R IEHEC2RIZE 1pfc_enable FC4 type=3 B, BN
LPe32000 Z75!I#] LPe31000 RFIBECRFENIGBIULAHS, BFARITUTHS.
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# esxcli system module parameters set -m lpfc -p lpfc enable fc4 type=3

#esxcli system module parameters list -m lpfc | grep lpfc enable fc4 type
lpfc _enable fc4 type int 3 Defines what FC4 types
are supported

#esxcli storage core adapter list
HBA Name Driver Link State UID

Capabilities Description

vmhbal lpfc link-up £c.200000109b95456£:100000109095456f
Second Level Lun ID (0000:86:00.0) Emulex Corporation Emulex LPe36000
Fibre Channel Adapter FC HBA

vmhba?2 lpfc link-up £c.200000109b954570:1000001090954570
Second Level Lun ID (0000:86:00.1) Emulex Corporation Emulex LPe36000
Fibre Channel Adapter FC HBA

vmhba 64 lpfc link-up £c.2000001090b95456£:100000109095456f

(0000:86:00.0) Emulex Corporation Emulex LPe36000 Fibre Channel Adapter
NVMe HBA

vmhba65 lpfc link-up £c.200000109b954570:1000001090954570
(0000:86:00.1) Emulex Corporation Emulex LPe36000 Fibre Channel Adapter
NVMe HBA

B & Marvell/QLogic

p
1. BRHANEFRRREF/ EG S E BRFERTAS

2. %8 glnativefc driver 3 ql2xnvmesupport=1 MUTE glnativefc JKohiEFF B NVMe/FC ¥
, AEEHBIEN.

* # esxcfg-module -s 'gl2xnvmesupport=1' qlnativefc’

@ BINBERT, QLE 277x RIIEEEERIZE qlnativefc driver 8, B QLE 277x &7
SECERFNREIGS, SITHITUTEH,

esxcfg-module -1 | grep glnativefc
glnativefc 4 1912

3. KWEEAE LEEEFTEAT NVMe :
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#esxcli storage core adapter list

HBA Name Driver Link State
Capabilities Description
vmhba3 glnativefc link-up
Second Level Lun ID (0000:5e:00.

Fibre Channel to PCIe Adapter
vmhba4
Second Level Lun ID

glnativefc link-up

(0000:5e:00
Fibre Channel to PCIe Adapter FC
vmhba 64 glnativefc
(0000:5e:00.0)
Adapter NVMe FC Adapter
vmhba 65 glnativefc
(0000:5e:00.1)

NVMe FC Adapter

link-up

link-up

Adapter

I9iF NVMe/FC

1. I&IF NVMe/FC i&Ec 2R = B ITE ESXi M L:

# esxcli nvme adapter list
Adapter Adapter Qualified Name
Associated Devices

UID

£fc.20000024£f£f1817ae:21000024££f1817ae
0) QLogic Corp QLE2742 Dual Port 32Gb

FC Adapter

£fc.20000024£f£f1817af:21000024££f1817af

Adapter

.1) QLogic Corp QLE2742 Dual Port 32Gb

£fc.20000024£ff1817ae:21000024££f1817ae

QLogic Corp QLE2742 Dual Port 32Gb Fibre Channel to PCIe

£fc.20000024££f1817af:21000024££f1817af

Transport Type

vmhba64 agn:glnativefc:21000024£f£f1817ae FC
vmhba65 agn:glnativefc:21000024£f£f1817af FC
vmhba66 agn:1pfc:1000001090579d9%¢c EC
vmhba67 agn:1pfc:100000109b579d9d HE

2. BIFREEIEHAIE NVMe/FC SR %IE]:

LU FRAIRE) UUID FRs NVMe/FC &5 Fialig &,

QLogic Corp QLE2742 Dual Port 32Gb Fibre Channel to PCIe

Driver

glnativefc
glnativefc
lpfc
lpfc

11



# esxcfg-mpath -b
uuid.5084e29%a6bb24fbcabbal76eda8ecd7e
(uuid.5084e29%9a6bb24fbcabSbal76eda8ecd’e)

NVMe Fibre Channel Disk

3.

12

vmmhba65:C0:T0:L1 LUN:1 state:active fc Adapter: WWNN:
20:00:34:80:0d:6d:72:69 WWPN: 21:00:34:80:0d:6d:72:69 Target: WWNN:
20:17:00:a0:98:df:e3:d1l WWPN: 20:2f:00:a0:98:df:e3:d1
vmhba65:C0:T1:L1 LUN:1 state:active fc Adapter: WWNN:
20:00:34:80:0d:6d:72:69 WWPN: 21:00:34:80:0d:6d:72:69 Target: WWNN:
20:17:00:a20:98:df:e3:d1l WWPN: 20:1a:00:a0:98:df:e3:d1
vmhba64:C0:TO0:L1 LUN:1 state:active fc Adapter: WWNN:
20:00:34:80:0d:6d:72:68 WWPN: 21:00:34:80:0d:6d:72:68 Target: WWNN:
20:17:00:a20:98:df:e3:d1l WWPN: 20:18:00:a0:98:df:e3:d1
vmhba64:C0:T1:L1 LUN:1 state:active fc Adapter: WWNN:
20:00:34:80:0d:6d:72:68 WWPN: 21:00:34:80:0d:6d:72:68 Target: WWNN:
20:17:00:a20:98:df:e3:d1l WWPN: 20:19:00:a0:98:df:e3:d1

£ ONTAP 9.7 1, NVMe/FC s Z FTIEIRERIARA/NA 4k o BLERIAKR/ING ESXi AFEBo
Etb, £/ ESXi S22 B Tiant, A frRTIEIRA/IRE N 512b , ERILUIER

vserver nvme namespace create ﬁ%*ﬂ?ﬁﬁt*ﬁé«ﬁo

®

ANl

vserver nvme namespace create -vserver vs_ 1 -path /vol/nssvol/namespacel -size
100g -ostype vmware -block-size 512B

BZI "ONTAP 9 s S FHT" TRREZIFAES.

ISIEHER. NVMe/FC s R T ElFMZ N ANA BRIZAPIRE:
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https://docs.netapp.com/ontap-9/index.jsp?topic=%2Fcom.netapp.doc.dot-cm-cmpr%2FGUID-5CB10C70-AC11-41C0-8C16-B4D0DF916E9B.html
https://docs.netapp.com/ontap-9/index.jsp?topic=%2Fcom.netapp.doc.dot-cm-cmpr%2FGUID-5CB10C70-AC11-41C0-8C16-B4D0DF916E9B.html
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https://docs.netapp.com/ontap-9/index.jsp?topic=%2Fcom.netapp.doc.dot-cm-cmpr%2FGUID-5CB10C70-AC11-41C0-8C16-B4D0DF916E9B.html

esxcli storage hpp path list -d uuid.5084e29%a6bb24fbcabbal76eda8ecd’e
£c.200034800d6d7268:210034800d46d7268~

£fc.201700a098dfe3d1:201800a098dfe3dl-
uuid.5084e29%a6bb24fbcabbal76eda8ecd’e

Runtime Name: vmhba64:C0:T0:L1

Device: uuid.5084e29%a6bb24fbcabbal76eda8ecd7e

Device Display Name: NVMe Fibre Channel Disk
(uuid.5084e29%9a6bb24fbcabSbal76eda8ecd7e)

Path State: active

Path Config: {TPG id=0,TPG state=A0,RTP id=0,health=UP}

£c.200034800d6d7269:210034800d6d7269~-
£fc.201700a098dfe3d1:201a00a098dfe3dl-
uuid.5084e29%a6bb24fbcabbal76eda8ecd’e

Runtime Name: vmhba65:C0:T1:L1

Device: uuid.5084e29%a6bb24fbcabbal76eda8ecd’e

Device Display Name: NVMe Fibre Channel Disk
(uuid.5084e29%a6bb24fbcabSbal76eda8ecd’e)

Path State: active

Path Config: {TPG id=0,TPG state=A0,RTP id=0,health=UP}

£c.200034800d6d7269:210034800d6d7269~-
£c.201700a098dfe3d1:202f00a098dfe3dl-
uuid.5084e29%a6bb24fbcabbal76eda8ecd’e

Runtime Name: vmhba65:C0:T0:L1

Device: uuid.5084e29%a6bb24fbcabbal76eda8ecd7e

Device Display Name: NVMe Fibre Channel Disk
(uuid.5084e29%9a6bb24fbcabSbal76eda8ecd’e)

Path State: active unoptimized

Path Config: {TPG id=0,TPG state=ANO,RTP_ id=0, health=UP}

£c.200034800d6d7268:210034800d6d7268~-
£c.201700a098dfe3d1:201900a098dfe3dl-
uuid.5084e29%a6bb24fbcabbal76eda8ecd’e

Runtime Name: vmhba64:C0:T1:L1

Device: uuid.5084e29%a6bb24fbcabbal76eda8ecd’e

Device Display Name: NVMe Fibre Channel Disk
(uuid.5084e29%a6bb24fbcabSbal76eda8ecd’e)

Path State: active unoptimized

Path Config: {TPG id=0,TPG state=ANO,RTP id=0,health=UP}

BECE NVMe/TCP

M7.0U3cHE. BIANER FEMBFAFEHRINVMe/TCPIER, BXEEMLZFINVMe/TCPEEZRNER. BS
JVMware vSphereX 14,



IRIENVMe/TCP

TR

1. ISENVMe/TCPIEHEC 2 AR

[root@R650-8-45:~] esxcli nvme adapter list

Adapter Adapter Qualified Name

vmhba 64 agn:nvmetcp:34-80-0d-30-ca-e0-T
vmhba 65 agn:nvmetc:34-80-13d-30-ca-el-T
list

Transport Type Driver Associated Devices
TCP nvmetcp vmnzc?2

TCP nvmetcp vmnzc3

2. BH|HENVMe/TCPEE, BERAUTHS:

[root@R650-8-45:~] esxcli nvme controller list

Name

ngn.1992-
08.com.netapp:sn.5e347cf68e051llec9ec2d039%eal3ebed: subsystem.vs name tcp
ss#vmhba64#192.168.100.11:4420

ngn.1992-
08.com.netapp:sn.5e347cf68e051llec9ec2d039%eal3ebed: subsystem.vs name tcp
ss#vmhba64#192.168.101.11:4420

Controller Number Adapter Transport Type IS Online

1580 vmhbat64 TCP true
1588 vmhba65 TCP true

3. EFIHNVMeBRTEMBEMR. HEAUTHS:
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[root@R650-8-45:~] esxcli storage hpp path list -d
uuid.400b£f333abf74ab8b96dcl8ffadc3£99
tcp.vmnic2:34:80:0d:30:ca:eo-tcp.unknown-
uuid.400bf333abf74ab8b96dcl8ffadc3£99

Runtime Name: vmhba64:C0:T0:L3

Device: uuid.400bf333abf74ab8b96dcl8ffadc3£99

Device Display Name: NVMe TCP Disk
(uuid.400b£f333abf74ab8b9%6dcl8ffadc3£99)

Path State: active unoptimized

Path config: {TPG id=0,TPG state=ANO,RTP id=0, health=UP}

tcp.vmnic3:34:80:0d:30:ca:el-tcp.unknown-
uuid.400bf333abf74ab8b96dcl8ffadc3£99

Runtime Name: vmhba65:C0:T1:L3

Device: uuid.400bf333abf74ab8b96dcl8ffadc3£99

Device Display Name: NVMe TCP Disk
(uuid.400b£f333abf74ab8b96dcl8ffadc3£99)

Path State: active

Path config: {TPG id=0,TPG state=A0,RTP id=0,health=UP}

SN0
fEFIONTAPHIESXi 7.xBINVMe-oF EHEL B Z7E LA R E A

NetApp 5812 Tl & B R RS
ID
"1420654," TZONTAP 9.9.15{EFANVMe/FCHMY B HE IE F AR L P AERINLE R 7L,
Bf. ONTAP P EFRIE(T MRXFERER. BHRIMEE e B R
EEZIN SN
HXEERE

"SKFHONTAPAIVMware vSphere" "NetApp MetroCluster 3% VMware vSphere 5.x , 6.x #1 7.x (2031038
) " "VMware vSphere 6.x#17.x32#FNetApp®SnapMirrorE ch[aE 4"
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