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FIE 1 23 Linux Host Utilities
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"3 Linux Host Utilities 8.0" o

(D ®sLinux Host Utilties T B2 LinuxEH EMEMENBETIZE.

TE 2. WAENBZRIZEE
EAILUE %8412 5 HPE VME 8.0.x —f2fEREIE ONTAP LUN,

BRERATNEREE T ZRE. BRIEEEEE NI Jetc/multipath.conf X5, LIRETENONTAP LUNEZ
E T NetAppRiXANIEE,

p
1. I HRE “fetc/multipath.confiBH. IIREXHRFE. BRI Z=HNEFTXXHE:

touch /etc/multipath.conf
2. BRBIEXHE multipath.conf. EAIREEEEAHBINZRERS UMBRINAEE:

systemctl enable multipathd

systemctl start multipathd

3. §RBohENE. B Jetc/multipath.conf EF T X4 &S BN ENetApp BRI EN ZEREBEIENER
INEE. BILFE Jetc/multipath.conf ENEINX M. ENIRERFAFER I ERIRGIFEEONTAP LUNEY
ZRRESHHITREZ.

TRETRTONTAP LUNHILInUXIRER RANIFZ RIZSHRE,
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28 EFIRE ...
detect_prio 28,
dev_los_TMO " PR "
HERE BB
fast_io_fail_sMO 5.

features "2 pG_INIT _retries 50"
flush_on_last_del 289,
R 0

no_path_retry BAFI
path_checker "TUR"
path_grouping_policy "Group_by-prio"
path_selector " AREZAY1E] 0"
Polling interval 5.

PRIO ONTAP

=R LUN

Retain Attached Hw_handler 28,

rr_weight "gFE—"
user_friendly_names &=

LR NetApp

4. I5FONTAP LUNHIBELIE B MR ZRE:

multipath -11
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ASAECE RILILIEML ELUNRIFRE R IZ. EERFIEIIIRS. XFr LRI FA BRIZRAI/0%
B, MIMIES1E£EE,

Bl

# multipath -11
3600a098038314c4a433£577471797958 dm-2 NETAPP,LUN C-Mode
size=180G features='3 queue if no path pg init retries 50°'
hwhandler='1l alua' wp=rw
‘—+- policy='service-time 0' prio=50 status=active

|- 14:0:0:0 sdc 8:32 active ready running

|- 17:0:0:0 sdas 66:192 active ready running

|- 14:0:3:0 sdar 66:176 active ready running

"= 17:0:3:0 sdch 69:80 active ready running
AFFZFASEZE

AFFERFASECE W ABPAMARREMBRRIEE, LTS ER/ LI R B R A PTIERIER2E
Rk, MARBRIRHBRRZLTERE. EXRHATRU. RAENBEMITRIZRRHRS. REEMNK
BEAATAN, 7RI ERE,

UTROIERT EEMD XM UBEEMRDEE/AERLIRIZAIONTAP LUNRYS I |

Bl

# multipath -11
3600a0980383149764b5d567257516273 dm-0 NETAPP,LUN C-Mode
size=150G features='3 queue if no path pg init retries 50°'
hwhandler='1 alua' wp=rw
| -+- policy='service-time 0' prio=50 status=active
| |- 16:0:3:0 sdcg 69:64 active ready running
| - 10:0:0:0 sdb 8:16 active ready running
‘—+- policy='service-time 0' prio=10 status=enabled
|- 10:0:1:0 sdc 8:32 active ready running
- 16:0:2:0 sdcf 69:48 active ready running
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£ iSCSI ENM EHITUTH R,

LI
1. WIFRRBELRE iSCSI BEhi2FE (open-iscsi):

Sapt list |grep open-iscsi

BNIZZB R T AT RAIs S

open-iscsi/noble-updates, noble-updates,now 2.1.9-3ubuntu5.4 amdo64

2. B[ F /etc/iscsi/initiatorname.iscsi XEHH iSCSI BopiEF T oA FR:

InitiatorName=ign.YYYY-MM.com.<vendor>:<host name>

3. BEEEBIF /etc/iscsi/iscsid.conf XHHH iISCSI £iFEBRESE:

node.session.timeo.replacement timeout = 5

iSCSI replacement timeout ZEITH| iISCSI BEH ENEAGRISRMZ AN FFENERREXNRIEETT
BRI ZKEE, ENTE iSCSI BEEEXH R replacement timeout RIEIREN 5.

4. R iSCSI RS

Ssystemctl enable iscsid

5. [B5h iSCSI RS

Ssystemctl start iscsid

6. I9IF iISCSI RSB 2B EEBIT:

Ssystemctl status iscsid



Bl

®iscsid.service - 1SCSI initiator daemon (iscsid)
Loaded: loaded (/usr/lib/systemd/system/iscsid.service;
enabled; preset: disabled)
Active: active (running) since Mon 2026-01-12 12:53:18 IST;
days ago
TriggeredBy: ® iscsid.socket
Docs: man:iscsid (8)
Main PID: 1127419 (iscsid)
Tasks: 2 (limit: 76557)
Memory: 4.3M (peak: 8.8M)
CPU: 1.657s
CGroup: /system.slice/iscsid.service
-1127418 /usr/sbin/iscsid
L 1127419 /usr/sbin/iscsid
7. %3 iSCS| BFx:
Siscsiadm --mode discovery —--op update --type sendtargets --portal
<target IP>
ERF
iscsiadm --mode discovery --op update --type sendtargets --portal

192.168.100.197
192.168.100.197:3260,1046 ign.1992-

08.com.netapp:sn.7cdl154a7d35411f0a25ed039%€aa95f59:

192.168.200.199:3260,1049 ign.1992-

08.com.netapp:sn.7cdl54a7d35411£f0a25ed039%eaa9%95f59:

192.168.100.199:3260,1048 ign.1992-

08.com.netapp:sn.7cdl54a7d35411£f0a25ed039%eaa9%5f59:

192.168.200.197:3260,1047 ign.1992-

08.com.netapp:sn.7cdl54a7d35411f0a25ed03%€aa95f59:

8. ZREIBM:

Siscsiadm --mode node -1 all

9. ¥4 iSCSI B NETV BT EIER:

VvS.

VvS.

VvS.

VvS.
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Siscsiadm --mode node -T <target name> -p <ip:port> -o update -n

node.startup -v automatic

BNIZZBEEMTF AT RAIB L

iscsiadm --mode node -T ign.1992-
08.com.netapp:sn.7cdl54a7d35411f0a25ed03%aa95f59:vs.8 -p
192.168.100.197:3260 -o update -n node.startup -v automatic

10. 3&3F iSCSI &i&:
Siscsiadm --mode session
kv (]

iscsiadm --mode session

tep: [1] 192.168.200.197:3260,1047 ign.1992-
08.com.netapp:sn.7cdl54a7d35411£f0a25ed039%€aa9%5f59:vs.8 (non-flash)
tcp: [2] 192.168.100.197:3260,1046 ign.1992-
08.com.netapp:sn.7cdl54a7d35411£f0a25ed039%€aa9%5f59:vs.8 (non-flash)
tcp: [3] 192.168.100.199:3260,1048 ign.1992-
08.com.netapp:sn.7cdl54a7d35411£f0a25ed039%eaa9%95f59:vs.8 (non-flash)
tecp: [4] 192.168.200.199:3260,1049 ign.1992-
08.com.netapp:sn.7cdl154a7d35411f0a25ed039%€aa9%95f59:vs.8 (non-flash)

F4Y% . (ALE)MNZBIZPHRIERISE

MRFE. EAILUBAEZENGENWWIDRMEIXEN"BE R B MTRZIEEMNSEREPHER
multipath.confo,

PSIE
1. #IEWWID:

/lib/udev/scsi_id -gud /dev/sda

"sa"BEMNE B R B ASCSIEE,
f5gn, WWIDA 36003005702440730239134810c0cb8330

2. BWWIDRINE"EZ E"Ef 5 :



blacklist {
wwid 360030057024d0730239134810c0cb833
devnode "” (ram|raw]|loop|fd|md|dm-|sr|scd|st) [0-9]*"
devnode "“hd[a-z]"

devnode "“cciss.*"

%55 HENXONTAP LUNHIZREEEK

MREHVENEEDEMENEHOLUN. FEERZERESHLERES. WEEEHBREXHTRRNEINER
FONTAP LUNMIzasREIE XSG E multipath. confo N, ONTAP LUNRIRETC &R FRERIZ T,

B1QE Jetc/multipath.conf 3XfF, HRIRFINMERDTRNKE, UTHAIEESNEEZRESHNINLZE,

(D EANEBFEONTAP LUNVENSRIGE, BRERETVEEEE. FEEAXERE, AX
WAES. IBEXRNetAppFFE ). BHRERAHNAHXHE,

TP RAIERT AEERBERNFAME, FLTAIR. multipath.conf XHFRAMENXTS

‘no_path retry ONTAP LUNFIRZEME ‘path checker. BIEAMPRXLESE. EIWONTAPTFERES!
EZEEN. MRBEREINATFONTAP LUNKIX (AR E R multipath. conf  BIEF]
‘no_path retry BYE ‘path checkero

BRI
defaults {
path checker readsector0
no path retry fail

devices {

device {
vendor "NETAPP"
product "LUN"

no path retry queue
path checker tur

$6F: EFEHMIAA
RAEMEH,
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