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. REE NVMe-CLT A
rpm -galgrep nvme-cli

TENFIFRERT nvme-cli B EhRA:
nvme-cli-2.11-5.e19.x86 64

- ZE libnvme HHFE:
rpm -galgrep libnvme

TENFIFRRT libnvme 4G hRas:
libnvme-1.11.1-1.e19.x86 64

. £ Oracle Linux 9.x E#1 L, & nostngn FH{EHE /etc/nvme/hostngn:
cat /etc/nvme/hostngn

TENGIFRRT hostngn hzZs:
ngn.2014-08.org.nvmexpress:uuid:b1d95cd0-1f7c-11lec-b8d1-3a68dd6lalcb

. TEONTAPRZH, WIELATER: “hostngn' FRFEBILER "hostngn’ ONTAPTEE RAHMEN FR AN F R H

vserver nvme subsystem host show -vserver vs 203



Bl

Vserver Subsystem Priority Host NOQN

vs 203 Nvmel regular ngn.2014-
08.org.nvmexpress:uuid:b1d95cd0-1f7c-11lec-b8dl1-3a68dd6lalcb
NvmelO regular ngn.2014-
08.org.nvmexpress:uuid:b1d95cd0-1f7c-11lec-b8d1l-3a68dd6lalcb
Nvmell regular ngn.2014-
08.org.nvmexpress:uuid:b1d95cd0-1f7c-11lec-b8dl-3a68dd6lalcb
Nvmel2 regular ngn.2014-
08.org.nvmexpress:uuid:b1d95cd0-1f7c-11lec-b8d1l-3a68ddelalcb
Nvmel3 regular ngn.2014-
08.org.nvmexpress:uuid:b1d95cd0-1f7c-11lec-b8d1l-3a68dd6lalcb
Nvmel4 regular ngn.2014-
08.org.nvmexpress:uuid:b1d95cd0-1f7c-11lec-b8d1l-3a68dd6lalcb

R hostngn FRIEARLH., ERIUFER “vserver modify @< EM hostngn 8
() montarMFIFRELMTHE. FEHSENENTHE /etc/nvme/hostngn IR

“hostngno

$ 12 3. B NVMe/FC 1 NVMe/TCP

f$£F3 Broadcom/Emulex % Marvell/QLogic i&ECESECE NVMe/FC, ZfERFoh&MAEFIR(ERLE
NVMe/TCP,



NVMe/FC - {&i&/Emulex
JIBroadcom/Emulexi&fczsEc ENVMe/FC,

TR
1. HINEERNRR G RES:

a. B EEIZIR:
cat /sys/class/scsi host/host*/modelname
NVE=EIIV @S il e

LPe36002-M64-D
LPe36002-M64-D

cat /sys/class/scsi_host/host*/modeldesc
BRIZ=ERIRMT LTRGBS

Emulex LPe36002-M64-D 2-Port 64Gb Fibre Channel Adapter
FEmulex LPe36002-M64-D 2-Port 64Gb Fibre Channel Adapter

2. WiINEERNZEREINABroadcom 1pfc BEHMRNBIREHIZF
a. BREHARZ:

cat /sys/class/scsi_host/host*/fwrev
T RBIEREGARA

14.4.576.17, sli-4:6:d
14.4.576.17, sli-4:6:d

b. BRUL R ENTE R RS -

cat /sys/module/lpfc/version



U TFROZR T IEENAE A R -

0:14.4.0.8

=+
BXRZFNEERENIZFMEFIRENRMTIR, B ERFERTA"

. 1BHIE 1pfc_enable fc4 type BN 3:
cat /sys/module/lpfc/parameters/lpfc _enable fc4 type
- WIER B UEERIER RO :
cat /sys/class/fc_host/host*/<port name>
MU R AR i ARIR .

0x2100f4c7aa9d7c5c
0x2100f4c7aa9d7c5d

- IR R iR O 2 S B
cat /sys/class/fc host/host*/port state
EREFIL T

Online

Online

. IWIENVMe/FCERoIiEF RO S ERBEEREAEE I

cat /sys/class/scsi_host/host*/nvme info
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NVME Initiator Enabled
XRI Dist 1lpfcO Total 6144 IO 5894 ELS 250
NVME LPORT lpfcO WWPN x100000620b3c0869 WWNN

DID x080e00
NVME RPORT
DID x021401
NVME RPORT
DID x02141f
NVME RPORT
DID x021429
NVME RPORT
DID x021003
NVME RPORT
DID x02100f
NVME RPORT
DID x021015

ONLINE

WWPN x2001d03%eabac36f
TARGET DISCSRVC ONLINE

WWPN x20e2d039%eabac36f
TARGET DISCSRVC ONLINE

WWPN x2011d039eabac36f
TARGET DISCSRVC ONLINE

WWPN x2002d03%eabac36f
TARGET DISCSRVC ONLINE

WWPN x20e4d039eabac36f
TARGET DISCSRVC ONLINE

WWPN x2012d039eabac36f
TARGET DISCSRVC ONLINE

NVME Statistics

LS:
LS XMIT:

Err 00000005

CMPL:

WWNN

WWNN

WWNN

WWNN

WWNN

WWNN

%200000620b3c0869

x2000d039%eabac36f

x20e1d039%eabac36f

x2010d03%eabac36f

x2000d039%eabac36f

x20e1d039%eabac36f

x2010d03%eabac36f

Xmt 0000027ccf Cmpl 0000027cca Abort 00000014
xb 00000014 Err 00000014

Total FCP Cmpl 00000000000613ff Issue 00000000000613fc OutIO
fffffffffffffffd

abort 00000007 noxri 00000000 nondlp 00000000 gdepth
00000000 wgerr 00000000 err 00000000

FCP CMPL:

xb 0000000a Err 0000000d

NVME Initiator Enabled
XRI Dist 1lpfcl Total 6144 IO 5894 ELS 250
NVME LPORT lpfcl WWPN x100000620b3c086a WWNN

DID x080000
NVME RPORT
DID x021501
NVME RPORT
DID x02150f
NVME RPORT
DID x021515
NVME RPORT
DID x02110b
NVME RPORT
DID x02111f
NVME RPORT
DID x021129

ONLINE

WWPN x2004d03%eabac36f
TARGET DISCSRVC ONLINE

WWPN x20e3d039%eabac36f
TARGET DISCSRVC ONLINE

WWPN x2014d039eabac36f
TARGET DISCSRVC ONLINE

WWPN x2003d03%eabac36f
TARGET DISCSRVC ONLINE

WWPN x20e5d039%eabac36f
TARGET DISCSRVC ONLINE

WWPN x2013d039eabac36f
TARGET DISCSRVC ONLINE

NVME Statistics

WWNN

WWNN

WWNN

WWNN

WWNN

WWNN

x200000620b3c086a

x2000d039%eabac36f

x20e1d039%eabac36f

x2010d03%eabac36f

x2000d039%eabac36f

x20e1d039%eabac36f

x2010d03%eabac36f



LS: Xmt 0000027ca3 Cmpl 0000027ca2 Abort 00000017

LS XMIT: Err 00000001 CMPL: xb 00000017 Err 00000017

Total FCP Cmpl 000000000006369d Issue 000000000006369a OutIO
fEffEffffffffffd

abort 00000007 noxri 00000000 nondlp 00000011 gdepth
00000000 wgerr 00000000 err 00000000
FCP CMPL: xb 00000008 Err 0000000c

NVMe/FC - Marvell/QLogic
JIMarvell/QLogici&Ac 23 ENVMe/FCo

p
1. BIHER B IEEIR TR XS AR R i2 A E ki -

cat /sys/class/fc host/host*/symbolic name

U TFRE SR T Eehi2 A E RS -

QLE2872 FW:v9.15.03 DVR:v10.02.09.300-k

2. JFWIF gl2xnvmeenable Bi&H, X, Marveli&ZEi28E ] HENVMe/FCREHIER:

cat /sys/module/glaZ2xxx/parameters/gl2xnvmeenable

FiRR%EIH 910

NVMe/TCP

NVMe/TCP YA Z3F B ohiEiEiefE, Bk, ERILUEIHIT NVMe/TCP K& NVMe/TCP FR %M e
& Z58) "connect 2(#& connect-all' F&hiE{Eo

SHIE
1. Wi oEF RO E ] LUBE S 1FMINVMe/TCP LIFIREUA I B ETTEEE:

nvme discover -t tcp -w host-traddr -a traddr



Bl

nvme discover -t tcp -w 192.168.30.10 -a 192.168.30.58

trtype: tcp

adrfam: ipv4

subtype: current discovery subsystem

treq: not specified

portid: 8

trsvcid: 8009

subngn: ngn.1992-
08.com.netapp:sn.064a9p19b3eellf09dcad039%eabac370:discovery
traddr: 192.168.31.99

eflags: explicit discovery connections, duplicate discovery
information

sectype: none

trtype: tcp

adrfam: ipv4

subtype: current discovery subsystem

treq: not specified

portid: 6

trsvcid: 8009

subngn: nqgn.1992-
08.com.netapp:sn.064a9b19b3eell1f09dcad039%eabac370:discovery
traddr: 192.168.30.99

eflags: explicit discovery connections, duplicate discovery
information

sectype: none

trtype: tcp

adrfam: ipv4

subtype: current discovery subsystem

treq: not specified

portid: 7

trsvcid: 8009

subngn: ngn.1992-
08.com.netapp:sn.064a9p19b3eellf09dcad039%eabac370:discovery
traddr: 192.168.31.98

eflags: explicit discovery connections, duplicate discovery
information

sectype: none

trtype: tcp
adrfam: ipv4
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subtype: current discovery subsystem

treq: not specified

portid: 5

trsvcid: 8009

subngn: ngn.1992-
08.com.netapp:sn.064a9p19b3eellf09dcad039%eabac370:discovery
traddr: 192.168.30.98

eflags: explicit discovery connections, duplicate discovery
information

sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem

treq: not specified

portid: 8

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.064a9b19b3eellf09dcad039%eabac370:subsystem.subs

ys_kvm
traddr: 192.168.31.99
eflags: none

sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem

treq: not specified

portid: 6

trsvecid: 4420

subngn: ngn.1992-
08.com.netapp:sn.064a9p19b3eellf09dcad039%eabac370:subsystem. subs

ys_kvm
traddr: 192.168.30.99
eflags: none

sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem

treq: not specified

portid: 7

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.064a9b19b3eellf09dcad039%eabac370:subsystem. subs
ys kvm



traddr: 192.168.31.98
eflags: none
sectype: none

trtype: tep

adrfam: ipv4

subtype: nvme subsystem

treq: not specified

portid: 5

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.064a9p19b3eellf09dcad039%eabac370:subsystem.subs

ys_kvm
traddr: 192.168.30.98
eflags: none

sectype: none

2. BIFEHMNVMe/TCPEEHIER-BAFfLIFAS 2SI LURINIZEN A T B ETImEIE:

nvme discover -t tcp -w host-traddr -a traddr

Bl

nvme discover -t tcp -w 192.168.30.10 -a 192.168.30.58
nvme discover -t tcp -w 192.168.30.10 -a 192.168.30.59
nvme discover -t tcp -w 192.168.31.10 -a 192.168.31.58
nvme discover -t tcp -w 192.168.31.10 -a 192.168.31.59

3. iB1T nvme connect-all ETRPFAEZIZIFNNVMe/TCPEENTER-BIRSIP Lz T6H<:

nvme connect-all -t tcp -w host-traddr -a traddr

Bl

nvme connect-all -t tcp -w 192.168.30.10 -a 192.168.30.58
nvme connect-all -t tcp -w 192.168.30.10 -a 192.168.30.59
nvme connect-all -t tcp -w 192.168.31.10 -a 192.168.31.58
nvme connect-all -t tcp -w 192.168.31.10 -a 192.168.31.59



M Oracle Linux 9.4 74, NVMe/TCP BJI&E “ctrl_loss_tmo timeout BEh& B A XA, Fik:

* BRRELERY (TRER) -

* BAFEFEERER “ctrl_loss_tmo timeout AT "nvme connect I & "nvme connect-all' &5 (3%
W) .

* NRELERZHE, NVMe/TCP IZHIBA BN, HEITRABMRISER,

S8 4: (A[i%) &KX udev FNFHY iopolicy

FH_EBY Oracle Linux 9.x & NVMe-oF BYZXIA iopolicy i8E N round-robin. M Oracle Linux 9.6 F#&, &
A LU iopolicy BEAH queue-depth BITIEEX udev FNSX 4,

PTIE
1. {EH root IXPRTEX A 4miE2sPFTFH udev FNISHF:

/usr/lib/udev/rules.d/71l-nvmf-netapp.rules
NVE=E V@R il

vi /usr/lib/udev/rules.d/71-nvmf-netapp.rules

2. #¥FI&ENetApp ONTAPIZHI2S iopolicy BIARTTILRD,

U TFRAIER T —5m BRI :

ACTION=="add", SUBSYSTEM=="nvme-subsystem", ATTR{subsystype}=="nvm",
ATTR{model }=="NetApp ONTAP Controller", ATTR{iopolicy}="round-robin"

3. B2, LA round-robin LAY " queue-depth:

ACTION=="add", SUBSYSTEM=="nvme-subsystem", ATTR{subsystype}=="nvm",
ATTR{model }=="NetApp ONTAP Controller", ATTR{iopolicy}="queue-depth"

4. BB udeviRNIFH AEK:

udevadm control --reload
udevadm trigger --subsystem-match=nvme-subsystem

S. BB FARLARIEA /0 K&, Hi0, BI<FRLHA> nvme-subsys0 o

12



cat /sys/class/nvme-subsystem/<subsystem>/iopolicy

NVE=E VRSl K

queue-depth.

() #iopolicy 2EIENNIAFILAINetAPp ONTAPIZHIS ., EBER,

SI2 5: Tk, B NVMe/FC B9 1MB /0,

ONTAPTEiRZ iz ss #uBE iR S R ATIRE R A/ (MDTS) /I 8, XBMKERA /0 IFERA/NAE 1MB, EM
Broadcom NVMe/FC E£#&H 1MB X/N8Y /0 35K, ERIZIEIN Ipfc' IE Ipfc_sg_seg_cnt SEMEIANE
64 A 256,

(D)  xeSBEREEFBENMFCEH.

TE
1. % "Ipfc_sg_seg_cnt BEIGE 57256

cat /etc/modprobe.d/lpfc.conf
B Z=B R EMTF AT RFInES
options lpfc lpfc sg seg cnt=256

2. 1817 “dracut -F S8 S HEF B EN.
3. IIFMERT ‘Ipfc_sg_seg_cnt }9256:

cat /sys/module/lpfc/parameters/lpfc_sg seg cnt

$I% 6: I0IF NVMe BEEHIRSS

M Oracle Linux 9.5 FF#4, “nvmefc-boot-connections.service #1 “nvmf-autoconnect.service' NVMe/FC 8 &

HEEARS nvme-cli RFE BN = BB B EE,
BoiElE, WiF nvmefc-boot-connections.service 1 “nvmf-autoconnect.service' BoIfRSZ E R FHo

p

1. IFE A nvmf-autoconnect.service' B2

13



systemctl status nvmf-autoconnect.service

bkt

nvmf-autoconnect.service - Connect NVMe-oF subsystems automatically

during boot

Loaded: loaded (/usr/lib/systemd/system/nvmf-
autoconnect.service; enabled; preset: disabled)
Active: inactive (dead) since Tue 2025-10-07 09:48:11

week 0 days ago

Main PID: 2620 (code=exited, status=0/SUCCESS)

CPU: 19ms

Oct 07 09:48:11 R650xs5-13-211 systemd[1l]:

subsystems automatically during boot...

Oct 07 09:48:11 R650xs-13-211 systemd[1]:

Deactivated successfully.

Oct 07 09:48:11 R650xs-13-211 systemd[1l]:

subsystems automatically during boot.

2. IHIFRE “nvmefc-boot-connections.service' B2 A :

14

Starting Connect

nvmf-autoconnect.

Finished Connect

systemctl status nvmefc-boot-connections.service

EDT; 1

NVMe-oF

service:

NVMe-oF



btk

nvmefc-boot-connections.service - Auto-connect to subsystems on FC-
NVME devices found during boot

Loaded: loaded (/usr/lib/systemd/system/nvmefc-boot-
connections.service; enabled; preset: enabled)

Active: inactive (dead) since Tue 2025-10-07 09:47:07 EDT; 1
week 0 days ago

Main PID: 1651 (code=exited, status=0/SUCCESS)
CPU: 1l4ms

Oct 07 09:47:07 R650xs-13-211 systemd[1l]: Starting Auto-connect to
subsystems on FC-NVME devices found during boot...

Oct 07 09:47:07 R650xs-13-211 systemd[1l]: nvmefc-boot-
connections.service: Deactivated successfully.

Oct 07 09:47:07 R650xs-13-211 systemd[1l]: Finished Auto-connect to

subsystems on FC-NVME devices found during boot.

ST T7: WIFZREFEE
BIFRIZNVMe ZBRIZIRE. ANAKRSHIONTAPS B =R EHEHR FNVMe-oF BRE.,

TIE
1. WIFRTERBARIZNVMeZiRE:

cat /sys/module/nvme core/parameters/multipath

NVE=E IVl K

2. BIFHERNONTAPEI & ERYE HNVMe-oF IR & (B30, B Si&E AINetApp ONTAPITHIZE. A& Fiiopolicyi&
BRER RS EfRIREEN L

a. BRFRE:

cat /sys/class/nvme-subsystem/nvme-subsys*/model

NV =gl V@Sl

15



3.

NetApp ONTAP Controller
NetApp ONTAP Controller

b. BRI

cat /sys/class/nvme-subsystem/nvme-subsys*/iopolicy

&R %eEE R iopolicy FEIGE, fIUl:

queue-depth
queue-depth

WIEREBEEEN LEIRHERA M E=TIE):

nvme list

ERF
Node Generic
Namespace Usage
/dev/nvmel02nl /dev/ngl02nl
Controller Ox1 2.25
9.17.1
/dev/nvmel02n2 /dev/ngl02n2
Controller 0x2 2.25
9.17.1
/dev/nvmel06nl /dev/nglO6énl
Controller Ox1 2.25
9.17.1
/dev/nvmel06n2 /dev/ngl06n2
Controller 0x2 2.25
9.17.1

SN
Format

81LLgNYTindCAAAAAAAk NetApp ONTAP
GB/ 5.37 GB 4 KiB + 0 B

81LLgNYTindCAAAAAAAk NetApp ONTAP
GB/ 5.37 GB 4 KiB + 0 B

81LLgNYTindCAAAAAAAs NetApp ONTAP
GB / 5.37 GB 4 KiB + 0 B

81LLgNYTindCAAAAAAAs NetApp ONTAP
GB / 5.37 GB 4 KiB + 0 B

4. WM RENITRIRRESRE AR S ERS AB ERMNANAKS:

16



NVMe/FC

nvme list-subsys /dev/nvmedn5

Bl

nvme-subsys4 - NQN=ngn.1992-
08.com.netapp:sn.f9¢c6d0cb4fefl11£f08579d03%aa8l138c:discovery
hostngn=ngn.2014-08.org.nvmexpress:uuid:b1d95cd0-1f7c-11lec-b8d1l-
3a68dd6lalcb \ +- nvme2 fc traddr=nn-0x201ad039%eabac36f:pn-
0x201bd039%eabac36f,host traddr=nn-0x2000f4c7aa9d7c5c:pn-
0x2100f4c7aa9d7c5¢c live optimized

+- nvme8 fc traddr=nn-0x201ad039%eabac36f:pn-
0x201dd039%eabac36f,host traddr=nn-0x2000f4c7aa9d7c5d:pn-
0x2100f4c7aa9d7¢c5d live non-optimized

+- nvme2 fc traddr=nn-0x201ad039%eabac36f:pn-
0x201bd039%eabac36f,host traddr=nn-0x2000f4c7aa9d7c5c:pn-
0x2100f4c7aa9d7c5¢c live non-optimized

+- nvme8 fc traddr=nn-0x201ad039%eabac36f:pn-
0x201dd039%eabac36f,host traddr=nn-0x2000f4c7aa9d7c5d:pn-
0x2100f4c7aa9d7¢c5d live optimized

NVMe/TCP

nvme list-subsys /dev/nvmelnl

17



Bl

nvme-subsys98 - NQN=ngn.1992-
08.com.netapp:sn.f9¢c6d0cb4fefl11£f08579d039%eaa8138c:subsystem
9
hostngn=ngn.2014-

08.org.nvmexpress:uuid:b1d95cd0-1f7c-11lec-b8d1l-3a68dd6lalcb
\

+- nvmel00 fc traddr=nn-0x20lad039%eabac36f:pn-
0x201dd039%eabac36f,host traddr=nn-0x2000f4c7aa9d7c5d:pn-
0x2100f4c7aa9d7¢c5d live non-optimized

+- nvmelOl fc traddr=nn-0x20lad039%eabac36f:pn-
0x201cd039%eabac36f,host traddr=nn-0x2000f4c7aa9d7c5c:pn-
0x2100f4c7aa9d7c5¢c live non-optimized

+- nvme98 fc traddr=nn-0x201ad039%eabac36f:pn-
0x201bd039%eabac36f,host traddr=nn-0x2000f4c7aa9d7c5c:pn-
0x2100f4c7aa9d7c5¢c live optimized

+- nvme99 fc traddr=nn-0x201ad039%eabac36f:pn-
0x20led039%ecabac36f,host traddr=nn-0x2000f4c7aa9d7c5d:pn-
0x2100f4c7aa9d7c5d live optimized

[root@SR630-13-203 ~1#

S. FIENetAppiF B E NENONTAP & Fa)ig & B RIEMINE:

18
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7

nvme netapp ontapdevices -o column

STRA)
Device Vserver Namespace Path NSID UUID
Size
/dev/nvmel02nl vs 203 /vol/Nvmevol35/ns35 1
00e760c9-edca-4d9f-b1d4-e9a930bf53c0 5.37GB
/dev/nvmel02n2 vs 203 /vol/Nvmevol83/ns83 2

1£fa97524-7dc2-4dbc-b4cf-5ddaS8e7095c0 5.37GB

JSON

nvme netapp ontapdevices -0 json

Bl

"ONTAPdevices": [
{

"Device":"/dev/nvmellnl",
"Vserver":"vs 203",
"Namespace Path":"/vol/Nvmevoll6/nslé",
"NSID":1,
"UUID":"18a88771-8b5b-4eb7-bff0-2ae261£488e4",
"LBA Size":409¢6,
"Namespace Size":5368709120,
"UsedBytes":2262282240,
"Version":"9.17.1"

}

19



FIE 8. IRETEHRNE PRI

Oracle Linux 9.x EHFIONTAPIZHIZ8 Z [Bi@d NVMe/TCP X iFL MmN E 40T,

TN ENFITHIZRE U NS — DH-HMAC-CHAP Z5AXEX, A REENZTLBH0IE, DH-HMAC-CHAP %A
2 NVMe EHZITHIZEH NQN 5EEREEEN B HDIOIEZIANES. A TRIENEFSNED, NVMe AT
THISR AR 53X E 5 KB E R,

p

5 CLI SEZE JSON XHEELXENFTHNE N KIE. NRFEANFRRNFRAIEE AR dnchap %A, &
&/ config JSON X 14,

20



L ITRE

EABSITRAERERETRNE NI,

1. FREXEHINQN:

cat /etc/nvme/hostngn

2. 79 Linux EH4ERL dhchap %A,

LUTFHIHIREAT "gen-dhchap-key ss S5

nvime gen-dhchap-key -s optional secret -1 key length {3248|64} -m
HMAC function {0]1[2]|3} -n host ngn

. -s secret key in hexadecimal characters to be used to initialize
the host key

. -1 length of the resulting key in bytes

. -m HMAC function to use for key transformation

0 = none, 1- SHA-256, 2 = SHA-384, 3=SHA-512

. -n host NQN to use for key transformation

FELUTRAIA. BER—BENldhchapZ . HEFHMACIZRE N3 (SHA-512),

# nvme gen-dhchap-key -m 3 -n ngn.2014-
08.org.nvmexpress:uuid:4c4c4544-0056-5410-8048-c4c04£f425633

DHHC-
1:03:xhAfbADSIVLZDx1VbMFEOASJZ3F/ERGTXhHZZQJKgkYkTbPI9dhRyVtr4dBD+SG
1iAJO3by4FbnVtovlLmk+86+nNcek=:

3. 7EONTAP#EHIZS E. AIMNENFIEER NdhchapZEA:

vserver nvme subsystem host add -vserver <svm name> -subsystem
<subsystem> -host-ngn <host ngn> -dhchap-host-secret
<authentication host secret> -dhchap-controller-secret
<authentication controller secret> -dhchap-hash-function {sha-
256|sha-512} -dhchap-group {none|2048-bit|3072-bit|4096-bit|6144-
bit|8192-bit}

4. FNZIFAMHEBENEMIRIESZE: BRMNE, EEN L. EZEIONTAPIEHISHIRIEFMES 1R
WA EFEEdhchapZ$A .



nvme connect -t tcp -w <host-traddr> -a <tr-addr> -n <host ngn> -S
<authentication host secret> -C <authentication controller secret>

5. I&JF nvme connect authentication #3<. IIEFHFIZHIEEdhchapZih:

a. IIEFHdhchap®h:

cat /sys/class/nvme-subsystem/<nvme-subsysX>/nvme*/dhchap secret

ERBREENTAEE

cat /sys/class/nvme-subsystem/nvme-subsysl/nvme*/dhchap secret
DHHC-

1:03:Y5VkkESgmt TGNdX842gemNpFK6BXYVwwngErgt 3IQKP5Fbjje\/JSBOJG
5Ea3NBLRfuiAuUSDUto6eY\/GwKORp6AWGkw=":

DHHC-

1:03:Y5VkkESgmt TGNdX842gemNpFK6BXYVwwngErgt 3IQKP5Fbjje\/JSBOJG
5Ea3NBLRfuiAuUSDUto6eY\/GwKORp6AWGkw=":

DHHC-

1:03:Y5VkkESgmtTGNdX842gemNpFK6BXYVwwngErgt 3IQKP5Fbjje\/JSBOJG
5Ea3NBLRfuiAuUSDUto6eY\/GwKORp6AWGkw=":

DHHC-

1:03:Y5VkkESgmt TGNdX842gemNpFK6BXYVwwngErgt3TIQKP5Fbjje\/JSBOJG
5Ea3NBLRfuiAuUSDUto6eY\/GwKORp6AWGkw=":

b. I8iFiTHI28dhchap A :

cat /sys/class/nvme-subsystem/<nvme-
subsysX>/nvme*/dhchap ctrl secret



BN AEE YRG5

cat /sys/class/nvme-subsystem/nvme-
subsys6/nvme*/dhchap ctrl secret

DHHC-
1:03:frpL1TrnOYtcWDxPzg4ccxUlUrH2FjV7hYw5s2XEDB+10+TjMsOwHR\ /N
FtMOnBBidx+gdoyUcC5s6h0O0tTLDGcz0Kbs=:

DHHC-
1:03:frpL1TrnOYtcWDxPzg4ccxUlUrH2FjV7hYw5s2XEDB+10+TjMsOwHR\ /N
FtMOnBBidx+gdoyUcC5s6h0O0tTLDGcz0Kbs=:

DHHC-
1:03:frpL1TrnOYtcWDxPzq4ccxUlUrH2FjV7hYw5s2XEDB+10+TjMsOwHR\ /N
FtMOnBBidx+gdoyUcC5s6h0O0tTLDGcz0Kbs=:

DHHC-
1:03:frpL1TrnOYtcWDxPzg4ccxUlUrH2FjV7hYw5s2XEDB+10+TjMsOwHR\ /N
FtMOnBBidx+gdoyUcC5s6h0O0tTLDGcz0Kbs=:

JSON
WNERONTAPIEHIZSRELE R B Z MNVMeF R4, NAI B HSGHm<S4EE nvme connect-all  EH

“/etc/nvme/config.jsone
£ -0 EBURAER JSON X, BXELZEEIZT. EZSINVMe Connect-all =T,

1. B2& JSON Xf4:



Bl

"hostngn":"ngn.2014-08.org.nvmexpress:uuid:4c4c4544-0056-
5410-8048-c4c04£425633",
"hostid":"4c4c4544-0056-5410-8048-c4c04£425633",
"dhchap key":"DHHC-
1:01:nFg06gVOFNpXqoiLOFO0L+swULQpZU/PjU9v/McDeJHJTZF1F: ",
"subsystems": [
{

"ngn":"ngqn.1992-
08.com.netapp:sn.09035a8d8c8011£f0ac0£fd03%eabac370:subsystem. subs
ys",

"ports": [

{

"transport":"tcp",

"traddr":"192.168.30.69",

"host traddr":"192.168.30.10",

"trsvcid":"4420",

"dhchap ctrl key":"DHHC-
1:03:n3F8d+bvxKW/s+1EhgXaOohI2sxrQ9iLutzduuFg49JgdjjaFtTpDS0O9kQ1
/bvZij+Bo3rdHh3xPXeP6adxyhcRygdds=:"

@ E LRI, dhchap key MMNTF, “dhchap ctrl key X[
‘dhchap ctrl secret’F “dhchap secreto

2. {8 config JSONX 1% EIONTAPIZ 28 :

nvme connect-all -J /etc/nvme/config.json

3. WIERBENE N FRANMENITHIZR B AdhchapZty:

a. I9IFFAldhchapA:

cat /sys/class/nvme-subsystem/nvme-subsys0/nvme0/dhchap secret

24



UTFRBIERT dhchap Z$A:

DHHC-1:01:nFg06gV0FNpXqoiLOFOL+swULQpZU/PjU9v/McDeJH]JTZF1F:

b. I&IFIFEHI28dhchapZ$A:

cat /sys/class/nvme-subsystem/nvme-
subsys0/nvme0/dhchap ctrl secret

BNIZZBEEMTF AT RAIs S

DHHC-
1:03:n3F8d+bvxKW/s+1EhgXaOohI2sxrQ9iLutzduuFg49JgdjjaFtTpDS09kQl /bvZz
J+Bo3rdHh3xPXePbadxyhcRygdds=:

$£97: EFEHMIAA
A EHIE,

BiE Oracle Linux 8.x 1 NVMe-oF LLFAFONTAPZ(E

Oracle Linux ENZHFEFIHFEER NVMe (NVMe/FC) F1EF TCP BY NVMe
(NVMe/TCP) thi¥, F=#FiExdHRran&==ialinia] (ANA), ANA RS iSCSI #l FCP IR
hRYIEXFRZIE R TIAE (ALUA) EMBYZERIZINEE,

T #RAN{aI 7 Oracle Linux 8.x AR & NVMe over Fabrics (NVMe-oF) 41, MEEZXIFMINEEER, BFSIF
"Oracle Linux ONTAPSZ 51 IhAE",

NVMe-oF 5 Oracle Linux 8.x ZZELLL T EAIPERS!:

* R #HER NVMe-oF 11T SAN B5l,.

* NetApp sanlun EHEAIEFE AL Oracle Linux 8.x E#1_EM NVMe-oF, 1Kk, ERILUKEBANFEE
BINetAppi@Eft "nvme-cli &R FFE NVMe-oF &HEIE.

* 3#F Oracle Linux 8.2 NERIRZA, nvme-cli M4 EHRRERE NVMe/FC BahiEZMZA, £ HBA
TR AR SINER B EhiEIZRI s,

* ¥F Oracle Linux 8.2 &REEhAds, FRIAER FAEA NVMe ZRIZEARIBNEIYE, BERMALLIIEE, 5
BEUTIE, 45 udev AN o

ST 1. L% Oracle Linux 1 NVMe F4H IR EE
FERUTT BT FRE Oracle Linux 8.x FR{4-hrZs,
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PIE
1. 7ERR5388 E &% Oracle Linux 8.xo ZETMG, BHINEIEITIIEISER Oracle Linux 8.x NiZo

uname -r
Oracle Linux PZhRr sl
5.15.0-206.153.7.1.el8uek.x86 64
2. R NVMe-CLT RHEFE:
rpm -galgrep nvme-cli
TERNFIFERT nvme-cli B EhRA
nvme-cli-1.16-9.e18.x86 64

3. ¥FF Oracle Linux 8.2 B RhxaA, ERMUTFRIBEARIND udev FN,
/lib/udev/rules.d/71-nvme-iopolicy-netapp-ONTAP.rules o XHEFEI T NVMe ZEEH
it EiE,

cat /lib/udev/rules.d/71-nvme-iopolicy-netapp-ONTAP.rules

Enable round-robin for NetApp ONTAP

ACTION=="add", SUBSYSTEMS=="nvme-subsystem", ATTRS{model}=="NetApp ONTAP
Controller", ATTR{iopolicy}="round-robin"

4. 7% Oracle Linux 8.x E#l L, ®&E hostngn FRE /etc/nvme/hostngn:

cat /etc/nvme/hostngn

TEHFIFERT "hostngn hRZs:

ngn.2014-08.org.nvmexpress:uuid:edd38060-00f7-47aa-a9%dc-4d8aelcd969a

5. ZEONTAPZ4iH, WIELTEE: “hostngn FRTERILAD “hostngn' ONTAPTEE R A HEN FRAMNF IR

vserver nvme subsystem host show -vserver vs coexistence LPE36002

26



Bl

Vserver Subsystem Priority Host NOQN

vs_ coexistence LPE36002
nvme
regular ngn.2014-
08.org.nvmexpress:uuid:edd38060-00f7-47aa-a%dc-4d8ae0cd969%a
nvmel
regular ngn.2014-
08.org.nvmexpress:uuid:edd38060-00f7-47aa-a9%dc-4d8ae0cd969%a
nvme2
regular ngn.2014-
08.org.nvmexpress:uuid:edd38060-00f7-47aa-a9%dc-4d8ae0cd969%a
nvme3
regular ngn.2014-
08.org.nvmexpress:uuid:edd38060-00f7-47aa-a9%dc-4d8ae0cd969%a
4 entries were displayed.

R hostngn FRIBALE. BFEAH vserver modify @S EM “hostngn 18
() monrarMFIFRELNTHE. FEHSEHLNFHSE /etc/nvme/hostngn ILE

“hostngno

6. ttoh, AT ER—EN EEETT NVMe #1 SCSI RE, NetAppiRiXFTONTAPHERZ ZFafEARNZ NVMe
%812, “dm-multipath" 23U EZONTAP LUN, XN %A LUEONTAPER & = ialHEFRTESNe  “dm-
multipath’ FPELE “dm-multipath’ $E48 FEEAONTAPE & = 8)1& &

a. 0 “enable_foreign'i& & ‘/etc/multipath.conf X1,

cat /etc/multipath.conf
defaults {
enable foreign NONE

b. EFHB5N "multipathd SFHFHIEN FRESE.

systemctl restart multipathd

$I2 2: BB NVMe/FC 1 NVMe/TCP

f$£F3 Broadcom/Emulex % Marvell/QLogic i&EC2SECE NVMe/FC, ZfERFoh&MAEFIR(EFRLE
NVMe/TCP,



28

FC——Broadcom/Emulex
J9Broadcom/EmulexiE&EC 28 EC ENVMe/FC,

p
1. WA ERANER X FEARES:

a. BRREIZIR:

cat /sys/class/scsi _host/host*/modelname

ERER

LPe36002-M64
LPe36002-M64

b. BTREER

cat /sys/class/scsi _host/host*/modeldesc

BN ZRB BT AT RAIBY

Emulex LPe36002-M64 2-Port 64Gb Fibre Channel Adapter
Emulex LPe36002-M64 2-Port 64Gb Fibre Channel Adapter

2. WINEE RN EEINAIBroadcom 1pfc BEHFN BIXEHIER
a. BREHhRAS:

cat /sys/class/scsi_host/host*/fwrev

T B E Hhiras

14.4.317.10, sli-4:06:d
14.4.317.10, sli-4:6:d

b. BRUAFFEIREIAZ P AR -

cat /sys/module/lpfc/version



U TFROZR T IEENAE A R -

0:14.2.0.13

=+
BXRZFNEERENIZFMEFIRENRMTIR, B ERFERTA"

. WIFR T "Ipfc_enable_fc4 type i B H"3":
cat /sys/module/lpfc/parameters/lpfc enable fc4 type
- WIER BRI UEERERFIKO:
cat /sys/class/fc host/host*/<port name>
LRI 2RimO4RIR

0x100000109p£0449c
0x1000001090£0449d

- IR R iR O 2 S B
cat /sys/class/fc host/host*/port state
EREFIL TS

Online

Online

. IWIENVMe/FCEREEEFmO RS ERBEBFRIREORT AW

cat /sys/class/scsi_host/host*/nvme info
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Bl

NVME Initiator Enabled

XRI Dist 1lpfcO Total 6144 IO 5894 ELS 250

NVME LPORT 1lpfcO WWPN x1000001090£f0449c WWNN x200000109bf0449c
DID x061500 ONLINE

NVME RPORT WWPN x200bd039%ecab3le9c WWNN x2005d039eab3ledc
DID x020e06 TARGET DISCSRVC ONLINE
NVME RPORT WWPN x2006d039%eab31e9c WWNN x2005d039%9eab31le9c

DID x020a0a TARGET DISCSRVC ONLINE
NVME Statistics
LS: Xmt 000000002c Cmpl 000000002c Abort 00000000
LS XMIT: Err 00000000 CMPL: xb 00000000 Err 00000000
Total FCP Cmpl 000000000008ffe8 Issue 000000000008ffb9 OutIO
ffffffffffffffdl
abort 0000000c noxri 00000000 nondlp 00000000 gdepth
00000000 wgerr 00000000 err 00000000
FCP CMPL: xb 0000000c Err 0000000c
NVME Initiator Enabled
XRI Dist 1lpfcl Total 6144 IO 5894 ELS 250
NVME LPORT lpfcl WWPN x1000001090f0449d WWNN x2000001090f0449d
DID x062d00 ONLINE

NVME RPORT WWPN x201£d039%eab31le9c WWNN x2005d039%eab31le9c
DID x02090a TARGET DISCSRVC ONLINE
NVME RPORT WWPN x200cd039%eab3le9c WWNN x2005d039eab3ledc

DID x020d06 TARGET DISCSRVC ONLINE
NVME Statistics
LS: Xmt 0000000041 Cmpl 0000000041 Abort 00000000
LS XMIT: Err 00000000 CMPL: xb 00000000 Err 00000000
Total FCP Cmpl 00000000000936bf Issue 000000000009369%9a OutIO
ffffffffffffffdb
abort 00000016 noxri 00000000 nondlp 00000000 gdepth
00000000 wgerr 00000000 err 00000000
FCP CMPL: xb 00000016 Err 00000016

FC——Marvell/QLogic
JIMarvell/QLogici&HAr 23 ENVMe/FCo

p
1. B R B IEEIRI TR XS AR IR ehi2 A E ki -

cat /sys/class/fc _host/host*/symbolic_ name



R 2R T R EhAz e Al E iR -

QLE2772 FW:v9.15.00 DVR:v10.02.09.100-k
QLE2772 FW:v9.15.00 DVR:v10.02.09.100-k

2. B gl2xnvmeenable BI&E. X, MarveliE&fczs @ HENVMe/FCRTiEF:

cat /sys/module/glaZ2xxx/parameters/gl2xnvmeenable

PRkt 7910

TCP

NVMe/TCP XAz EohiEiEig(E. Rk, ERILLEEHIT NVMe/TCP RA& I NVMe/TCP F& % dn
&%) "connect' I & “connect-all FahigfE,

1. BB hiEF RSB o LUEE S 1FHINVMe/TCP LIFIRENA I B E T E iR

nvme discover -t tcp -w <host-traddr> -a <traddr>
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Bl

nvme discover -t tcp -w 192.168.6.1 -a 192.168.6.24 Discovery
Log Number of Records 20, Generation counter 45

trtype: tcp

adrfam: ipv4

subtype: unrecognized

treq: not specified

portid: 6

trsvcid: 8009

subngn: ngn.1992-
08.com.netapp:sn.e6cd438e66ac2llef%ab8d039%eab3le9d:discovery
traddr: 192.168.6.25

sectype: none

trtype: tcp

adrfam: ipv4

subtype: unrecognized

treq: not specified

portid: 1

trsvcid: 8009

subngn: ngn.1992-
08.com.netapp:sn.e6cd438e66ac2llef9%ab8d03%eab31le9d:discovery
traddr: 192.168.5.24

sectype: none

trtype: tcp

adrfam: ipv4

subtype: unrecognized

treq: not specified

portid: 4

trsvcid: 8009

subngn: ngn.1992-
08.com.netapp:sn.e6cd438e66ac2llef%ab8d03%ab3le9d:discovery
traddr: 192.168.6.24

sectype: none

trtype: tcp

adrfam: ipv4

subtype: unrecognized
treq: not specified
portid: 2

trsvcid: 8009

subngn: ngn.1992-



08.com.netapp:sn.e6cd438e66ac2llef%9ab8d03%ab3le9d:discovery
traddr: 192.168.5.25
sectype: none

trtype: tep

adrfam: ipv4

subtype: nvme subsystem
treq: not specified
portid: 6

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.e6cd438e66ac21l1ef%ab8d039%eab31e9d:subsystem.nvme
_tcp 4

traddr: 192.168.6.25
sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem

treq: not specified

portid: 1

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.e6cd438e66ac2llef%9ab8d039%eab31e9d: subsystem.nvme
tcp 4

2. WIFFR B EHMINVMe/TCP/ZshiEF-BirLIFAA S B & o] IR IR EUA I B & T1E#E |

nvme discover -t tcp -w <host-traddr> -a <traddr>

Bl

nvme discover -t tcp -w 192.168.6.1 -a 192.168.6.24
nvme discover -t tcp -w 192.168.6.1 -a 192.168.6.25
nvme discover -t tcp -w 192.168.5.1 -a 192.168.5.24
nvme discover -t tcp -w 192.168.5.1 -a 192.168.5.25

3. 11T nvme connect-all ENRPFAERZIFHNVMe/TCPEEIERF-BIRSIPLIEITH<:



nvme connect-all -t tcp -w host-traddr -a traddr -1
<ctrl loss timeout in seconds>

Bl

nvme connect-all -t tcp -w 192.168.5.1 -a 192.168.5.24
=1 =1
nvme connect-all -t tcp -w 192.168.5.1 -a 192.168.5.25
=1 =i
nvme connect-all -t tcp -w 192.168.6.1 -a 192.168.6.24
=1 =1
nvme connect-all -t tcp -w 192.168.6.1 -a 192.168.6.25
=1 =1

NetAppZiIZE “ctrl-loss-tmo option™ El| *-1" X4, HERFEEKE, NVMe/TCP %iciZF LR =X E %
%,

SIZ 3: ok, B NVMe/FC Y 1MB 1/0,

ONTAP7EIRFIIEHI 28 R IR E R ASUEZ WA/ (MDTS) K 8, XEKERK I/0 IBERA/NAIX 1MB, EF
Broadcom NVMe/FC FHAH 1MB A/N8Y I/0 15K, ERIZIENN Ipfc BINE “Ipfc_sg_seg_cnt SEMERIAE
64 BN 256,

(D)  xeESBEREEFBENMFCEH.

TE
1. % "Ipfc_sg_seg_cnt' BEiGE 57256

cat /etc/modprobe.d/lpfc.conf
B Z=B R EMTF AT RFAI8ES
options lpfc lpfc sg seg cnt=256

2. 1&97 ‘dracut -f is L HEFBEHEWN.
3. IIFMERT Ipfc_sg_seg_cnt }1256:
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cat /sys/module/lpfc/parameters/lpfc sg seg cnt

T 4: BIFZHREERE
BIFRIZNVMe ZBRIZIRE. ANAKRSHIONTAPS B B2 HEHR FNVMe-oF R E,

S
1. WIFRTEERBANIZNVMeZiRE:

cat /sys/module/nvme core/parameters/multipath

ENEFIL Tt

2. IOUFAERZONTAPHE & FERYIE INVMe-oF I E (a0, B SR E AINetApp ONTAPITHIES. faZF&iopolicyi&

BNEIF) RS EM~RMRIEEN L

a. BRFRE:

cat /sys/class/nvme-subsystem/nvme-subsys*/model

(NVE =gl V@Sl

NetApp ONTAP Controller
NetApp ONTAP Controller

b. BRI

cat /sys/class/nvme-subsystem/nvme-subsys*/iopolicy

PN VE=E V@S 1l

round-robin
round-robin

3. WIER BB TN LEHEMH LI =8l
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nvme list

Bl

/dev/nvmeOnl 814vWBNRwf9HAAAAAAAB NetApp ONTAP Controller
/dev/nvmeOn2 814vWBNRwfOHAAAAAAAB NetApp ONTAP Controller
/dev/nvmeOn3 814vWBNRwfOHAAAAAAABR NetApp ONTAP Controller

Namespace Usage Format FW Rev
1 85.90 GB / 85.90 GB 4 KiB + 0 B FFFFFFFFE
85.90 GB / 85.90 GB 24 KiB + 0 B FFFFFFFF
85.90 GB / 85.90 GBR 4 KiB + 0 B EBEEBEEE

4. WIFSMRENITHIERESRE NENRSERS AR EHNANAKRE:

nvme list-subsys /dev/nvmeOnl

B~ NVMe/FC Rl

nvme-subsys0 - NQN=ngn.1992- 08.com.netapp:
4b4d82566aabllef9ab8d039%9eab31e9d: subsystem.nvme\

+- nvmel fc traddr=nn-0x2038d039%eab3le9c:pn-0x203ad039%eab31lelc
host traddr=nn-0x200034800d756a89:pn-0x210034800d756a89 live
optimized

+- nvme2 fc traddr=nn-0x2038d039%eab3le9c:pn-0x203cd039%eab31lelc
host traddr=nn-0x200034800d756a88:pn-0x210034800d756a88 live
optimized

+- nvme3 fc traddr=nn-0x2038d039%eab3le9c:pn-0x203ed039%eab31ledc
host traddr=nn-0x200034800d756a89:pn-0x210034800d756a89 live non-
optimized

+- nvme7 fc traddr=nn-0x2038d039%eab31le9c:pn-0x2039d039%eab31lelc
host traddr=nn-0x200034800d756a88:pn-0x210034800d756a88 live non-
optimized
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B~ NVMe/TCP fjl

nvme-subsys0 - NQN=ngn.1992- 08.com.netapp:
sn.e6c438e66ac2llef9ab8d03%eab3le9d:subsystem.nvme tcp 4

\
+- nvmel tecp traddr=192.
host traddr=192.168.5.1

168.5.25 trsvcid=4420
src _addr=192.168.5.1 live

+- nvmelO tecp traddr=192.168.6.24 trsvcid=4420

host traddr=192.168.6.1
+- nvme2 tcp traddr=192.
host traddr=192.168.5.1
+- nvme9 tecp traddr=192.
host traddr=192.168.6.1

src_addr=192.168.6.1 live
168.5.24 trsvcid=4420
src addr=192.168.5.1 live
168.6.25 trsvcid=4420
src _addr=192.168.6.1 live

S. BENetAppilift B E NEIONTAP & TE&E B R EMIE:

optimized

optimized

non-optimized

non-optimized
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7

nvme netapp ontapdevices -o column

ERTH
Device Vserver Namespace Path
NSID UUID Size
/dev/nvmelnl vs_coexistence QLE2772
/vol/fcnvme 1 1 0/fcnvme ns 1 159f9f88-be00-4828-aef6-
197d289d4bd9 10.74GB
/dev/nvme0On2 vs_coexistence QLE2772
/vol/fcnvme 1 1 1/fcnvme ns 2 2clef769-10c0-497d-86d7-
e848lled2df6 10.74GB
/dev/nvmeln3 vs_coexistence QLE2772
/vol/fcnvme 1 1 2/fcnvme ns 3 9b49bfla-8a08-4fa8-bafl-

cec6332ad5a4 10.74GB

JSON

nvme netapp ontapdevices -0 json



Bl

"ONTAPdevices" : |

{
"Device" : "/dev/nvmeOnl",
"Vserver" : "vs coexistence QLE2772",
"Namespace Path" : "/vol/fcnvme 1 1 0/fcnvme ns",
"NSID" : 1,
"UUID" : "159f9f88-be00-4828-aef6-197d289d4bd9",
"Size" : "10.74GBR",
"LBA Data Size" : 4009¢,
"Namespace Size" : 2621440

by

{
"Device" : "/dev/nvmeOn2",
"Vserver" : "vs coexistence QLE2772",
"Namespace Path" : "/vol/fcnvme 1 1 1/fcnvme ns",
"NSID" : 2,
"UUID" : "2clef769-10c0-497d-86d7-e84811led2df6",
"Size" : "10.74GB",
"LBA Data Size" : 409¢,
"Namespace Size" : 2621440

by

{
"Device" : "/dev/nvmeOn4",
"Vserver" : "vs coexistence QLE2772",
"Namespace Path" : "/vol/fcnvme 1 1 3/fcnvme ns",
"NSID" : 4,
"UUID" : "£f3572189-2968-41bc-972a-9eed42dfaed’",
"Size"™ : "10.74GB",
"LBA Data Size" : 4009¢,
"Namespace Size" : 2621440

by

B 5. Ak, BA 1MB /0 X/)\

ONTAPTEIR A HIZZ BUBE IR HRAEIEZ WA/ (MDTS) 1 8, XEKRERAK I/0 i5KA/NENHE 1IMB, E[H
Broadcom NVMe/FC FEHAH 1MB A/N8Y 1/0 B3R, ERAZIE Ipfc BIMNE “Ipfc_sg_seg_cnt SEMEIAE
64 B8 256,

(D)  xeESBEREEFBENVMFCEH.
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g
1. ¥ "Ipfc_sg_seg_cnt BEILE 79256

cat /etc/modprobe.d/lpfc.conf

BNIZZBEIEMTF AT RAIB S

options lpfc lpfc sg seg cnt=256

2. 1B17 “dracut -F S S HEMBNEN.
3. IIFRERT ‘Ipfc_sg_seg_cnt }J256:

cat /sys/module/lpfc/parameters/lpfc sg seg cnt

$£6% . EHEEMAMA

XEZ BRI :

NetApp &% ID IR Description
"1479047" Oracle Linux 8.x NVMe-oF EHEIEEER 7£ NVMe-oF AL, ErILFEA nvme
BAZNIEHIZ8 (PDC) discover -p a2 BliE PDC, fEMAItHES

<, 8N RER-BiFHAERERIE—T
PDC, However, if you are running Oracle
Linux 8.x with an NVMe-oF host, a

duplicate PDC is created each time nvme
discover -p is executed. XSSEHFEN

MBEfmg&E LR RN B EHFE.

A& Oracle Linux 7.x 1 NVMe-oF L - FONTAP7Zf#

Oracle Linux AL HET A EER NVMe (NVMe/FC) F1ETF TCP BJ NVMe
(NVMe/TCP) ¥, HZ#FExFResR =ali41a) (ANA), ANA 125 iSCSI 1 FCP 1%
FREYIEISFRIZEEEE TTIAIR] (ALUA) FXMEI 2 BRI INEE,

T #RA0{AI 7 Oracle Linux 7.x BZE NVMe over Fabrics (NVMe-oF) 41, MNEEZXFMINEERER, BFSIA
"Oracle Linux ONTAPZ#3FF1IhAE",

NVMe-oF 5 Oracle Linux 7.x ZZE UL FTE RS

* A% 1HEH NVMe-oF 1HiGH#{T SAN BEh,

* NetApp sanlun EHERIRFEAZHF Oracle Linux 7.x EH1 LM NVMe-oF, 1k, EaJLUKIHAHHES
HINetAppi@ft "nvme-cli &R FFiE NVMe-oF EHBIE.

* NVMe-CLI B BHRRRHIRE NVMe/FC BahiZERZS, £/ HBA MRS HAYIMNE B ehEiZH s,
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* NVMe ZEEZFIABER T RERIANEITE. BRAILINEE, BRS udev AN,

S 1% 1: 2% Oracle Linux 1 NVMe 43I ECE
FERUTT B HA&K Oracle Linux 7.x B4k,

PIE
1. 7ERR5388 LR % Oracle Linux 7.xo RETRG, BHRIAEEITINEISER Oracle Linux 7.x liZo

uname -r
Oracle Linux PI#Zhi sl
5.4.17-2011.6.2.el7uek.x86 64
2. ¥ NVMe-CLI A
rpom -ga | grep nvme-cli
TENGIFERT nvme-cli B EhRA:
nvme-cli-1.8.1-3.e17.x86_ 64

3. BLUUTFERBEAIMAEIRA udev M /1ib/udev/rules.d/71-nvme-iopolicy-netapp-
ONTAP.rules, XHHFFAILIM T NVMe ZERIZRVEC I H1 35T,

cat /lib/udev/rules.d/71-nvme-iopolicy-netapp-ONTAP.rules

Enable round-robin for NetApp ONTAP

ACTION=="add", SUBSYSTEMS=="nvme-subsystem", ATTRS{model}=="NetApp ONTAP
Controller", ATTR{iopolicy}="round-robin"

4. 1 Oracle Linux 7.x £l L, & hostngn F&/FHE */etc/nvme/hostngn:

cat /etc/nvme/hostngn

TEHFIFERT "hostngn hRZs:

ngn.2014-08.org.nvmexpress:uuid:497ad959-e6d0-4987-8dc2-a89267400874
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S. ZEIONTAPRLH, KIELTER: “hostngn FRFHRILEAD "hostngn' ONTAPTRERFAHFHEN FRANF R &

*> vserver nvme subsystem host show -vserver vs nvme 10
Eraan

Vserver Subsystem Host NON

ol 157 nvme ss 10 0
ngn.2014-08.org.nvmexpress:uuid:497ad959-e6d0-4987-8dc2-a89267400874

R hostngn FRIEARLAL, BFEA “vserver modify #<LEM “hostngn 1B
() montarMFIFRELMTHE. FEHSENENFHSE /etc/nvme/hostngn IR

“hostnqgno

6. EfEEMN.

S 2. BdE NVMelFC

JIBroadcom/EmulexiEEC 28 EC ENVMe/FCo
1. WA EAN RS IFNIEaiEE S :
a. BREEIZFR:

cat /sys/class/scsi host/host*/modelname

eVE=E VAR K

LPe32002-M2
LPe32002-M2

cat /sys/class/scsi host/host*/modeldesc

BNIZZBEIEMTF AT RAIB S
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2.

Emulex LightPulse LPe32002-M2 2-Port 32Gb Fibre Channel Adapter
Emulex LightPulse LPe32002-M2 2-Port 32Gb Fibre Channel Adapter

RIFR® “Ipfc_enable_fc4 type iEBEH"3":

cat /sys/module/lpfc/parameters/lpfc enable fc4 type

LEWEN Ipfc BRnERZRIZN:

rpm -ivh nvmefc-connect-12.8.264.0-1.noarch.rpm

Hi\BhiERHAERE:

rom —-ga | grep nvmefc

BB T L

nvmefc-connect-12.8.264.0-1.noarch

- WIER g un L 2 S

a. BRimOBZFR:

cat /sys/class/fc _host/host*/port name

ERERI L

0x10000090faelecol
0x10000090faeleco62

o
Sl

o B i

cat /sys/class/fc host/host*/port state

(VE=EIV RSk
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Online

Online
6. WIENVMe/FCRHEFHKOREERAEBMHROZE R I:
cat /sys/class/scsi host/host*/nvme info
vl

NVME Initiator Enabled

XRI Dist lpfcO Total 6144 NVME 2947 SCSI 2947 ELS 250

NVME LPORT 1lpfcO WWPN x10000090faelec6l WWNN x20000090faelec6l DID
x012000 ONLINE

NVME RPORT WWPN x202d00a098c80f09 WWNN x202c00a098c80£f09 DID x010201
TARGET DISCSRVC ONLINE

NVME RPORT WWPN x203100a098c80f09 WWNN x202c00a098c80£f09 DID x010601
TARGET DISCSRVC ONLINE

SI¥ 3: 7%k, EH NVMe/FC 89 1MB 1/0,

ONTAP7EIRFIIE 2R SR HIR E R AEIEE M A (MDTS) K 8, XEMKERA I/0 IFERA/NAIX 1MB, EH
Broadcom NVMe/FC EH&H 1MB A/N8Y I/0 15K, ERIZIENN "Ipfc’ BINE “Ipfc_sg_seg_cnt SEMERIAE
64 BN 256,

(D)  xesSBREEFBENVMFCEH.

TE
1. %% “Ipfc_sg_seg_cnt BEIEE 1256

cat /etc/modprobe.d/lpfc.conf
B ZSB R R MTF U T RAInEL
options lpfc lpfc sg seg cnt=256

2. 1&17 ‘dracut -F @S HEHRBNEN.
3. IRIFMIERT “Ipfc_sg_seg_cnt }3256:
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cat /sys/module/lpfc/parameters/lpfc sg seg cnt

T 4: BIFZHREERE
BIFRIZNVMe ZBRIZIRE. ANAKRSHIONTAPS B B2 HEHR FNVMe-oF R E,

S
1. WIFRTEERBANIZNVMeZiRE:

cat /sys/module/nvme core/parameters/multipath

ENEFIL Tt

2. IOUFAERZONTAPHE & FERYIE INVMe-oF I E (a0, B SR E AINetApp ONTAPITHIES. faZF&iopolicyi&

BNEIF) RS EM~RMRIEEN L

a. BRFRE:

cat /sys/class/nvme-subsystem/nvme-subsys*/model

(NVE =gl V@Sl

NetApp ONTAP Controller
NetApp ONTAP Controller

b. BRI

cat /sys/class/nvme-subsystem/nvme-subsys*/iopolicy

PN VE=E V@S 1l

round-robin
round-robin

3. WIER BB TN LEHEMH LI =8l
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nvme list

Bl

Node SN Model Namespace Usage Format FW Rev

/dev/nvmeOnl 80BADBKnB/JvAAAAAAAC NetApp ONTAP Controller 1 53.69 GB
/ 53.69 GB 4 KiB + 0 B FFFFFFFF

4. WIESMREIEHIZERESEE NENRSERSAB ERHNANAKRTE:

nvme list-subsys /dev/nvmeOnl

Bl

Nvme-subsysf0 - NQN=ngn.1992-
08.com.netapp:sn.341541339%909511e8a9b500a098c80£f09:subsystem.ol 157 n
vme ss 10 0

\

+- nvmeO fc traddr=nn-0x202c00a098c80£09:pn-0x202d00a098c80£09

host traddr=nn-0x20000090faelec6l:pn-0x10000090faelecbl live
optimized

+- nvmel fc traddr=nn-0x207300a098dfdd91:pn-0x207600a098dfdd91l

host traddr=nn-0x200000109b1c1204:pn-0x100000109b1c1204 live
inaccessible

+- nvme2 fc traddr=nn-0x207300a098dfdd91:pn-0x207500a098dfdd91l

host traddr=nn-0x200000109b1cl1205:pn-0x1000001090b1c1205 live
optimized

+- nvme3 fc traddr=nn-0x207300a098dfdd91:pn-0x207700a098dfdd91 host
traddr=nn-0x200000109b1c1205:pn-0x100000109b1c1205 live inaccessible

5. ISIENetAppifF 2B NENONTAP R Tiaig & B EMRIE:
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7

nvme netapp ontapdevices -o column

Bl

Device Vserver Namespace Path

NSID UUID Size

/dev/nvmelnl vs_nvme 10
/vol/rhel 141 vol 10 0/ol 157 ns 10 0 1 55baf453-£629-
4a18-9364-boaee3f50dad 53.69GB
JSON
nvme netapp ontapdevices -o json
BRI
{
"ONTAPdevices" : [
{
Device" : "/dev/nvmeOnl",
"Vserver" : "vs nvme 10",
"Namespace Path"
"/vol/rhel 141 vol 10 0/ol 157 ns 10 0",
"NSID" : 1,
"UUID" : "55baf453-f629-4a18-9364-bbaece3f50dad",
"Size" : "53.69GB",
"LBA Data Size" : 4009¢,
"Namespace Size" : 13107200

TR 5. EREMIEH
RE B,



RS B

HRINFRE © 2026 NetApp, Inc.o (REFFENRF, REEIR, REMRFABESLBEITFA, ANAEPZIMRIR
PRERSOARUEATRSEIERFER (B BFIMAN, SERH. 5. REAFHEERFL
RAGH) HITEH,

MEZRRARIFEY NetApp FHELKERI AR U TP MR R AERRRILIR

AR NetApp 12 RIF 1R, FEEMPAREIETER, SFERNRTERSE UL ERZBIERMEN
FRREER, BIEARREBERSIE. EEABERT, NTRERSRAMUERSIVERNEAERE. BiZ
M BAM. 1B, ETMSERERL (BEEFRTHIEABMERS; £H. HEFES EHRL
; EWSHE) , BEREMNAUREFEHFRERL, BEHTEE. mRIEIENTH (BEHRZHE
fth179) , NetApp HARFAIETE, BIEERSNEFE LRRRAIATEEM,.

NetApp (REEAFFITEMBIE S FHERS M A S FTARYE Al == mmdt 1T ECRAUAF) o FRIE NetApp AP EATVER
HER, SN NetApp AABREAASHEFAR i~ ERERRESRNX S, FRNMER~mARTIREG
NetApp BYERIZFIMN. BIRNEEREMAIRFRIFA,

AFMRPRANTMAIEER IS ZHEE T, SNEZTFHIEFERIBRIZ BRI,

BRANFIHEE: BFER. E5IsiATFANESS DFARS 252.227-7013 (2014 4£ 2 B) #1 FAR 52.227-19
(2007 £ 12 B) P FEARBIENF] — IEFWA"EFE (b)(3) FMEBIRBIFZHIILIR,

AXAEFFES RSB =R/ B RS (EXI FAR 2.101) #8%, BT NetApp, Inc. HEEES. RIE
ISR HBIFRE NetApp ARTBIBFMITENRGEEELER, HE2HMAREFL, EEBREX XL
ENERNAEI RS, 23Kk, SRERAEENGTE, ZFIBERaELE, WAREHEFLE, BMRESR
FHIRFARIBIN EE BT ERAE X EZEaRZFRNER TER. BRASHEMENBRIN, FE NetApp, Inc. B
PEALE, FEER. HE. Efl. B BEHETXLELRIE, EEBRXEIFIENYIET DFARS H%E
252.227-7015(b) (2014 £ 2 B) &R EAHAIIF].

BIHER
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