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T #4018 Proxmox VE 9.x BZE NVMe over Fabrics (NVMe-oF) £#l. NEELHIFMINEEE L, BSF

"ONTAPZ}5F1IhEE"s
NVMe-oF 5 Proxmox VE 9.x 21 A FEXIPEE!:

* R NVMe-FC B SAN BEpftE.

ST 1. T Proxmox VE #1 NVMe {4 H I EIECE
EBLEFHM NVMe 4R, BAZKRE, HIEIEEN NQN BLE,

1R

g?ﬂ NVMe-oF EE%EE*”:) 1SN TR

p
1. 7EARS3 28 L R% Proxmox VE 9.xo RETEM/GE, BHINEEITHIZPIRAY Proxmox VE 9.x Ni%:

uname -r
Proxmox VE 9.x R{ZARZ<R ) :
6.14.8-2-pve
2. BR¥ nvMe-CcLT HFE:
apt list|grep nvme-cli
TEMGIFERT nvme-cli B4R
nvme-cli/stable,now 2.13-2 amd64
3. &% libnvme PHFHE:
apt list|grep libnvme

TENGIFERT libnvme B EAR A :

libnvme-dev/stable 1.13-2 amdé64
EENLE, 1F hostngn FHFE /etc/nvme/hostngn

cat /etc/nvme/hostngn



TEBFIFRZRT “hostngn ME:

ngn.2014-08.org.nvmexpress:uuid:39333550-3333-4753-4844-32594d4a524c

5. ZEIONTAPRLA, WIFLLTER: “hostngn' FRIBITAD “hostngn’ ONTAPEA X R FRAMF RIS

::> vserver nvme subsystem host show -vserver vs proxmox FC NVMeFC
Bl

Vserver Subsystem Priority Host NQN

vs proxmox FC NVMeFC
sub 176
regular ngn.2014-
08.org.nvmexpress:uuid:39333550-3333-4753-4844-32594d4a4834
regular ngn.2014-
08.org.nvmexpress:uuid:39333550-3333-4753-4844-32594d4a524c
2 entries were displayed

(D Y0 “hostngn" ERTRARILAD, iEEMA vserver modify 88 K EH “hostngn #HN ONTAPTZf%
RAFREFALFRBLLA hostngn' FRTEFRE Jetc/nvme/hostngn 7EEHN L,

12 2. BB NVMe/FC 1 NVMe/TCP

f$£F3 Broadcom/Emulex % Marvell/QLogic i&ECESECE NVMe/FC, fERFon& MM EFIR(EFRLE
NVMe/TCP,



NVMe/FC - {&i&/Emulex
JIBroadcom/Emulexi&fczsEc ENVMe/FC,

TR
1. BT ERRNERRE S EE R

a. BREEIZFR:

cat /sys/class/scsi host/host*/modelname

S ER L a

SN1700E2P
SN1700E2P

cat /sys/class/scsi_host/host*/modeldesc

BN ZRBFIRMUT AT RAFIB

HPE SN1700E 64Gb 2p FC HBA
HPE SN1700E 64Gb 2p FC HBA

2. WiINEERNZEREINABroadcom 1pfc BEHMRNBIREHIZF
a. BREHARZ:

cat /sys/class/scsi_host/host*/fwrev

Zan <R B i s -

14.4.473.14, sli-4:6:d
14.4.473.14, sli-4:6:d

b. BRUL R ENTE R RS -

cat /sys/module/lpfc/version



U TFROZR T IEENAE A R -

0:14.4.0.7

BRXFFEEC R FME R ARIRMTIR, BESR ERFERTA"

- JBRIE 1pfc_enable fc4 type BN 3:

cat /sys/module/lpfc/parameters/lpfc enable fc4 type

- WIEREAIUEERDEFIKEO:

cat /sys/class/fc _host/host*/port name

BB B/RFEIATF LA TSRS |

0x10005ced8c531948
0x10005ced8c531949

- BIERiEF IR O = R EA

cat /sys/class/fc host/host*/port state

(NVE=EIVR ik

Online

Online

. IWIENVMe/FCEBEEFmO RS ERBEBRIREORT AW

cat /sys/class/scsi_host/host*/nvme info
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NVME Initiator Enabled

XRI Dist 1lpfcO Total 6144 IO 5894 ELS 250

NVME LPORT lpfcO WWPN x10005ced8c531948 WWNN x20005ced8c531948
DID x082400 ONLINE

NVME RPORT WWPN x200ed03%eac79573 WWNN x200d4d039%9eac79573
DID x060902 TARGET DISCSRVC ONLINE
NVME RPORT WWPN x2001d039eac79573 WWNN x2000d039%eac79573

DID x060904 TARGET DISCSRVC ONLINE

NVME Statistics
LS: Xmt 0000000034 Cmpl 0000000034 Abort 00000000
LS XMIT: Err 00000000 CMPL: xb 00000000 Err 00000000
Total FCP Cmpl 0000000000142cfb Issue 0000000000142cfc OutIO
0000000000000001
abort 00000005 noxri 00000000 nondlp 00000000 gdepth
00000000 wgerr 00000000 err 00000000
FCP CMPL: xb 00000005 Err 00000005

NVME Initiator Enabled

XRI Dist 1lpfcl Total 6144 IO 5894 ELS 250

NVME LPORT lpfcl WWPN x10005ced8c531949 WWNN x20005ced8c531949
DID x082500 ONLINE

NVME RPORT WWPN x2010d03%eac79573 WWNN x200dd039%eac79573
DID x062902 TARGET DISCSRVC ONLINE
NVME RPORT WWPN x2007d039%eac79573 WWNN x2000d039eac79573

DID x062904 TARGET DISCSRVC ONLINE

NVME Statistics
LS: Xmt 0000000034 Cmpl 0000000034 Abort 00000000
LS XMIT: Err 00000000 CMPL: xb 00000000 Err 00000000
Total FCP Cmpl 00000000000d39f1 Issue 00000000000d39f2 OutIO
0000000000000001
abort 00000005 noxri 00000000 nondlp 00000000 gdepth
00000000 wgerr 00000000 err 00000000
FCP CMPL: xb 00000005 Err 00000005

NVMe/FC - Marvell/QLogic
7IMarvell/QLogiciaft2sfc ENVMe/FCo

-
1. BOE

AN SRS EFME AR DR



cat /sys/class/fc host/host*/symbolic name

TR SR T Rehi2 R E RS

SN1700Q FW:v9.15.05 DVR:v10.02.09.400-k
SN1700Q FW:v9.15.05 DVR:v10.02.09.400-k

2. JEIIE gl2xnvmeenable BI&E. X, Marveli&fitzs@r HYENVMe/FCRTHIEF:

cat /sys/module/glaZxxx/parameters/gl2xnvmeenable

FiRR%EIH 910

NVMe/TCP

NVMe/TCP MY A 235 B ohiEiEiefE, 8k, ErILUEIHIT NVMe/TCP K& NVMe/TCP F&R %M e
& Z58) "connect 2#& connect-all' F&hig{E.

PIE
1. KEBIRIHOSE T UESEHN NVMe/TCP LIF FEUA I B ST mEmEE:

nvme discover -t tcp -w host-traddr -a traddr



Bl

nvme discover -t tcp -w 192.168.165.72 -a 192.168.165.51
Discovery Log Number of Records 4, Generation counter 47

trtype: tcp

adrfam: ipv4

subtype: current discovery subsystem

treq: not specified

portid: 3

trsvcid: 8009

subngn: ngn.1992-
08.com.netapp:sn.c770be5d934811f0b624d03%ac809%ba:discovery
traddr: 192.168.165.51

eflags: explicit discovery connections, duplicate discovery
information

sectype: none

trtype: tcp

adrfam: ipv4

subtype: current discovery subsystem

treq: not specified

portid: 1

trsvcid: 8009

subngn: ngn.1992-
08.com.netapp:sn.c770be5d934811f0b624d03%ac809%ba:discovery
traddr: 192.168.166.50

eflags: explicit discovery connections, duplicate discovery
information

sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem
treq: not specified
portid: 3

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.c770be5d934811£f0b624d039%eac809%ba:subsystem.sub

176
traddr: 192.168.165.51
eflags: none

sectype: none

trtype: tcp



adrfam: ipv4

subtype:
treq:

nvme subsystem

not specified

portid: 1
trsvcid: 4420

subngn:

176

traddr:

eflags: none

sectype: none

ngn.1992-
08.com.netapp:sn.c770be5d934811f0b624d039%eac809%ba:subsystem.sub

192.168.166.50

2. i&1T nvme connect-all EFTRHFIEZZFMINVMe/TCPEIIIEF-BARSIP LIz T

nvme connect-all -t tcp -w host-traddr -a traddr

Bl

nvme
nvme
nvme

nvme

NVMe/TCP BJI&E “ctrl_loss_tmo timeout BE& & A XA,

connect-all
connect-all
connect-all
connect-all

* ERREOLEARY (ERER) -

* BAFREFHEEEREN ctrl_loss_tmo timeout f£AES "nvme connect &% “nvme connect-all i<

W) o

tcp -w
tcp —-w
tcp -w
tcp -w

192.
192.
192.
192.

168.
168.
168.
168.

166.73 -a
166.73 -a
165.73 -a
165.73 -a

S]line

192.
192.
192.
192.

* IRRERZHE, NVMe/TCP izHIZZASIEE, HEASTIREIMRITER,

HI% 3: Tk, B NVMel/FC B9 1MB /0,

ONTAP7EIRFIIEHI 28 R IRE R AEIEE WA/ (MDTS) K 8, XEKERK I/0 IBFERA/NAIX 1MB, EA
Broadcom NVMe/FC FE#A&H 1MB A/NY 1/0 1EK, ERZIEN "Ipfc BUME “Ipfc_sg_seg_cnt SEMEIAE

64 B9 256,

() ESBREMTEENMe/FCEHL

168.
168.
168.
168.

166.50
166.51
165.50
165.51

(i



1. %% “Ipfc_sg_seg_cnt BEHGE 7256
cat /etc/modprobe.d/lpfc.conf
BNRIZEBREMF LT REIBEL
options lpfc lpfc sg seg cnt=256

2. 3517 "update-initramfs <L HER EHo
3. IWIFMIERT “Ipfc_sg_seg_cnt }3256:

cat /sys/module/lpfc/parameters/lpfc sg seg cnt

HIZ 4: IiF NVMe B5iiRS

X “nvmefc-boot-connections.service 1 “nvmf-autoconnect.service'NVMe/FC FE1EHRBEEIARSE "nvme-cli' &

KB, HEESBEA.
BII5ERGE, YIE ‘nvmefc-boot-connections.service' #l “nvmf-autoconnect.service' BEIIREZEEB.

p

1. IBIFEE “nvmf-autoconnect.service' BB A

systemctl status nvmf-autoconnect.service

10



btk

o nvmf-autoconnect.service - Connect NVMe-oF subsystems
automatically during boot
Loaded: loaded (/usr/lib/systemd/system/nvmf-
autoconnect.service; enabled; preset: enabled)
Active: inactive (dead) since Thu 2025-10-16 18:00:39 IST; 6
days ago
Invocation: el46e0b2c339432aad6e0555a528872c¢
Process: 1787 ExecStart=/usr/sbin/nvme connect-all
-—context=autoconnect (code=exited, status=0/SUCCESS)
Main PID: 1787 (code=exited, status=0/SUCCESS)
Mem peak: 2.4M

CPU: 12ms
Oct 16 18:00:39 HPE-DL365-14-176 systemd[l]: Starting nvmf-
autoconnect.service - Connect NVMe-oF subsystems automatically

during boot...

Oct 16 18:00:39 HPE-DL365-14-176 systemd[l]: nvmf-
autoconnect.service: Deactivated successfully.

Oct 16 18:00:39 HPE-DL365-14-176 systemd[1l]: Finished nvmf-
autoconnect.service - Connect NVMe-oF subsystems automatically
during boot.

2. IHIFZR S “nvmefc-boot-connections.service' B2 A :

systemctl status nvmefc-boot-connections.service



btk

nvmefc-boot-connections.service - Auto-connect to subsystems on FC-
NVME devices found during boot
Loaded: loaded (/usr/lib/systemd/system/nvmefc-boot-
connections.service; enabled; preset: enabled)
Active: inactive (dead) since Thu 2025-10-16 18:00:35 IST; 6
days ago
Invocation: acf73aclef7a402198d6ecc4d075fab0
Process: 1173 ExecStart=/bin/sh -c echo add >
/sys/class/fc/fc_udev_device/nvme discovery (code=exited,
status=0/SUCCESS)
Main PID: 1173 (code=exited, status=0/SUCCESS)
Mem peak: 2.1M
CPU: 1lms

Oct 16 18:00:35 HPE-DL365-14-176 systemd[1l]: nvmefc-boot-
connections.service: Deactivated successfully.

Oct 16 18:00:35 HPE-DL365-14-176 systemd[1l]: Finished nvmefc-boot-
connections.service - Auto-connect to subsystems on FC-NVME devices
found during boot.

SE, 5. WIEZRITEE
IIEANVMe ZBIZRE. ANARSHIONTAPSH & a2 %&E A FNVMe-oF it &,

TR
1. BIFRERERARZNVMe L HE !

cat /sys/module/nvme core/parameters/multipath

(NVE =gl V@Rl

2. I FEMN EREIEMRESR T ONTAPH & IEIMAERL NVMe-oF & & (fli, HEISIEE ANetApp ONTAP
Controller, #3551 #t9% iopolicy IRE A round-robin) :

a. BRFRL:

cat /sys/class/nvme-subsystem/nvme-subsys*/model

12



NVE=E IVl K

NetApp ONTAP Controller
NetApp ONTAP Controller

cat /sys/class/nvme-subsystem/nvme-subsys*/iopolicy
NVE=E V@R il

queue-depth
queue-depth

3. WIFEREEEN LEIEHEHL MR (8.

nvme list

B
Node Generic SN Model
Namespace Usage Format FW Rev

/dev/nvme2nl /dev/ng2nl 81PgYFYg2aVAAAAAAAABR NetApp ONTAP

Controller 0x1 17.88 GB / 171.80 GB 4 KiB + 0 B
9.17.1

4. WIESMREITHIZERESEE NENRSERS AR EHNANAKRE:

13



NVMe/FC

nvme list-subsys /dev/nvme3n9

Bl

nvme-subsys3 - NQN=ngn.1992-
08.com.netapp:sn.94929fdb84ebl1f0b624d039%eac809%ba:subsystem.sub
176
hostngn=ngn.2014-08.org.nvmexpress:uuid:39333550-

3333-4753-4844-32594d4a524c

\

+- nvmel fc traddr=nn-0x200dd039%eac79573:pn-
0x2010d039eac79573,host traddr=nn-0x20005ced8c531949:pn-
0x10005ced8c531949 live optimized

+- nvme3 fc traddr=nn-0x200dd039%eac79573:pn-
0x200ed039eac79573,host traddr=nn-0x20005ced8c531948:pn-
0x10005ced8c531948 live optimized
+- nvmeb5 fc traddr=nn-0x200dd039%eac79573:pn-
0x200£d039eac79573,host traddr=nn-0x20005ced8c531949:pn-
0x10005ced8c531949 live non-optimized

+- nvme7 fc traddr=nn-0x200dd039%eac79573:pn-
0x2011d039%eac79573,host traddr=nn-0x20005ced8c531948:pn-
0x10005ced8c531948 live non-optimized

NVMe/TCP

nvme list-subsys /dev/nvme2n3



Bl

nvme-subsys2 -

08.com.netapp:sn.c770be5d934811£0b624d039%eac809%ba:subsystem.sub

176

3333-4753-4844-

\

+- nvme2 tcp

traddr=192.168.
c_addr=192.168.

+- nvme4d tcp

traddr=192.168.
c _addr=192.168.

+- nvmeb6 tcp

traddr=192.168.

c _addr=192.168
+- nvme8 tcp

traddr=192.168.
c _addr=192.168.

NQN=ngn.1992-

hostngn=ngn.2014-08.org.nvmexpress:uuid: 39333550~

32594d4a524c

166.50, trsvcid=4420, host traddr=192.

166.73 live optimized

165.51, trsvcid=4420, host traddr=192.

165.73 live optimized

166.51,trsvcid=4420, host traddr=192.
.166.73 live non-optimized

165.50, trsvcid=4420, host traddr=192.

165.73 live non-optimized

5. ISIFNetAppiEF BB NEINONTAP s 2 FEhE & B 1EHMI(E:

168.

168.

168.

168.

166.

165.

166.

165.

73, sr

73, sr

73, sr

73, sr

15



7

nvme netapp ontapdevices -o column

Bl

Device Vserver Namespace Path

/dev/nvme2n9 vs proxmox FC NVMeFC /vol/vol 180 data nvmefc4/ns

NSID UuID Size
1 e3d3d544-de8b-4787-93af-bfec7769e909 32.21GB
JSON

nvme netapp ontapdevices -o json

Bl

"Device":"/dev/nvme2n9",
"Vserver":"vs proxmox FC NVMeFC",
"Subsystem":"sub 176",

"Namespace Path":"/vol/vol 180 data nvmefc4/ns",
"NSID":9,
"UUID":"e3d3d544-de8b-4787-93af-bfec7769909",
"LBA Size":409¢,

"Namespace Size'":32212254720,
"UsedBytes":67899392,

"Version":"9.17.1"

#6F: THREAIAA
RE AR,

16



AdE Proxmox VE 8.x LAz #F NVMe-oF F1ONTAP7Zfi#&

Proxmox VE 8.x EHMZF4FiEiE EHY NVMe (NVMe/FC) #1 TCP _EAY NVMe
(NVMe/TCP) ¥, HZ#FExFRerE =aliA1a) (ANA), ANA 125 iSCSI 1 FCP 17
hRYIEXRFRZIE R TIAE (ALUA) EXMBYZERZINEE,

T #RAN{a 9 Proxmox VE 8.x EZ& NVMe over Fabrics (NVMe-oF) E£#l. MNEESHIFMINEEEE, 152H
"ONTAPZ:¥F1ThEE"S

NVMe-oF 5 Proxmox VE 8.x Z1E L FEXIIRH!:
* A3 #F NVMe-FC B SAN Bohfic&.,

ST 1: 2% Proxmox VE 1 NVMe - HIIEEVECE
E} NVMe-oF BB IH|, MEBREINM NVMe 246, BRESKREZ, HIIFIH NON BE,

SIg
1. 7ERR53 28 E R % Proxmox 8.x0 TETMG, BHINEIEITAEISER Proxmox 8.x Ni%:

uname -—r

LUTFRBIERT Proxmox RAZARZS:

6.8.12-10-pve

[}

2. R¥ NVMe-CLI BFE:
apt list|grep nvme-cli

TENGIFERTRT nvme-cli 2{E-E Rk :

nvme-cli/oldstable,now 2.4+really2.3-3 amdo64

o]

3. ZE 1ibnvme BEFE:
apt list|grep libnvme

TENGFRTRT libnvme B4 EhRZS

libnvmel/oldstable,now 1.3-1+debl2ul amdo4

17



4. FEMN L, ¥E hostngn ERFE /etc/nvme/hostngn -

cat /etc/nvme/hostngn

TEBFIFRRT “hostngn ME:

ngn.2014-08.o0rg.nvmexpress:uuid:1536c9%9a6-f954-11ea-b24d-0a%4efbdceaf
5. ZZONTAPRLA, KIFLLTERS: “hostngn' FRIBITAD "hostngn’ ONTAPELA R R FRAMF RIS
::> vserver nvme subsystem host show -vserver proxmox 120 122
Bl

Vserver Subsystem Priority Host NQN
proxmox 120 122
proxmox 120 122
regular ngn.2014-
08.org.nvmexpress:uuid:1536c9%9a6-£954-11ea-b24d-0a9%4efbdbeaf
regular ngn.2014-
08.org.nvmexpress:uuid:991a7476-£f9%pf-11ea-8b73-0a9%94efbd6c3b
proxmox 120 122 tcp
regular ngn.2014-
08.org.nvmexpress:uuid:1536c%a6-£954-11ea-b24d-0a9%4efbidbeaf
regular nqgn.2014-08.org.nvmexpress:uuid:991a7476-
f9bf-11ea-8b73-0a94efbd6c3b
2 entries were displayed.

(D R “hostngn' FRTRARILAR, iEfEMA vserver modify i< K EH “hostngn' #HRN ONTAPTZf%
AAF RS LBFRBLLA hostngn' FRFERE Jetc/nvme/hostngn 7ZEEMN L.

1% 2: EZE NVMe/FC 1 NVMe/TCP

£/ Broadcom/Emulex 3¢ Marvell/QLogic i&Ac2sAic & NVMe/FC, T ERFohAMMEZIR(ERLE
NVMe/TCP,

18



NVMe/FC - {&i&/Emulex
JIBroadcom/Emulexi&fczsEc ENVMe/FC,

TR
1. BT ERRNERRE S EE R

a. B EEIZIR:
cat /sys/class/scsi host/host*/modelname
NVE=EIIV @S il e

LPe35002-M2
LPe35002-M2

cat /sys/class/scsi_host/host*/modeldesc
BRIZ=ERIRMT LTRGBS

Emulex LPe35002-M2 2-Port 32Gb Fibre Channel Adapter
Emulex LPe35002-M2 2-Port 32Gb Fibre Channel Adapter

2. WiINEERNZEREINABroadcom 1pfc BEHMRNBIREHIZF
a. BREHARZ:

cat /sys/class/scsi_host/host*/fwrev
Zep Rl E kA

14.0.505.12, sli-4:6:d
14.0.505.12, sli-4:6:d

b. BRUL R ENTE R RS -

cat /sys/module/lpfc/version

19
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U TFROZR T IEENAE A R -

0:14.2.0.17

BRXFFEEC R FME R ARIRMTIR, BESR ERFERTA"

- JBRIE 1pfc_enable fc4 type BN 3:

cat /sys/module/lpfc/parameters/lpfc enable fc4 type

- WIEREAIUEERDEFIKEO:

cat /sys/class/fc _host/host*/port name

BB B/RFEIATF LA TSRS |

0x100000109b95467e
0x100000109b95467f£

- BIERiEF IR O = R EA

cat /sys/class/fc host/host*/port state

(NVE=EIVR ik

Online

Online

. IWIENVMe/FCEBEEFmO RS ERBEBRIREORT AW

cat /sys/class/scsi_host/host*/nvme info


https://mysupport.netapp.com/matrix/
https://mysupport.netapp.com/matrix/
https://mysupport.netapp.com/matrix/
https://mysupport.netapp.com/matrix/
https://mysupport.netapp.com/matrix/
https://mysupport.netapp.com/matrix/
https://mysupport.netapp.com/matrix/
https://mysupport.netapp.com/matrix/
https://mysupport.netapp.com/matrix/
https://mysupport.netapp.com/matrix/
https://mysupport.netapp.com/matrix/
https://mysupport.netapp.com/matrix/
https://mysupport.netapp.com/matrix/
https://mysupport.netapp.com/matrix/
https://mysupport.netapp.com/matrix/

Bl

NVME Initiator Enabled

XRI Dist 1lpfcO Total 6144 IO 5894 ELS 250

NVME LPORT lpfcO WWPN x10005ced8c531948 WWNN x20005ced8c531948
DID x082400

ONLINE

NVME RPORT WWPN x200ed039%eac79573 WWNN x200dd039%eac79573 DID
x060902

TARGET DISCSRVC ONLINE

NVME RPORT WWPN x2001d039eac79573 WWNN x2000d03%eac79573 DID
x060904

TARGET DISCSRVC ONLINE

NVME Statistics LS: Xmt 0000000034 Cmpl 0000000034 Abort
00000000 LS XMIT: Err 00000000 CMPL: xb 00000000 Err 00000000
Total FCP Cmpl 0000000000142cfb Issue 0000000000142cfc OutIO
0000000000000001 abort 00000005 noxri 00000000 nondlp 00000000
gdepth 00000000 wgerr 00000000 err 00000000 FCP CMPL: xb
00000005 Err 00000005 NVME Initiator Enabled XRI Dist lpfcl
Total 6144 IO 5894 ELS 250 NVME LPORT lpfcl WWPN
x10005ced8c531949 WWNN x20005ced8c531949 DID x082500

ONLINE

NVME RPORT WWPN x2010d039eac79573 WWNN x200dd039%eac79573 DID
x062902

TARGET DISCSRVC ONLINE

NVME RPORT WWPN x2007d039eac79573 WWNN x2000d03%eac79573 DID
x062904

TARGET DISCSRVC ONLINE

NVME Statistics LS: Xmt 0000000034 Cmpl 0000000034 Abort
00000000 LS XMIT: Err 00000000 CMPL: xb 00000000 Err 00000000
Total FCP Cmpl 00000000000d39f1 Issue 00000000000d39f2 OutIO
0000000000000001 abort 00000005 noxri 00000000 nondlp 00000000
gdepth 00000000 wgerr 00000000 err 00000000 FCP CMPL: xb
00000005 Err 00000005

NVMe/FC - Marvell/QLogic
JIMarvell/QLogici&HAr 23 ENVMe/FCo

1. IS ERRER R R NE SR E R 2

cat /sys/class/fc host/host*/symbolic name

UTFRE SR T a2 A E RS -



22

QLE2872 FW:v9.15.00 DVR:v10.02.09.300-k
QLE2872 FW:v9.15.00 DVR:v10.02.09.300-k

2. JBIIE gl2xnvmeenable BI8EH, X, Marveli&ZEi23E ] HENVMe/FCREITER .

cat /sys/module/gla2xxx/parameters/gl2xnvmeenable

FRERSEIH 91,

NVMe/TCP

NVMe/TCP XA ZHFEohiEER(E, Bk, ErILUBIHIT NVMe/TCP &I NVMe/TCP FR 4 dn
Z=58] “connect & "connect-all' FEhiE{E,

S
1. KEBBFREOSE T UERIFN NVMe/TCP LIF SREVA I B ETTEEUE:

nvme discover -t tcp -w host-traddr -a traddr



Bl

nvme discover -t tcp -w 192.168.2.22 -a 192.168.2.30

Discovery Log Number of Records 12, Generation counter 13

trtype: tcp

adrfam: ipv4

subtype: current discovery subsystem

treq: not specified

portid: 10

trsvcid: 8009

subngn: ngn.1992-
08.com.netapp:sn.ae9f2d55a7ecllef8751d03%a9%e891c:discovery
traddr: 192.168.2.30

eflags: explicit discovery connections, duplicate discovery
information

sectype: none

trtype: tcp

adrfam: ipv4

subtype: current discovery subsystem

treq: not specified

portid: 9

trsvcid: 8009

subngn: ngn.1992-
08.com.netapp:sn.ae9f2d55a7ecllef8751d03%a9%e891c:discovery
traddr: 192.168.1.30

eflags: explicit discovery connections, duplicate discovery
information

sectype: none

trtype: tcp

adrfam: ipv4

subtype: current discovery subsystem

treq: not specified

portid: 12

trsvcid: 8009

subngn: ngn.1992-
08.com.netapp:sn.ae9f2d55a7ecl1ef8751d039%a%e891c:discovery
traddr: 192.168.2.25

eflags: explicit discovery connections, duplicate discovery
information

sectype: none

23



trtype: tcp

adrfam: ipv4

subtype: current discovery subsystem

treq: not specified

portid: 11

trsvcid: 8009

subngn: ngn.1992-
08.com.netapp:sn.ae9f2d55a7ecllef8751d03%a%e891c:discovery
traddr: 192.168.1.25

eflags: explicit discovery connections, duplicate discovery
information

sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem
treq: not specified
portid: 10

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.ae9f2d55a7ecllef8751d039%a%e891c:subsystem.prox
mox 120 122

traddr: 192.168.2.30
eflags: none

sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem
treq: not specified
portid: 9

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.ae9f2d55a7ecl1ef8751d039%ea%e891c:subsystem.prox
mox 120 122

traddr: 192.168.1.30
eflags: none

sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem
treq: not specified
portid: 12

trsveid: 4420

subngn: ngn.1992-



08.com.netapp:sn.ae9f2d55a7ecllef8751d039%a%e891c:subsystem.prox
mox 120 122

traddr: 192.168.2.25

eflags: none

sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem
treq: not specified
portid: 11

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.ae9f2d55a7ecl1ef8751d039%ea%e891c:subsystem.prox
mox 120 122

traddr: 192.168.1.25
eflags: none

sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem
treq: not specified
portid: 10

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.ae9f2d55a7ecllef8751d039%a%e891c:subsystem.prox
mox 120 122 tcp

traddr: 192.168.2.30
eflags: none

sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem
treq: not specified
portid: 9

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.ae9f2d55a7ecllef8751d039%ca%e891c:subsystem.prox
mox 120 122 tcp

traddr: 192.168.1.30
eflags: none

sectype: none

trtype: tcp
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adrfam: ipv4

subtype: nvme subsystem
treq: not specified
portid: 12

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.ae9f2d55a7ecllef8751d039%ea%e891c:subsystem.prox
mox 120 122 tcp

traddr: 192.168.2.25
eflags: none

sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem
treq: not specified
portid: 11

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.ae9f2d55a7ecll1ef8751d03%a%e891c:subsystem.prox
mox 120 122 tcp

traddr: 192.168.1.25
eflags: none

sectype: none

2. ISIFELfth NVMe/TCP 25h28-B45 LIF A8 2B el MR A MBS mEEEE:

nvme discover -t tcp -w host-traddr -a traddr

Bl

nvme discover -t tcp -w 192.168.1.22 -a 192.168.1.30
nvme discover -t tcp -w 192.168.2.22 -a 192.168.2.30
nvme discover -t tcp -w 192.168.1.22 -a 192.168.1.25
nvme discover -t tcp -w 192.168.2.22 -a 192.168.2.25

3. JB1T nvme connect-all ETRPFFAEZSZIFNNVMe/TCPEENER-BIRSIP LIZ TS :

nvme connect-all -t tcp -w host-traddr -a traddr



Bl

nvme
nvme
nvme

nvme

NVMe/TCP BJI&E “ctrl_loss_tmo timeout BENEE N “XH", Eitk:

connect-all
connect-all
connect-all
connect-all

* ERRILARS (ERER) -

* BAFEFHEEERFED ctrl_loss_tmo timeout A Y "nvme connect & "nvme connect-all a5 (3%

W) o

tcp —-w
tcp —-w
tcp —-w
tcp —-w

192.
192 .
192.
192.

168.
168.
168.
168.

1.22
2.22
1.22
2.22

—a

—a

—a

—a

192.
192 .
192.
192.

168.
168.
168.
168.

* NREERIZHEE, NVMe/TCP IZHISB A BT, HEZTIRAAMRENERE,

SI% 3: Tk, B NVMe/FC BJ 1MB /0,

ONTAP7EIRZIIz I S MR PR S R A SR A/ (MDTS) 1 8, XEMERA /0 iHRA/NEIX 1MB, EH
Broadcom NVMe/FC FEHA&H 1MB A/N8Y 1/0 B3R, ERIZIEM Ipfc BIMNE “Ipfc_sg_seg_cnt SEMEIAE

64 BN 256,

()  =eESEREETFBENMe/FCEL

p

1. ¥ "Ipfc_sg_seg_cnt BEILE /9256

cat /etc/modprobe.d/lpfc.conf

BNIZZBEEMTF AT RAIB T

options lpfc lpfc sg seg cnt=256

2. 3517 "update-initramfs GBS HER EHo
3. IIFMERT 'Ipfc_sg_seg_cnt'}9256:

cat /sys/module/lpfc/parameters/lpfc sg seg cnt

1.30
2.30
1.25
2.25
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S 4. IE NVMe Za0ARSS

{#H Proxmox 8.x, ‘nvmefc-boot-connections.service 1 “nvmf-autoconnect.service'NVMe/FC FEEHIEEH

AR33 “nvme-cli RE BB BB ARG,
Bl E, WiE nvmefc-boot-connections.service #1 “nvmf-autoconnect.service' BEIIREZ E R B,

B

1. IIFEE nvmf-autoconnect.service' B2 :

systemctl status nvmf-autoconnect.service

kb kit

0 nvmf-autoconnect.service - Connect NVMe-oF subsystems
automatically during boot

Loaded: loaded (/lib/systemd/system/nvmf-autoconnect.service;
enabled; preset: enabled)

Active: inactive (dead) since Fri 2025-11-21 19:59:10 IST; 8s
ago

Process: 256613 ExecStartPre=/sbin/modprobe nvme-fabrics
(code=exited, status=0/SUCCESS)

Process: 256614 ExecStart=/usr/sbin/nvme connect-all
(code=exited, status=0/SUCCESS)

Main PID: 256614 (code=exited, status=0/SUCCESS)

CPU: 18ms
Nov 21 19:59:07 SR665-14-122.lab.eng.btc.netapp.in systemd[1l]:
Starting nvmf-autoconnect.service - Connect NVMe-oF subsystems

automatically during boot...

Nov 21 19:59:10 SR665-14-122.lab.eng.btc.netapp.in nvme[256614]:
Failed to write to /dev/nvme-fabrics: Invalid argument

Nov 21 19:59:10 SR665-14-122.lab.eng.btc.netapp.in nvme[256614]:
Failed to write to /dev/nvme-fabrics: Invalid argument

Nov 21 19:59:10 SR665-14-122.lab.eng.btc.netapp.in systemd[1l]: nvmf-
autoconnect.service: Deactivated successfully.

Nov 21 19:59:10 SR665-14-122.lab.eng.btc.netapp.in systemd[1l]:
Finished nvmf-autoconnect.service - Connect NVMe-oF subsystems
automatically during boot.

2. IIFEA “nvmefc-boot-connections.service' BB :

systemctl status nvmefc-boot-connections.service
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btk

o0 nvmefc-boot-connections.service - Auto-connect to subsystems on
FC-NVME devices found during boot
Loaded: loaded (/lib/systemd/system/nvmefc-boot-
connections.service; enabled; preset: enabled)
Active: inactive (dead) since Thu 2025-11-20 17:48:29 IST; 1
day 2h ago
Process: 1381 ExecStart=/bin/sh -c echo add >
/sys/class/fc/fc_udev_device/nvme discovery (code=exited,
status=0/SUCCESS)
Main PID: 1381 (code=exited, status=0/SUCCESS)
CPU: 3ms

Nov 20 17:48:29 SR665-14-122.lab.eng.btc.netapp.in systemd[1l]:
Starting nvmefc-boot-connections.service - Auto-connect to
subsystems on FC-NVME devices found during boot..

Nov 20 17:48:29 SR665-14-122.lab.eng.btc.netapp.in systemd[1l]:
nvmefc-boot-connections.service: Deactivated successfully.

Nov 20 17:48:29 SR665-14-122.lab.eng.btc.netapp.in systemd[1]:
Finished nvmefc-boot-connections.service - Auto-connect to
subsystems on FC-NVME devices found during boot...

SR 5. WIEZRFEE
IIEMENVMe S EIZIRE. ANARZSHIONTAPSH & a2 TiEA FNVMe-oF iR E.
SR

1. BIFREERARZNVMe L HIZ:

cat /sys/module/nvme core/parameters/multipath

NVE =g V@l

2. N ER B IEME/R T ONTAPS & TIEJRIMERE. NVMe-oF i&E (a0, §EISi&E SINetApp ONTAP
Controller, F¥f#t9% iopolicy I & A round-robin) :

a. B RFRSA:



cat /sys/class/nvme-subsystem/nvme-subsys*/model

NVE=E VRSl K

NetApp ONTAP Controller
NetApp ONTAP Controller

- BRERER:

cat /sys/class/nvme-subsystem/nvme-subsys*/iopolicy

ERERI T

round-robin

round-robin

3. WIFEREEEN LEIEHEHL MR (8.

nvme list

Bl

Node Generic SN

Model Namespace Usage

Format FW Rev

/dev/nvme2n20 /dev/ng2n20 81K13BUDdAygsAAAAAAAG
NetApp ONTAP Controller 10 5.56 GB /
91.27 GB 4 KiB + 0 B 9.18.1

4. WIS M REITFIRRESEE NEIRS ERS A ERNANAKE:
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NVMe/FC

nvme list-subsys /dev/nvme2n20

Bl

nvme-subsys2 - NQN= ngn.1992-
08.com.netapp:sn.ae9f2d55a7ecllef8751d039%a%e891c:subsystem.prox
mox 120 122 tcp

\

+- nvmel fc traddr=nn-0x200dd039%eac79573:pn-
0x2010d039eac79573,host traddr=nn-0x20005ced8c531949:pn-
0x10005ced8c531949 live optimized

+- nvme3 fc traddr=nn-0x200dd039%eac79573:pn-
0x200ed03%eac79573,host traddr=nn-0x20005ced8c531948:pn-
0x10005ced8c531948 live optimized

+- nvmeb5 fc traddr=nn-0x200dd039%eac79573:pn-
0x200£d03%eac79573,host traddr=nn-0x20005ced8c531949:pn-
0x10005ced8c531949 live non-optimized

+- nvme7 fc traddr=nn-0x200dd039%eac79573:pn-
0x2011d03%eac79573,host traddr=nn-0x20005ced8c531948:pn-
0x10005ced8c531948 live non-optimized

NVMe/TCP

nvme list-subsys /dev/nvme2n3



Bl

nvme-subsys?2 - NQN= gn.1992-
08.com.netapp:sn.ae9f2d55a7ecllef8751d039%a%e891c:subsystem.prox
mox 120 122 tcp

\

+- nvme2 tcp

traddr=192.168.1.30,trsvcid=4420,host traddr=192.168.1.22,src ad
dr=192.168.1.22 live optimized

+- nvmed tcp

traddr=192.168.2.30,trsvcid=4420,host traddr=192.168.2.22,src ad
dr=192.168.2.22 live optimized

+- nvmeb6 tcp

traddr=192.168.1.25,trsvcid=4420,host traddr=192.168.1.22,src ad
dr=192.168.1.22 live non-optimized

+- nvme8 tcp

traddr=192.168.2.25,trsvcid=4420,host traddr=192.168.2.22,src ad
dr=192.168.2.22 live non-optimized

S. FIENetAppiF B E NS NONTAP & Ta)ig & B RIEMINE:
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7

nvme netapp ontapdevices -o column

B
Device Vserver Namespace Path
/dev/nvme2nll proxmox 120 122 / /vol/vml20 tcpl/ns
NSID UuUID Size
1 S5aefea74-£f0cf-4794-a7e9-ell3c465%aca 37.58GB
JSON

nvme netapp ontapdevices -o json

Bl

"Device":"/dev/nvme2nll",
"Vserver":"proxmox 120 122",

"Namespace Path":"/vol/vml20 tcpl/ns",
"NSID":1,
"UUID":"5aefea74-f0cf-4794-a7e¢9-e113c465%aca",
“Size”:”37.58GB”,

"LBA Data Size":4096,

"Namespace Size'":32212254720

$6F: EFEHMIAA
A EHIE,
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