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RHEL

BiE RHEL 10.x LAz3% FCP #1 iSCSI LI S&ONTAP1Z (%

Linux Host Utilities ZX {4 /9:%3ZE|ONTAPTZAERY Linux EVIREEIEMIZE T E, £ Red
Hat Enterprise Linux (RHEL) 10.x A %% Linux EWEBEERG, &Kol UERENSE
FRTEFREBZEIEONTAP LUN BY FCP #1 iSCSI #hili21E,

F1%: (AliE);SFASANELH

AT LS ENERE N EASANS SR G L BEH RS T B,

FriaZ i
ER" B2t R T A WIFEMLINUIRER S, FHELLEEER(HBA). HBAEIF. HBAREIBIOSFHIONTAPAR
BEXHESANEL,

S
1. "8lIZ SAN B5h LUN HIEEMETEI FEH"(ZEX)
2. 7¥AR%322 BIOS A5 SAN B4 LUN BT EIRYE OB B SAN Bl

BXUFEEA HBABIOS ME R, S IVHNET B,
3. EMEMENH YIS FRGEEE EBBIERTIEIT. WA E BT I,
$24 . L3 Linux Host Utilities

NetApps@ZHRINZELinuxENKAIEF. UIZFFONTAP LUNEEH MBI AR TS EC B R,

'%&23E Linux Host Utilities 8.0" o

Z%ELinux Host Utilities A 2B M LinuxEH _EBERENBIHEE,

FE3L . WIAENNZRREE
BT LAEA RHEL 10.x BYZERIZTHRESR B IEONTAP LUN,

ERFERAEIVERICE T ZHRE. BRIEETEE NI /etc/multipath.conf X, UKREETEONTAP LUNEZ
& T NetAppiRiXHVIRE,

p
1. BIEXHRE “fetc/multipath.confiBH, IIRMEXHRFE. BRI EHNEFTXMHE:

touch /etc/multipath.conf

2. BRBIEX MBS multipath. conf. ERIBERERAHBMZBERS LUNEZINAILE:
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systemctl enable multipathd

systemctl start multipathd

3. ERBEhENES. TH Jetc/multipath.conf EF T X HE = BEIINENetAppIR NI N Z EREFBEIERN
NGB, BEFE letc/multipath.conf ENBIX . FRERSAFERFTIEFRIRGIFAEIEONTAP LUNAY
ZRERBEHITRIZ

TERETRTONTAP LUNBILInUXIREER A AN RIZ L RIESINEE,

ETSHIE
S [FRIRE ...
detect_prio =89,
dev_los_ TMO "EE"
HEmE Bpas
fast_io_fail_sMO 5.
features "2 pG_INIT_retries 50"
flush_on_last_del =/,
L IEIEF 0
no_path_retry BAF!
path_checker "TUR"

path_grouping_policy

"Group_by-prio"

path_selector " BR&ZEtE] 0"
Polling interval 5.

PRIO ONTAP

= LUN

Retain Attached Hw_handler 2,
rr_weight "ig—"
user_friendly_names &

R E NetApp

4. IGIFONTAP LUNRISHIS BEMRIRIRE:

multipath -11



RINZHBES

FAERARERT, BRIZBENFA S SRIR,

#$ZHFASA. AFFFIFASECE, EXLEECER, FPHONTAP LUN A REBIMNFEREZ.

T RAIHEERTASA. AFFEXFASECEHFONTAP LUNRYIE##S IS BN BRI,

ASAFCE

ASAECE RILILIEML ELUNRIFRE R IZ. EEREEIIRS. XA LR BIFA BRIZRAI/01%

B, MR

kvl

HE HEo

# multipath -11
3600a098038314e535a24584e4b496252 dm-32 NETAPP, LUN C-Mode

size=

10G features='3 queue

hwhandler='1l alua' wp=rw

policy='service-time
11:0:0:41 sdan 66:112
11:0:1:41 sdcb 68:240
14:0:2:41 sdfd 129:24
14:0:0:41 sddp 71:112

C)Nl—‘

AFFZFASECE

AFFERFASECE N ABPAMARSEMBRRIEE, LIRS ER/ L UCEE R A PTIERIER2E
Rk, MARRRHBRRZLTEDRE, EXRHATRU. RAENBEMITRIZRRHRS. RBEEMLK
BEAAAN, T=ERIFLLERI.

if no path pg init retries 50'

0' prio=50 status=active
active ready running
active ready running

0 active ready running

active ready running

UTROIERTEEMDEENMUBREMR D EE/AERAERIZAIONTAP LUNRYSH :

Bl

# multipath -11
3600a0980383149764b5d567257516273 dm-0 NETAPP, LUN C-Mode
size=150G features='3 queue if no path pg init retries 50°'

hwhandler='1 alua' wp=rw

policy="service-time
16:0:3:0 sdcg 69:64
10:0:0:0 sdb 8:16
policy="'service-time
10:0:1:0 sdc 8:32
16:0:2:0 sdcf 69:48

0' prio=50 status=active
active ready running
active ready running

0' prio=10 status=enabled
active ready running

active ready running



& 4: WIAENRY iSCSI EBcE
RN ENERER iSCS,

*FIES
7£ iSCSI EN EHITUTHE,

B
1. WIEREERE iSCSI BohfEF & (iscsi-initiator-utils):

rpm -ga | grep iscsi-initiator-utils

BNIZZBEEMTF AT RAIB S

iscsi-initiator-utils-6.2.1.11-0.git4b3e853.e19.x86 64

2. BFi[F /etc/iscsi/initiatorname.iscsi XEHH iSCSI BopiEFE TS FR:

InitiatorName=ign.YYYY-MM.com.<vendor>:<host name>

3. BBEITF /etc/iscsi/iscsid.conf XHEHH iSCSI &iEBI S

node.session.timeo.replacement timeout = 5

iSCSI| replacement timeout Z¥UEHI iISCSI BEHE LMNEMESKRM Z AN FFHBRREHIRIERT
EWEIZ K8, V7T iSCSI BEEEXH R replacement timeout KIEIREN 5.

4. BA iSCSI RS

Ssystemctl enable iscsid

5. [B5hiSCSI IR

Ssystemctl start iscsid

6. I ISCSI FRSZ B A ETEIEIT:

Ssystemctl status iscsid



Bl

® iscsid.service - Open-iSCSI

Loaded:

loaded (/usr/lib/systemd/system/iscsid.service;

enabled; preset: disabled)

Active:
weeks 1 day
TriggeredBy:

Docs:

Main PID:
Status:
Tasks:
Memory:
CPU:
CGroup:

7. %I iSCSI BFx:

Siscsiadm --mode discovery —--op update --type sendtargets --portal

<target IP>

Bl

iscsiadm --mode discovery --op update --type sendtargets

active (running) since Tue 2025-12-02 11:36:21 EST;

ago

® iscsid.socket
man:iscsid(8)
man:iscsiuio (8)
man:iscsiadm(8)

2263 (iscsid)

"Ready to process requests"
1 (limit: 816061)

18.5M

14.480s
/system.slice/iscsid.service
L2263 /usr/sbin/iscsid -f -d2

192.168.30.87

192.168.30.87:3260,1139 ign.1992-
08.com.netapp:sn.064a9p19b3eellf09dcad039%eabac370:vs.23
192.168.31.97:3260,1142 ign.1992-
08.com.netapp:sn.064a9%019b3eellf09dcad039%eabac370:vs.23
192.168.31.87:3260,1141 ign.1992-
08.com.netapp:sn.064a9b1903eell1f09dcad039%eabac370:vs.23
192.168.30.97:3260,1140 ign.1992-
08.com.netapp:sn.064a9p19b3eell1f09dcad039%eabac370:vs.23

8. ZFRFIBM:

Siscsiadm --mode node -1 all

--portal

2



9. ¥ iSCSI IRBENE B BIER:

$iscsiadm --mode node -T <target name> -p <ip:port> -o update -n

node.startup -v automatic

Z2BRIEMF U TREIRNREL:

iscsiadm --mode node -T ign.1992-

08.com.netapp:sn.064a9p19b3eellf09dcad039%eabac370:vs.23 -p
192.168.30.87:3260 -o update -n node.startup -v automatic

10. 383 iSCSI =&

Siscsiadm --mode session

bl

B5%:

iscsiadm --mode session

tcp: [1] 192.168.
08.com.netapp:sn.
tcp: [2] 192.168.
08.com.netapp:sn.
tcp: [3] 192.168.
08.com.netapp:sn.
tcp: [4] 192.168.
08.com.netapp:sn.

30.87:3260,1139 ign.1992-
064a9p19b3eell1f09dcad039eabac370:
31.97:3260,1142 ign.1992-
064a9p19b3eellf09dcad039eabac370:
31.87:3260,1141 ign.1992-
064a9b19b3eell1f09dcad039%9eabac370:
30.97:3260,1140 ign.1992-
064a9p19b3eell1f09dcad039eabac370:

(AN%E) RigEHRESREZIN

VvS.

VvS.

\as)

VvS.

23

23

.23

23

(non-flash)

(non-flash)

(non-flash)

(non-flash)

NRFE. BAILURAFBERKENWWIDARMEI X 4" RR R "E 0. MMRFZIREM S B FHIR

multipath.confo

TR

1. FIEWWID:

/lib/udev/scsi_id -gud /dev/sda

||Sa

n =

EENNE ERR BPRAMSCSIHE,

a0, WWIDF 360030057024d0730239134810c0cbh8330



2. BWWIDRINEI"EZ "S5 :

blacklist {
wwid 360030057024d0730239134810c0cb833
devnode " (ram|raw]|loop|fd|md|dm-|sr|scd|st) [0-9]*"
devnode "“hd[a-z]"

nA

devnode cciss.*"

$IE 6: BHEX ONTAP LUN HIZERIZSEK

MRENENEZZEMENFILUN. HFEEAZRESHISEREE. WESEHEEEXHHRNEI NER
FONTAP LUNBYzas KRB IE XL E multipath. confo &M, ONTAP LUNHBIRETL £ FnAAIZT To

BIQE Jetc/multipath.conf XX, RAIRIINERDPRIRE, UTHAIEBENREZRIESHNFINLZE,

(D BANEZONTAP LUNBENSHIRE, BRERETVEELRE. FEEAXERE. AX
HAMER. BEXRNetAppZHIERI). ERIRERRHNEHXRE,

UTRAIERT M E ERBERAINME ELHTRAIP. multipath.cont XHARAMEXTS

‘no_path retry ONTAP LUNAERAHE ‘path checker. BIAMPFRXLESE. ESHONTAPFEET!
MEZEEN. MEELAEIRZAFONTAP LUNBIXXHERINEEESR multipath. conf  BIEM
‘no_path retry B9 ‘path checkero

kvl
defaults {
path checker readsector0
no path retry fail

devices {

device {
vendor "NETAPP"
product "LUN"

no path retry queue
path checker tur

BT7H. EFEEHT
BB,



T—FEHA?

* "7 RN {E A Linux Host Utilities TA" o

* THE ASM &
B hi7 £ B2 (Automatic Storage Management. ASM)$RI&FIREEEE X LINUxZIRIFIZEE. LUIFEASMEE
AR R R F IR R & At fELH, ONTAP LMK ZEASMECBARERIMBTIR. XELKE SUBFRIPRIMBRE
Fligft. ASMARREGIIE, FEhSERAEGEENRIASMERENEES. BEERR LR Z BT
H%. BXIFMAER. BB ETONTAPH Oracle#iEZE",

© THRLIMELinuxEIME (KVM)

Red Hat Linux BJLUFA KVM E#le XiF, EFAILUERET Linux RIZEIESIAL (KVM) AT BN
ARS8 LITITZ TN ES. KVM EHAFENONTAP LUN #TEXENEEIRE.

AZE RHEL 9.x U245 FCP 1 iSCSI LI S&ONTAP7Zfi&

Linux Host Utilities 23X 91 &E1ZE|ONTAPTEAERY Linux EVIRHEIREMIZEI TR, 7£ Red
Hat Enterprise Linux (RHEL) 9.x F#_ &% Linux ENBEFGE, ErIUERENSEH
TR SR BN T EIEONTAP LUN B FCP #1 iSCSI X321k,

F1% . (FIi&)EFESANZL)

EE LS ENEE N ERSANEIRE VDB HIZS T Bit.

Fraz Al

ER" BRIt R T A WIFEMLINUISER S, EHELLEEER(HBA). HBAEIF. HBAREIBIOSFHIONTAPAR
BEXHESANELD,

TIE
1. "8l SAN B35 LUN FHEFERET R EH]"(ZX)
2. 7¥AR%322 BIOS A5 SAN B4 LUN BT EIRYE OB B SAN Bl

BXUFEEA HBABIOS ME R, S IVHNET B,
3. EFEREN AR ERAERE ERAEERETT. MR ER TN,
$F2: . L& Linux Host Utilities
NetAppiBZUBiINZELinux ENSEATEF. UZHEFONTAP LUNEIEH hBi AT iF WAL B 4R,

"3 Linux Host Utilities 8.0" o

Z%ELinux Host Utilities A 2B M LinuxEH_EBERENBIHEE,
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EB3F . WIAFENNZ R E
EAT LAEA RHEL 9.x UL ERZINEESREIZONTAP LUN,

BRERATHEREE T ZRR. BRIEEEEE XL Jetc/multipath.conf X5, UKRETENONTAP LUNED
& T NetAppIRIXHIZE,

TR
1. BIEXHREE Jetc/multipath.confiBH, IIREXHREFE. BER—IZ=HNEFDXMHE:

touch /etc/multipath.conf
2. BRBEXHE multipath. conf. EOIREREEAHBINZRERS UMEBERINIZE:

systemctl enable multipathd

systemctl start multipathd

3 ’@?T\EEDIMET T */etc/multipath.conf BF T X E S BEhiNEHNetApp B iIX I EH SRR S EIENER
INKE. BILEEN Jetc/multipath.conf ENAIN . RARIERKFERTERIRFIFEEONTAP LUNBY
ZRESEHITRIR

TFRE/RTONTAP LUNBILINnUXIRE R AR EANRIFZRESIILE,



BTRBMSE

28 EFIRE ...
detect_prio 28,
dev_los_TMO " PR "
HERE BB
fast_io_fail_sMO 5.

features "2 pG_INIT _retries 50"
flush_on_last_del 289,
R 0

no_path_retry BAFI
path_checker "TUR"
path_grouping_policy "Group_by-prio"
path_selector " AREZAY1E] 0"
Polling interval 5.

PRIO ONTAP

=R LUN

Retain Attached Hw_handler 28,

rr_weight "gFE—"
user_friendly_names &=

LR NetApp

4. I5FONTAP LUNHIBELIE B MR ZRE:

multipath -11
BINZBIZFSHZIFASA. AFFHIFASECE., EXLRRER, RPONTAP LUN AN FEBIUFRIZ. 7
EERY, BRI AIRES SRR,

TR S5 T ASA. AFFEFASEZE HONTAP LUNBYIEHS #uS B MBS

10



ASAFCE

ASAECE RILILIEML ELUNRIFRE R IZ. EERFIEIIIRS. XFr LRI FA BRIZRAI/0%
B, MIMIES1E£EE,

Bl

multipath -11
3600a098038314c4a433£577471797958 dm-2 NETAPP,LUN C-Mode
size=180G features='3 queue if no path pg init retries 50°'
hwhandler='1l alua' wp=rw
‘—+- policy='service-time 0' prio=50 status=active

|- 14:0:0:0 sdc 8:32 active ready running

|- 17:0:0:0 sdas 66:192 active ready running

|- 14:0:3:0 sdar 66:176 active ready running

"= 17:0:3:0 sdch 69:80 active ready running
AFFZFASEZE

AFFERFASECE N ABPAMARREMRREEE, LTS ER/ LI TR A PTIERIER2E
R, MARRRHBRRZLTEDRE. EXRHATRU. RAENBEMITRIZRRHRS. REEMLRK
BEAATAN. FofERIFMERE,

UTROIERT EEMDEENMUBREMRDEE/AERLERIZAIONTAP LUNAYSH |

Bl

multipath -11
3600a0980383149764b5d567257516273 dm-0 NETAPP,LUN C-Mode
size=150G features='3 queue if no path pg init retries 50°'
hwhandler='1 alua' wp=rw
| -+- policy='service-time 0' prio=50 status=active
| |- 16:0:3:0 sdcg 69:64 active ready running
| - 10:0:0:0 sdb 8:16 active ready running
‘—+- policy='service-time 0' prio=10 status=enabled
|- 10:0:1:0 sdc 8:32 active ready running
- 16:0:2:0 sdcf 69:48 active ready running

SIE 4. HIAEAR iSCSI L&

BRI ENIEWECE iSCSI,
KXTFULES

11



£ iSCSI ENM EHITUTH R,

LI
1. WIFR R BELRE iSCSI BEhiZFE (iscsi-initiator-utils):

rpm -ga | grep iscsi-initiator-utils

BNIZZB R T AT RAIs S

iscsi-initiator-utils-6.2.1.11-0.git4b3e853.219.x86 64

2. B[ F /etc/iscsi/initiatorname.iscsi XEHH iSCSI BopiEF T oA FR:

InitiatorName=ign.YYYY-MM.com.<vendor>:<host name>

3. BEEEBIF /etc/iscsi/iscsid.conf XHHH iISCSI £iFEBRESE:

node.session.timeo.replacement timeout = 5

iSCSI replacement timeout ZEITH| iISCSI BEH ENEAGRISRMZ AN FFENERREXNRIEETT
BRI ZKEE, ENTE iSCSI BEEEXH R replacement timeout RIEIREN 5.

4. R iSCSI RS

Ssystemctl enable iscsid

5. [B5h iSCSI RS

Ssystemctl start iscsid

6. I9IF iISCSI RSB 2B EEBIT:

Ssystemctl status iscsid

12



Bl

® iscsid.service - Open-iSCSI

Loaded:

loaded (/usr/lib/systemd/system/iscsid.service;

enabled; preset: disabled)

Active:
weeks 1 day
TriggeredBy:

Docs:

Main PID:
Status:
Tasks:
Memory:
CPU:
CGroup:

7. %I iSCSI BFx:

Siscsiadm --mode discovery —--op update --type sendtargets --portal

<target IP>

Bl

iscsiadm --mode discovery --op update --type sendtargets

active (running) since Tue 2025-12-02 11:36:21 EST;

ago

® iscsid.socket
man:iscsid(8)
man:iscsiuio (8)
man:iscsiadm(8)

2263 (iscsid)

"Ready to process requests"
1 (limit: 816061)

18.5M

14.480s
/system.slice/iscsid.service
L2263 /usr/sbin/iscsid -f -d2

192.168.30.87

192.168.30.87:3260,1139 ign.1992-
08.com.netapp:sn.064a9p19b3eellf09dcad039%eabac370:vs.23
192.168.31.97:3260,1142 ign.1992-
08.com.netapp:sn.064a9%019b3eellf09dcad039%eabac370:vs.23
192.168.31.87:3260,1141 ign.1992-
08.com.netapp:sn.064a9b1903eell1f09dcad039%eabac370:vs.23
192.168.30.97:3260,1140 ign.1992-
08.com.netapp:sn.064a9p19b3eell1f09dcad039%eabac370:vs.23

8. ZFRFIBM:

Siscsiadm --mode node -1 all

--portal

2

13



9. ¥ iSCSI IRBENE B BIER:

10.

B5%:

$iscsiadm --mode node -T <target name> -p <ip:port> -o update -n

node.startup -v automatic

Z2BRIEMF U TREIRNREL:

iscsiadm --mode node -T ign.1992-

08.com.netapp:sn.064a9p19b3eellf09dcad039%eabac370:vs.23 -p
192.168.30.87:3260 -o update -n node.startup -v automatic

J9IE iSCSI =1&:

Siscsiadm --mode session

bl

iscsiadm --mode session

tcp: [1] 192.168.
08.com.netapp:sn.
tcp: [2] 192.168.
08.com.netapp:sn.
tcp: [3] 192.168.
08.com.netapp:sn.
tcp: [4] 192.168.
08.com.netapp:sn.

30.87:3260,1139 ign.1992-
064a9p19b3eell1f09dcad039eabac370:
31.97:3260,1142 ign.1992-
064a9p19b3eellf09dcad039eabac370:
31.87:3260,1141 ign.1992-
064a9b19b3eell1f09dcad039%9eabac370:
30.97:3260,1140 ign.1992-
064a9p19b3eell1f09dcad039eabac370:

(AN%E) RigEHRESREZIN

VvS.

VvS.

\as)

VvS.

23

23

.23

23

(non-flash)

(non-flash)

(non-flash)

(non-flash)

NRFE. BAILURAFBERKENWWIDARMEI X 4" RR R "E 0. MMRFZIREM S B FHIR

multipath.confo

TR

&

1. FIEWWID:

14

/lib/udev/scsi_id -gud /dev/sda

||Sa

n =

EENNE ERR BPRAMSCSIHE,

a0, WWIDF 360030057024d0730239134810c0cbh8330



2. BWWIDRINEI"EZ "S5 :

blacklist {
wwid 360030057024d0730239134810c0cb833
devnode " (ram|raw]|loop|fd|md|dm-|sr|scd|st) [0-9]*"
devnode "“hd[a-z]"

nA

devnode cciss.*"

$IE 6: BHEX ONTAP LUN HIZERIZSEK

MRENENEZZEMENFILUN. HFEEAZRESHISEREE. WESEHEEEXHHRNEI NER
FONTAP LUNBYzas KRB IE XL E multipath. confo &M, ONTAP LUNHBIRETL £ FnAAIZT To

BIQE Jetc/multipath.conf XX, RAIRIINERDPRIRE, UTHAIEBENREZRIESHNFINLZE,

(D BANEZONTAP LUNBENSHIRE, BRERETVEELRE. FEEAXERE. AX
HAMER. BEXRNetAppZHIERI). ERIRERRHNEHXRE,

UTRAIERT M E ERBERAINME ELHTRAIP. multipath.cont XHARAMEXTS

‘no_path retry ONTAP LUNAERAHE ‘path checker. BIAMPFRXLESE. ESHONTAPFEET!
MEZEEN. MEELAEIRZAFONTAP LUNBIXXHERINEEESR multipath. conf  BIEM
‘no_path retry B9 ‘path checkero

kvl
defaults {
path checker readsector0
no path retry fail

devices {

device {
vendor "NETAPP"
product "LUN"

no path retry queue
path checker tur

BT7H. EFEEHAA

RHEL 9.x 5ONTAPEEEE LT E 0],

15



9.3.

NetApp 5% ID
"1508554"

"15693771"

9.2.

NetApp £5i% ID
"1508554"

"1537359"

9.1
NetApp £5i% ID
"1508554"

T—HRHA4?

Description IRAID

A=

NetApp LinuxE#] 7ERHEL 9.x51. NetApp Linux SANFEHISEHE REHA
SHEERHSITR Fi$1TRME sanlun fcp show adapter -v'&
HREAGHME KW, ERARARZFHEMulexENE LS
MEARKEIXER. 2B(HBA)RIMAI A BLK IR,

7 BEZHFEmulex

FNELLISHED

Z8(HBA)EHC2s &

m

TEFMETS IR IR TEONTAPTRBITHI SRR EIRIE AR, ZHKZEH RHEL 17811
8. Red Hat B—F XTI EIBEEBIRN. AR7E

Enterprise Linux  1RE T{ERHRIEIRE 2R KR ITEL. B2,

9.3 QLogic SAN  ¥FRed Hat Enterprise Linux (RHEL) 9.3

FNEEKLEHD % QlogicEHN.. ERITEFEREERZMERIE

R1F fa. REmEED ZHBZ,

TR Description

EF#FEmulex HBAIEACZS &I, NetApp
Linux Host Utilities CLIEEH {48
R H I

1ERHEL 9.200. NetApp Linux SANZEH]
SRR L1TRE sanlun fcp show
adapter -v' 2K, EXARZIFHFHBA
EIMHERGEABIX R

EFMERIREEB R IRERE. fF
FIEmulexEH2&EFAC28(HBA)B5IRed
Hat Linux 9.2 SANFYENB RIS HRYE
5. MMSHAZP, RZFHH=SE
RIERREN RSN, WREEXMER
kdump BE. WS4 vmcore X1
/var/crash/ B, IEEFERAIRIZE
RFHITHE 1pfc WEhiEF. B E—
HEHl,

{EFEmulex HBA/ZERed Hat Linux 9.2
SANBIENEZIEHENES. MMESEA
i

FRER Description

B FEmulex HBAEEZZS . NetApp
Linux Host Utilities CLIE B E fth 461
TRFAIT

7ERHEL 9.17, NetApp Linux SANEH
SRTEF®H <T@ “sanlun fcp show
adapter -v' 2KK. ERIXARZIHFHBA
R IMBVER B RHIX Ro

* "7 fRUN{EfE R Linux Host Utilities TA" .

* THR ASM 551%

B Eh1FEE 2 (Automatic Storage Management. ASM)iZ{&RIREEEEXLinuxZRIFZIEE. LUFEASMEE
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https://mysupport.netapp.com/site/bugs-online/product/HOSTUTILITIES/1508554
https://mysupport.netapp.com/site/bugs-online/product/HOSTUTILITIES/1593771
https://mysupport.netapp.com/site/bugs-online/product/HOSTUTILITIES/1508554
https://mysupport.netapp.com/site/bugs-online/product/HOSTUTILITIES/1537359
https://mysupport.netapp.com/site/bugs-online/product/HOSTUTILITIES/1508554
https://docs.netapp.com/zh-cn/ontap-sanhost/hu-luhu-command-reference.html
https://docs.netapp.com/zh-cn/ontap-sanhost/hu-luhu-command-reference.html
https://docs.netapp.com/zh-cn/ontap-sanhost/hu-luhu-command-reference.html
https://docs.netapp.com/zh-cn/ontap-sanhost/hu-luhu-command-reference.html
https://docs.netapp.com/zh-cn/ontap-sanhost/hu-luhu-command-reference.html
https://docs.netapp.com/zh-cn/ontap-sanhost/hu-luhu-command-reference.html
https://docs.netapp.com/zh-cn/ontap-sanhost/hu-luhu-command-reference.html
https://docs.netapp.com/zh-cn/ontap-sanhost/hu-luhu-command-reference.html
https://docs.netapp.com/zh-cn/ontap-sanhost/hu-luhu-command-reference.html
https://docs.netapp.com/zh-cn/ontap-sanhost/hu-luhu-command-reference.html
https://docs.netapp.com/zh-cn/ontap-sanhost/hu-luhu-command-reference.html
https://docs.netapp.com/zh-cn/ontap-sanhost/hu-luhu-command-reference.html
https://docs.netapp.com/zh-cn/ontap-sanhost/hu-luhu-command-reference.html
https://docs.netapp.com/zh-cn/ontap-sanhost/hu-luhu-command-reference.html
https://docs.netapp.com/zh-cn/ontap-sanhost/hu-luhu-command-reference.html
https://docs.netapp.com/zh-cn/ontap-sanhost/hu-luhu-command-reference.html
https://docs.netapp.com/zh-cn/ontap-sanhost/hu-luhu-command-reference.html

AR R R H IR R & FBikFELH, ONTAP LMK ZHASMECEERERAIMNETIR. XELkE SR FRIFRIMRFE
B, ASMARFRGEIE, FEESFEREEEENTRIASMEIREENEFESR. BEENEML S ZE#HT
Hig, BXIFMER. BN " ETONTAPH Oracle2iEE",

* THRRATMELInuxEIME (KVM)

Red Hat Linux AJLAfEA KVM EHlo Xt¥, ERA] LAERET Linux RAZBYEIL (KVM) SKARTEE IR
AR5588 EIB1TZ2 M ESM. KVM EHAFEFONTAP LUN #ITEXENEEIRE,

BidE RHEL 8.x U215 FCP 1 iSCSI LI S&ONTAP7Zfi&

Linux Host Utilities 2R 9iEIZZIONTAPTEAERY Linux ENIRHEIREMIZHI TR, 7£ Red
Hat Enterprise Linux (RHEL) 8.x 41 EZ&% Linux =N SEREFRE, EaIUEREHNSEA
TR RN ICEIEONTAP LUN B FCP #1 iSCSI hiXig{E,

E1F: (LX) ZFASANBLS

EE LS ENEE N ERSANEIRE VB EH S o Bk,

ez el

A" EREMERT A" IRIEEMLINuIRIER S, EHSKIEA2S(HBA). HBAEH. HBABTIBIOSFHIONTAPAR
KRB ZEFSANBL,

P$IE
1. "8I3 SAN B5) LUN HFEE MR EH"(EHX)
2. 7TARS328 BIOS H19 SAN E5h LUN Mt 38RO /B A SAN BEf.

BXUMEIEE HBABIOS ISR, 1BENHENEE B,
3. ENERMENHRIHRMERAARTERMALETEET. MR ERE M.

%24 L%ELinux Host Utilities
NetAppiaZU B INZELinuxEVZBEF. UZIFONTAP LUNEIEH B AT IFNERLE 4R,

"Z2%E Linux Host Utilities 8.0" o

Z#Linux Host Utilities A =B R LinuxEA_EAER ENBIHEE .

F3L . WIAFENNZRIFE
&R LAEA RHEL 8.x FIZ ERIZIHEESREIEONTAP LUN,

BRERATHEREE T ZRE. BRIEEEEE XL Jetc/multipath.conf X5, LUIKRETENONTAP LUNEZ
E T NetAppEiX AN E,

p
1. BIEXHRE “/etc/multipath.conf iBHH. IREXHERFE. BEIB—IN=NEFTME:
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https://docs.netapp.com/us-en/ontap-apps-dbs/oracle/oracle-overview.html
https://docs.netapp.com/us-en/ontap-apps-dbs/oracle/oracle-overview.html
https://docs.netapp.com/us-en/ontap-apps-dbs/oracle/oracle-overview.html
https://docs.netapp.com/us-en/ontap-apps-dbs/oracle/oracle-overview.html
https://docs.netapp.com/us-en/ontap-apps-dbs/oracle/oracle-overview.html
https://docs.netapp.com/us-en/ontap-apps-dbs/oracle/oracle-overview.html
https://docs.netapp.com/us-en/ontap-apps-dbs/oracle/oracle-overview.html
https://docs.netapp.com/us-en/ontap-apps-dbs/oracle/oracle-overview.html
https://docs.netapp.com/us-en/ontap-apps-dbs/oracle/oracle-overview.html
https://docs.netapp.com/us-en/ontap-apps-dbs/oracle/oracle-overview.html
https://docs.netapp.com/us-en/ontap-apps-dbs/oracle/oracle-overview.html
https://docs.netapp.com/us-en/ontap-apps-dbs/oracle/oracle-overview.html
https://docs.netapp.com/us-en/ontap-apps-dbs/oracle/oracle-overview.html
https://mysupport.netapp.com/matrix/#welcome
https://mysupport.netapp.com/matrix/#welcome
https://mysupport.netapp.com/matrix/#welcome
https://mysupport.netapp.com/matrix/#welcome
https://mysupport.netapp.com/matrix/#welcome
https://mysupport.netapp.com/matrix/#welcome
https://mysupport.netapp.com/matrix/#welcome
https://mysupport.netapp.com/matrix/#welcome
https://mysupport.netapp.com/matrix/#welcome
https://mysupport.netapp.com/matrix/#welcome
https://mysupport.netapp.com/matrix/#welcome
https://mysupport.netapp.com/matrix/#welcome
https://mysupport.netapp.com/matrix/#welcome
https://mysupport.netapp.com/matrix/#welcome
https://mysupport.netapp.com/matrix/#welcome
https://docs.netapp.com/us-en/ontap/san-admin/provision-storage.html
https://docs.netapp.com/us-en/ontap/san-admin/provision-storage.html
https://docs.netapp.com/us-en/ontap/san-admin/provision-storage.html
https://docs.netapp.com/us-en/ontap/san-admin/provision-storage.html
https://docs.netapp.com/us-en/ontap/san-admin/provision-storage.html
https://docs.netapp.com/us-en/ontap/san-admin/provision-storage.html
https://docs.netapp.com/us-en/ontap/san-admin/provision-storage.html
https://docs.netapp.com/us-en/ontap/san-admin/provision-storage.html
https://docs.netapp.com/us-en/ontap/san-admin/provision-storage.html
https://docs.netapp.com/us-en/ontap/san-admin/provision-storage.html
https://docs.netapp.com/us-en/ontap/san-admin/provision-storage.html
https://docs.netapp.com/us-en/ontap/san-admin/provision-storage.html
https://docs.netapp.com/us-en/ontap/san-admin/provision-storage.html
https://docs.netapp.com/us-en/ontap/san-admin/provision-storage.html
https://docs.netapp.com/us-en/ontap/san-admin/provision-storage.html
https://docs.netapp.com/us-en/ontap/san-admin/provision-storage.html
https://docs.netapp.com/us-en/ontap/san-admin/provision-storage.html
https://docs.netapp.com/us-en/ontap/san-admin/provision-storage.html
https://docs.netapp.com/us-en/ontap/san-admin/provision-storage.html
https://docs.netapp.com/us-en/ontap/san-admin/provision-storage.html
https://docs.netapp.com/us-en/ontap/san-admin/provision-storage.html
https://docs.netapp.com/us-en/ontap/san-admin/provision-storage.html
https://docs.netapp.com/us-en/ontap/san-admin/provision-storage.html
https://docs.netapp.com/us-en/ontap/san-admin/provision-storage.html
https://docs.netapp.com/us-en/ontap/san-admin/provision-storage.html
https://docs.netapp.com/zh-cn/ontap-sanhost/hu-luhu-80.html
https://docs.netapp.com/zh-cn/ontap-sanhost/hu-luhu-80.html
https://docs.netapp.com/zh-cn/ontap-sanhost/hu-luhu-80.html
https://docs.netapp.com/zh-cn/ontap-sanhost/hu-luhu-80.html
https://docs.netapp.com/zh-cn/ontap-sanhost/hu-luhu-80.html

touch /etc/multipath.conf

2. ERGVENMBY multipath.conf. EAREFEERAHBHZHRERS UMEZINNIRE:

systemctl enable multipathd

systemctl start multipathd

3. FRBohENE. T Jetc/multipath.conf BFT XEE = B EhINENetApp BRI TN Z R EFZSEEN R
INEE, BEEELL letc/multipath.conf NI . RARERFER I ERISFIFIEIEONTAP LUNAY
ZREBESHHITRIZ

TRETRTONTAP LUNBILInUXIRIER AN IF Z RIZESHILE,

BREsHE

18

28 EFIRE ...
detect_prio 28,

dev_los_TMO " PR "

HEIRE BB

fast_io_fail_sMO 5.

features "2 pG_INIT _retries 50"
flush_on_last_del 289,

B EREF 0

no_path_retry BAFI

path_checker "TUR"

path_grouping_policy

"Group_by-prio"

path_selector " fRZ2 0¢8] 0"
Polling interval 5.

PRIO ONTAP

~on LUN

Retain Attached Hw_handler 28,
rr_weight "
user_friendly_names &

Rz NetApp



4. I9IFONTAP LUNMIB LS B RIRIRE

multipath -11
RINZBESHZIFASA. AFFHIFASECE, EXEERER, F1ONTAP LUN AU FEEBINFREREZ. 7
ERPERY, RIFBEMEZAEaSRIRH,

U fliaE 278 TASA. AFFEXFASECEH ONTAP LUNMIEFfS IS BRI,

19



ASAFCE

ASAECE RILILIEML ELUNRIFRE R IZ. EERFIEIIIRS. XFr LRI FA BRIZRAI/0%
B, MIMIES1E£EE,

Bl

multipath -11
3600a098038314c4a433£577471797958 dm-2 NETAPP,LUN C-Mode
size=180G features='3 queue if no path pg init retries 50°'
hwhandler='1l alua' wp=rw
‘—+- policy='service-time 0' prio=50 status=active

|- 14:0:0:0 sdc 8:32 active ready running

|- 17:0:0:0 sdas 66:192 active ready running

|- 14:0:3:0 sdar 66:176 active ready running

"= 17:0:3:0 sdch 69:80 active ready running
AFFZFASEZE

AFFERFASECE N ABPAMARREMRREEE, LTS ER/ LI TR A PTIERIER2E
R, MARRRHBRRZLTEDRE. EXRHATRU. RAENBEMITRIZRRHRS. REEMLRK
BEAATAN. FofERIFMERE,

UTROIERT EEMDEENMUBREMRDEE/AERLERIZAIONTAP LUNAYSH |

Bl

multipath -11
3600a0980383149764b5d567257516273 dm-0 NETAPP,LUN C-Mode
size=150G features='3 queue if no path pg init retries 50°'
hwhandler='1 alua' wp=rw
| -+- policy='service-time 0' prio=50 status=active
| |- 16:0:3:0 sdcg 69:64 active ready running
| - 10:0:0:0 sdb 8:16 active ready running
‘—+- policy='service-time 0' prio=10 status=enabled
|- 10:0:1:0 sdc 8:32 active ready running
- 16:0:2:0 sdcf 69:48 active ready running

TR 4: WILAEANBY iSCSI EcE
EHRAEHEREE iSCSI

KXTFULES

20



£ iSCSI ENM EHITUTH R,

LI
1. WIFR R BELRE iSCSI BEhiZFE (iscsi-initiator-utils):

rpm -ga | grep iscsi-initiator-utils

BNIZZB R T AT RAIs S

iscsi-initiator-utils-6.2.1.11-0.git4b3e853.219.x86 64

2. B[ F /etc/iscsi/initiatorname.iscsi XEHH iSCSI BopiEF T oA FR:

InitiatorName=ign.YYYY-MM.com.<vendor>:<host name>

3. BEEEBIF /etc/iscsi/iscsid.conf XHHH iISCSI £iFEBRESE:

node.session.timeo.replacement timeout = 5

iSCSI replacement timeout ZEITH| iISCSI BEH ENEAGRISRMZ AN FFENERREXNRIEETT

BB ZKEE, ENTE iSCSI EBEXMHHH replacement _timeout BEIRE N 5o

4. R iSCSI RS

Ssystemctl enable iscsid

5. [B5h iSCSI RS

Ssystemctl start iscsid

6. I9IF iISCSI RSB 2B EEBIT:

Ssystemctl status iscsid

21



Bl

® iscsid.service - Open-iSCSI
Loaded: loaded (/usr/lib/systemd/system/iscsid.service;
enabled; preset: disabled)
Active: active (running) since Tue 2025-12-02 11:36:21 EST;
weeks 1 day ago
TriggeredBy: e iscsid.socket
Docs: man:iscsid (8)
man:iscsiuio (8)
man:iscsiadm(8)
Main PID: 2263 (iscsid)
Status: "Ready to process requests"
Tasks: 1 (limit: 816061)
Memory: 18.5M
CPU: 14.480s
CGroup: /system.slice/iscsid.service

7. %I iSCSI BFx:

8.

22

Siscsiadm --mode discovery —--op update --type sendtargets --portal

<target IP>

Bl

iscsiadm --mode discovery --op update --type sendtargets

L2263 /usr/sbin/iscsid -f -d2

192.168.30.87

192.168.30.87:3260,1139 ign.1992-
08.com.netapp:sn.064a9p19b3eellf09dcad039%eabac370:vs.23
192.168.31.97:3260,1142 ign.1992-
08.com.netapp:sn.064a9%019b3eellf09dcad039%eabac370:vs.23
192.168.31.87:3260,1141 ign.1992-
08.com.netapp:sn.064a9b1903eell1f09dcad039%eabac370:vs.23
192.168.30.97:3260,1140 ign.1992-
08.com.netapp:sn.064a9p19b3eell1f09dcad039%eabac370:vs.23

EREBFR:

Siscsiadm --mode node -1 all

--portal

2



9. ¥ iSCSI IRBENE B BIER:

$iscsiadm --mode node -T <target name> -p <ip:port> -o update -n
node.startup -v automatic

BN ZEB BT U REIR RS

iscsiadm --mode node -T ign.1992-
08.com.netapp:sn.064a9p19b3eellf09dcad039%eabac370:vs.23 -p
192.168.30.87:3260 -o update -n node.startup -v automatic

10. 383 iSCSI =&

Siscsiadm --mode session

bl

iscsiadm --mode session

tcp: [1] 192.168.30.87:3260,1139 ign.1992-
08.com.netapp:sn.064a9p19b3eellf09dcad039%eabac370:vs.23 (non-flash)
tcp: [2] 192.168.31.97:3260,1142 ign.1992-
08.com.netapp:sn.064a9%019b3eellf09dcad03%eabac370:vs.23 (non-flash)
tcp: [3] 192.168.31.87:3260,1141 ign.1992-
08.com.netapp:sn.064a9b19b3eell1f09dcad039eabac370:vs.23 (non-flash)
tcp: [4] 192.168.30.97:3260,1140 ign.1992-
08.com.netapp:sn.064a9p19b3eellf09dcad039%eabac370:vs.23 (non-flash)

£5%: (L) HeEHFRESREZMH
MRBE. EHUETRENRENWWIDTMEIX N BE B . NTTEZRENSEEFHR

multipath.confo

B
1. FIEWWID:

/lib/udev/scsi_id -gud /dev/sda

"sa" B EAMNEERR BHRAMSCSIHAE,

a0, WWIDF 360030057024d0730239134810c0cbh8330
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2. BWWIDRINEI"EZ "S5 :

blacklist {
wwid 360030057024d0730239134810c0cb833
devnode " (ram|raw]|loop|fd|md|dm-|sr|scd|st) [0-9]*"
devnode "“hd[a-z]"

nA

devnode cciss.*"

$IE 6: BHEX ONTAP LUN HIZERIZSEK

MRENENEZZEMENFILUN. HFEEAZRESHISEREE. WESEHEEEXHHRNEI NER
FONTAP LUNBYzas KRB IE XL E multipath. confo &M, ONTAP LUNHBIRETL £ FnAAIZT To

BIQE Jetc/multipath.conf XX, RAIRIINERDPRIRE, UTHAIEBENREZRIESHNFINLZE,

(D BANEZONTAP LUNBENSHIRE, BRERETVEELRE. FEEAXERE. AX
HAMER. BEXRNetAppZHIERI). ERIRERRHNEHXRE,

UTRAIERT M E ERBERAINME ELHTRAIP. multipath.cont XHARAMEXTS

‘no_path retry ONTAP LUNAERAHE ‘path checker. BIAMPFRXLESE. ESHONTAPFEET!
MEZEEN. MEELAEIRZAFONTAP LUNBIXXHERINEEESR multipath. conf  BIEM
‘no_path retry B9 ‘path checkero

kvl
defaults {
path checker readsector0
no path retry fail

devices {

device {
vendor "NETAPP"
product "LUN"

no path retry queue
path checker tur

BT7H. EFEEHAA

RHEL 8.x 5ONTAPEEZEE LI T E R |n)l,
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8.1

NetApp 5% ID
"1275843"

"1275838"

"1266250"

Rl

EFES IR 12E RE], £/
QLogic QLE2672 16 Gb FC HBA
AY Red Hat Enterprise Linux 8.1
Al RER R IR i

B PEET51R(ERRIE], (ERA
QLogic QLE2742 32 Gb FC HBA
8 Red Hat Enterprise Linux 8.1
SR ERZAT

£ iSCSI SAN LUN k%% Red
Hat Enterprise Linux 8.1 #ijg], &
RIAZPERERK

Description

£ QLogic QLE2672 H4Fi@
B (FC) FHELLiEEEEs (
HBA) BY Red Hat Enterprise
Linux 8.1 Rtz L MITEMERPESS
%121ERAIE), ATRERRERZAH
. Azl =SE Red Hat
Enterprise Linux 8.1 E¥/25h,
MMS M BREFTR. NREH
T kdump ¥, MAZPE4
FX AL F /var/crash/ B4
vmcore X1, &R LIEZE vmcore
XA LA E BT & £ R A
QLogic QLE2672 HBA E{4+897F
g PEEB =T m
"kmem_cache_alloc+131" &R,
ERILUBE ER U T FRTEE
vmcore XHHE LSS "
[Exception RIP :
kmem_cache_alloc +131]" %9
Wrfs, EEFBEIEVURIERFAFH M
J_E_?s?%f’ﬁ%éﬁo ARG EF BN TR
¥

7Ef£F QLogic QLE2742 H4Fid@
B (FC) FHE&ERas (
HBA ) B Red Hat Enterprise
Linux 8.1 Rz L HITEEMPES:
iREfRE], RERZFRT, A%
=S 3 Red Hat Enterprise
Linux 8.1 E/EEN, MMSHLN
HiREFlT. tNRBAT kdump
M, MR =% T
Ivar/crash/ B R HJ vmcore X
B ERILAIRE vmcore X4 LA
EFETRIA SRR, &% Qlogic
QLE2742 HBA 4T EHEY:
#2%0 "kmem_cache_alloc
+131" &R, BT LU T IULT
FRFBETE vmeore XHEFEHRILE
%: " [Exception RIP :
kmem_cache_alloc +131]" %5
WrfE, EFBIENIRIERFAHIR
J_'E:?ET%T’F,%%O AIEEF BN BTE
%O

£ iSCSI SAN LUN Zi&Ri&& £
Z % Red Hat Enterprise Linux 8.1
HAi8), TAEBRIZ MR, &
EZRR ISCSI && L&, HA
;SzAN Bhg& EXR BB ZRER

ZJo
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https://mysupport.netapp.com/NOW/cgi-bin/bol?Type=Detail&Display=1275843
https://mysupport.netapp.com/NOW/cgi-bin/bol?Type=Detail&Display=1275838
https://mysupport.netapp.com/NOW/cgi-bin/bol?Type=Detail&Display=1266250

8.0

NetApp 5% ID
"1238719"

"1226783"

"1230882"

"12359998"

"1231087"

26

Rl

FiEH e 212 EHRE], A
QLogic QLE2672 16 Gb FC By
RHEL8 LRI

WMREFFENTEE (FC) £
BERCEE (HBA) LEBURT
204 MU LR SCSI &%, N
RHELS #21FRAKKBHE " K2
=L

£ RHEL8 R&HAiE], TATE
iISCSI ZRRFigE LEIEDX,

rescan-scsi-bus.sh -a s8I
BB 328

EEERPREL 512 ERRiE], (FF
Emulex LPe16002 16 Gb FC Y
RHELS _Fizf2im D& EIpE Lk
RE

Description

£ A QLogic QLE2672 £
£1&fces (HBA) BY Red Hat
Enterprise Linux (RHEL) 8
% LR TR PR 1518 (ERRIE],
AlREs A £ NIZHRT, RiZPltrs
SHIRERAENBoN. EEHE
XM BREFTR, NRRET
kdump , METE
Ivar/crash/directory 4K
vmcore Xff. £ vmcore X4
MEMPENRERRE, EXMIER
T, PHTREE
"kmem_cache_alloc +160" &R
., ERFERAUTFRRICRE
vmcore XfH: "[BE RIP :
kmem_cache_alloc+160]" . E¥ft
BRI EVIRIERF UM EIRIER S
, REEMRBINBERF.

NRERERFENBIIRETR
FHBREGTE] 204 L ER SCSI %
&, RHELS #{FRGKTARTH
B " EEER " HEAN " ZRE
"o REFHEARSHENRSER

eI Ao

7£ RHEL 8 R#:HA8], MR EFEH
K5I iISCSI SAN LUN L&
%o EItk, SAN Bmhig& Lt*xE
BZBRERSE

3R Red Hat Enterprise Linux 8
FHIRETHEY SCSI 1 FiBd 328
, WENIRIERS < rescan-
scsi-bus.sh -a (X213 328 ™M&
Fo ENASEIMEEIFIRATARST
’RE

EFMENPEL%12(ERRIE], £/
Emulex LPe16002 16 Gb H4Ti@
iE (FC) BY RHELS LHIZiZin
OFmEIRLIERTS. HEFE#ET AR
SANRERSH, LIFB=E560,
#F Binf2in RS 2R B
B, ERHRORSTfESSEE
TA'BELE"H"REFEE", It
RETESSEZRIZERN LUN
ERZHI " HpE


https://mysupport.netapp.com/NOW/cgi-bin/bol?Type=Detail&Display=1238719
https://mysupport.netapp.com/NOW/cgi-bin/bol?Type=Detail&Display=1226783
https://mysupport.netapp.com/NOW/cgi-bin/bol?Type=Detail&Display=1230882
https://mysupport.netapp.com/NOW/cgi-bin/bol?Type=Detail&Display=1235998
https://mysupport.netapp.com/NOW/cgi-bin/bol?Type=Detail&Display=1231087

EHN O

NetApp fa1x ID
"1231098"

T EMHA?

PR

EFERPER 5% RIE], (FH
Emulex LPe32002 32 Gb FC Y
RHEL8 ERiniZin % mE
Blocked K&

* "7 fRUNMEIER Linux Host Utilities TA" .

* THE ASM $81&

Description

ETE B PE L 123 EHAIE], {FF
Emulex LPe32002 32 GB Yt4Fi&
& (FC) B9 RHELS Lmini2im
O EIERE, HEED =R

FRERSE, LIF h=B5h,
H B imt2is RSN 2R B
A, EIRmORES ISR E R
TA"EMEE"E " AEE", It
KETRER S HZREFERN LUN
BRI PR,

B hiF £ B2 (Automatic Storage Management. ASM)$ZI&FIREEEE M LINuxZIRIFIZEE. LUFEASMEE
AR BAH IR R & RMIEH, ONTAP LA ZHMASMECEHRFERINETR. XEKE SIRFRIPBIMNB-E

FliRft. ASMARREGIIE, FEIhSERAEGEENRIASMERENEES. BEERR LR Z BT
BB, BXIFMAER. BB ETONTAPH Oracle#iEE"

© THRATELInuxEIME (KVM)

Red Hat Linux B]LAER KVM FEAH. X#E, EFATLUERET Linux RIZBVEMYL (KVM) FARTERE M)
RSZ B LEBITENERMIL. KVM EVAREEIFONTAP LUN #HITEXFVEEIRE,
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