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6.12.0-160000.6-default

. 2R NvMe-cLT TR

rpm -galgrep nvme-cli

TERNFIFRTRT nvme-cli B{EERRZS

nvme-cli-2.11+429.935e62868-160000.1.1.x86 64

. B 1ibnvme S

rpm -galgrep libnvme

TERNGIFERT libnvme R EARES:

libnvmel-1.11+17.96d55624d-160000.1.1.x86 64

- EFEMNLE, ¥FE hostngn FFFE /etc/nvme/hostngn :

cat /etc/nvme/hostngn

TENGIFRRT hostngn hzZs:

ngn.2014-08.org.nvmexpress:uuid:d3b581b4-c975-11e6-8425-0894ef31a074

. TEONTAPZLZH, FIIELATER: “hostngn' FRTEBILAD “hostngn' ONTAPEA A IR FRANFFTEH:

::> vserver nvme subsystem host show -vserver vs coexistence emulex



Bl

Vserver Subsystem Priority Host NOQN

vs_ coexistence emulex
nvmel
regular ngn.2014-
08.org.nvmexpress:uuid:d3b581b4-c975-11e6-8425-0894ef31a074
nvmelO
regular ngn.2014-
08.org.nvmexpress:uuid:d3b581b4-c975-11e6-8425-0894ef31a074
nvmell
regular ngn.2014-
08.org.nvmexpress:uuid:d3b581b4-c975-11e6-8425-0894ef31a074
nvmel?2
regular ngn.2014-
08.org.nvmexpress:uuid:d3b581b4-c975-11e6-8425-0894ef31a074
4 entries were displayed.

MR hostngn FRHBEARLE. BEH vserver modify B FEMBIGG S hostngn EILAD
O IBIONTAP FEFIE R4 LTI nostnan PTHHE /ete/nune /nostnan FEEH]

$ 12 3. B NVMe/FC 1 NVMe/TCP

f$£F3 Broadcom/Emulex % Marvell/QLogic i&ECESECE NVMe/FC, fERFoh& MM EFIR(FRLE
NVMe/TCP,



NVMe/FC - {&i&/Emulex
JaBroadcom/Emulex FCi&EECZ 2B B NVMe/FC,

TE
1. BT ERRNERRE S EE R

a. BREEIZFR:

cat /sys/class/scsi host/host*/modelname

S ER L a

SN37A92079
SN37A92079

cat /sys/class/scsi_host/host*/modeldesc

NVE=EIVER ik

Emulex SN37A92079 32Gb 2-Port Fibre Channel Adapter
FEmulex SN37A92079 32Gb 2-Port Fibre Channel Adapter

2. WiINEERNZEREINABroadcom 1pfc BEHMRNBIREHIZF
a. BREHARZ:

cat /sys/class/scsi_host/host*/fwrev

AR ERE RS .

14.4.393.53, sli-4:6:d
14.4.393.53, sli-4:6:d

b. BRUL R ENTE R RS -

cat /sys/module/lpfc/version



U TFROZR T IEENAE A R -

0:14.4.0.11

BRXFFEEC R FME R ARIRMTIR, BESR ERFERTA"

- WIEATIERMIHE S 1pfc_enable fcd type BN 3!

cat /sys/module/lpfc/parameters/lpfc enable fc4 type

- WIEREAIUEERDEFIKEO:

cat /sys/class/fc _host/host*/port name

BB B/RFEIATF LA TSRS |

0x100000109%bdacc75
0x100000109%bdacc76

- BIERiEF IR O = R EA

cat /sys/class/fc host/host*/port state

(NVE=EIVR ik

Online

Online

. IWIENVMe/FCEBEEFmO RS ERBEBRIREORT AW

cat /sys/class/scsi_host/host*/nvme info
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btk

NVME Initiator Enabled
XRI Dist 1lpfcO Total 6144 IO 5894 ELS 250
NVME LPORT lpfcO WWPN x100000109bdacc75 WWNN

DID x060100
NVME RPORT
DID x080801
NVME RPORT
DID x080d01
NVME RPORT
DID x020a09
NVME RPORT
DID x020a08
NVME RPORT
DID x061b01
NVME RPORT
DID x061b05
NVME RPORT
DID x061201
NVME RPORT
DID x061205

ONLINE

WWPN x2001d039ea951c45
TARGET DISCSRVC ONLINE

WWPN x2003d039ea951c45
TARGET DISCSRVC ONLINE

WWPN x2024d039eab31e9c
TARGET DISCSRVC ONLINE

WWPN x2026d039%eab31e9c
TARGET DISCSRVC ONLINE

WWPN x2003d039%eabcfc90
TARGET DISCSRVC ONLINE

WWPN x2012d039%eabcfc90
TARGET DISCSRVC ONLINE

WWPN x2005d039%eabcfc90
TARGET DISCSRVC ONLINE

WWPN x2014d039%eabcfc90
TARGET DISCSRVC ONLINE

NVME Statistics

LS:
LS XMIT:

Err 00000000

CMPL:

WWNN

WWNN

WWNN

WWNN

WWNN

WWNN

WWNN

WWNN

x200000108bdacc75

x2000d039ea951c45

x2000d039%€a951c45

x2023d039%eab31e9c

x2023d039%eab31le9c

x2002d039%ea5cfc90

x2011d039%ea5cfc90

x2002d039%eabcfc90

x2011d039%ea5cfc90

Xmt 0000017242 Cmpl 0000017242 Abort 00000000
xb 00000000 Err 00000000

Total FCP Cmpl 0000000000378362 Issue 00000000003783c7 OutIO
0000000000000065

abort 00000409 noxri 00000000 nondlp 0000003a gdepth
00000000 wgerr 00000000 err 00000000

FCP CMPL:

xb 00000409 Err 0000040a

NVME Initiator Enabled
XRI Dist 1lpfcl Total 6144 IO 5894 ELS 250
NVME LPORT lpfcl WWPN x100000109bdacc76 WWNN

DID x062800
NVME RPORT
DID x080701
NVME RPORT
DID x081501
NVME RPORT
DID x020913
NVME RPORT
DID x020912
NVME RPORT
DID x061401

ONLINE

WWPN x2002d039%9ea951c45
TARGET DISCSRVC ONLINE

WWPN x2004d039ea951c45
TARGET DISCSRVC ONLINE

WWPN x2025d039eab31e9c
TARGET DISCSRVC ONLINE

WWPN x2027d039%eab31e9c
TARGET DISCSRVC ONLINE

WWPN x2006d039%9eabcfc90
TARGET DISCSRVC ONLINE

WWNN

WWNN

WWNN

WWNN

WWNN

x200000109bdacc76

x2000d039%9ea951c45

x2000d039ea951c45

x2023d039%eab31e9c

x2023d039%eab31e9c

x2002d039%eabcfc90



NVME RPORT WWPN x2015d03%eab5cfc90 WWNN x2011d039%eabcfc90
DID x061405 TARGET DISCSRVC ONLINE

NVME RPORT WWPN x2004d039%eab5cfc90 WWNN x2002d039%eabcfc90
DID x061301 TARGET DISCSRVC ONLINE
NVME RPORT WWPN x2013d039%eabcfc90 WWNN x2011d039ea5cfc90

DID x061305 TARGET DISCSRVC ONLINE

NVME Statistics

LS: Xmt 0000017428 Cmpl 0000017428 Abort 00000000

LS XMIT: Err 00000000 CMPL: xb 00000000 Err 00000000

Total FCP Cmpl 00000000003443be Issue 000000000034442a OutIO
000000000000006¢

abort 00000491 noxri 00000000 nondlp 00000086 gdepth
00000000 wgerr 00000000 err 00000000
FCP CMPL: xb 00000491 Err 00000494

NVMe/FC - Marvell/QLogic
JIMarvell/QLogiciEfi2sfic ENVMe/FCo

B
1. BT RS EER TR RS AR IR o2 = F1E (- hie s -

cat /sys/class/fc host/host*/symbolic name

TR 2R T Eehi2 E A E RS

QLE2772 FW:v9.15.06 DVR:v10.02.09.400-k-debug
QLE2772 FW:v9.15.06 DVR:v10.02.09.400-k-debug

2. JEWIE gl2xnvmeenable BI&E. X, Marveli&fiizs @ r HYENVMe/FCRHiEF:

cat /sys/module/glaZ2xxx/parameters/gl2xnvmeenable

FiiRR%RIH 910

NVMe/TCP
NVMe/TCP MY A 235 B ohiEiEiefE, 18k, ERILUETHIT NVMe/TCP K& NVMe/TCP F& %M e
& Z58) connect B(#& connect-all' F&hig{E.
S
1. I B ohiEF iR O RS o] LU 2 HFHINVMe/TCP LIFIRENA I B E R mEEE:



nvme discover -t tcp -w <host-traddr> -a <traddr>
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nvme discover -t tcp -w 192.168.38.20 -a 192.168.38.10
Discovery Log Number of Records 8, Generation counter 42

trtype: tcp

adrfam: ipv4

subtype: current discovery subsystem

treq: not specified

portid: 4

trsvcid: 8009

subngn: ngn.1992-
08.com.netapp:sn.f8e2af201b7211f0ac2bd039%ab67a95:discovery
traddr: 192.168.211.71

eflags: explicit discovery connections, duplicate discovery
information

sectype: none

trtype: tcp

adrfam: ipv4

subtype: current discovery subsystem

treq: not specified

portid: 3

trsvcid: 8009

subngn: ngn.1992-
08.com.netapp:sn.f8e2af201b7211f0ac2bd03%eab67a95:discovery
traddr: 192.168.111.71

eflags: explicit discovery connections, duplicate discovery
information

sectype: none

trtype: tcp

adrfam: ipv4

subtype: current discovery subsystem

treq: not specified

portid: 2

trsvcid: 8009

subngn: ngn.1992-
08.com.netapp:sn.f8e2af201b7211f0ac2bd039%ab67a95:discovery
traddr: 192.168.211.70

eflags: explicit discovery connections, duplicate discovery
information

sectype: none

trtype: tcp



adrfam: ipv4

subtype: current discovery subsystem

treq: not specified

portid: 1

trsvcid: 8009

subngn: ngn.1992-
08.com.netapp:sn.f8e2af201b7211f0ac2bd039%ab67a95:discovery
traddr: 192.168.111.70

eflags: explicit discovery connections, duplicate discovery
information

sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem

treq: not specified

portid: 4

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.f8e2af201b7211£f0ac2bd03%ab67a95:subsystem.samp

le tcp sub
traddr: 192.168.211.71
eflags: none

sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem

treqg: not specified

portid: 3

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.f8e2af201b7211£f0ac2bd039%ab67a95:subsystem. samp

le tcp sub
traddr: 192.168.111.71
eflags: none

sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem

treq: not specified

portid: 2

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.f8e2af201b7211f0ac2bd039%ab67a95:subsystem. samp

11



le tcp sub

traddr: 192.168.211.70
eflags: none

sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem

treq: not specified

portid: 1

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.f8e2af201b7211£f0ac2bd039%eab67a95:subsystem. samp

le tcp sub
traddr: 192.168.111.70
eflags: none

sectype: none
localhost:~ #

2. IIEFRBEHEMNVMe/TCPBohiERF-BFLIFAS RS A R IIREA I B S I mHUE:

nvme discover -t tcp -w <host-traddr> -a <traddr>

Bl

nvme discover -t tcp -w 192.168.38.20 -a 192.168.38.10
nvme discover -t tcp -w 192.168.38.20 -a 192.168.38.11
nvme discover -t tcp -w 192.168.39.20 -a 192.168.39.10
nvme discover -t tcp -w 192.168.39.20 -a 192.168.39.11

3. JB1T nvme connect-all ETRPFFAEZSZIFNNVMe/TCPEEITER-BRSIP LIZ TS :

nvme connect-all -t tcp -w <host-traddr> -a <traddr>



Bl

nvme connect-all -t tcp -w 192.168.38.20 -a
192.168.38.10
nvme connect-all -t tcp -w 192.168.38.20 -a
192.168.38.11
nvme connect-all -t tcp -w 192.168.39.20 -a
192.168.39.10
nvme connect-all -t tcp -w 192.168.39.20 -a

192.168.39.11

NVMe/TCP BJI&E “ctrl_loss_tmo timeout BENEE N “XH", Eitk:

* ERRELARS (ERER) -

* BAFZEFIEERER “ctrl_loss_tmo timeout fEARY{K "nvme connect 3 & nvme connect-all' 85 (3%

W) o
* MREERIZHEE, NVMe/TCP IZHIBFAERY, HESTIRAAMRENERE,

FE 4. (A%) 1BoX udev N FHY iopolicy

M SUSE Linux Enterprise Server 16 74, NVMe-oF BI2kiA iopolicy IRE N queue-depth. WRER
iopolicy 28 round-robin, JERIATEAIRIEER udev FLMISZH4:

PSIE
1. /8 root I RTEXASRiE2EHHTFF udev LM ST

/usr/lib/udev/rules.d/71-nvmf-netapp.rules
NVE =g i e
vi /usr/lib/udev/rules.d/71-nvmf-netapp.rules
2. ¥ E7INetApp ONTAPIZHIZSIRE iopolicy B91T, W FHIFAR:

ACTION=="add", SUBSYSTEM=="nvme-subsystem", ATTR{subsystype}=="nvm",
ATTR{model }=="NetApp ONTAP Controller", ATTR{iopolicy}="queue-depth"

3. BRI, & queue-depth T round-robin:
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ACTION=="add", SUBSYSTEM=="nvme-subsystem", ATTR{subsystype}=="nvm",
ATTR{model }=="NetApp ONTAP Controller", ATTR{iopolicy}="round-robin"

4. BB udeviRNIH N AEK:

udevadm control --reload
udevadm trigger --subsystem-match=nvme-subsystem

O IFREFRAR LA I/0 K&, FIMN, Bi<FRY> nvme-subsys0 o

cat /sys/class/nvme-subsystem/<subsystem>/iopolicy

TREFIA T a

round-robin

() #iopolicy £EIFINIAFILAMINetAPp ONTAPIZFISR G, HEBER.

SIE 5: Tk, B NVMel/FC B 1MB /0,

ONTAP7EIR Bz S MR PR S R AEURE A/ (MDTS) 9 8, XEMERA /0 iHRA/NEIX 1MB, B
Broadcom NVMe/FC FEHA&H 1MB A/N8Y 1/0 B3R, ERIZIEM Ipfc BIME “Ipfc_sg_seg_cnt SEMEIAE
64 BN 256,

()  XeSBEREEFEENMFCEH.

g
1. ¥ "Ipfc_sg_seg_cnt BEILE /9256

cat /etc/modprobe.d/lpfc.conf
B ZeB R R MTF AT RAIRES
options lpfc lpfc sg seg cnt=256

2. 1B17 “dracut -F S S HEMBNEN.
3. IWIFMMERT ‘Ipfc_sg_seg_cnt }9256:

14



cat /sys/module/lpfc/parameters/lpfc sg seg cnt

S 6: IIE NVMe Fa0ARSS

X “nvmefc-boot-connections.service 1 “nvmf-autoconnect.service' NVMe/FC FEISHBEEIARSE "nvme-cli' &

KB, RHEsBIER.
B E, WiE nvmefc-boot-connections.service #1 “nvmf-autoconnect.service' BEIIREZ E R B,

TR

1. IIFE A nvmf-autoconnect.service' B2 :

systemctl status nvmf-autoconnect.service

kb kit

nvmf-autoconnect.service - Connect NVMe-oF subsystems automatically
during boot

Loaded: loaded (/usr/lib/systemd/system/nvmf-autoconnect.service;
enabled; vendor preset: disabled)

Active: i1nactive (dead) since Thu 2024-05-25 14:55:00 IST; 1lmin
ago
Process: 2108 ExecStartPre=/sbin/modprobe nvme-fabrics (code=exited,
status=0/SUCCESS)
Process: 2114 ExecStart=/usr/sbin/nvme connect-all (code=exited,
status=0/SUCCESS)
Main PID: 2114 (code=exited, status=0/SUCCESS)

systemd[1l]: Starting Connect NVMe-oF subsystems automatically during
boot...

nvme [2114]: traddr=nn-0x201700a098fd4cab:pn-0x201800a098fd4cab is
already connected

systemd[1l]: nvmf-autoconnect.service: Deactivated successfully.
systemd[1l]: Finished Connect NVMe-oF subsystems automatically during
boot.

2. BIIFEE “nvmefc-boot-connections.service' B/2 A :

systemctl status nvmefc-boot-connections.service

15



btk

nvmefc-boot-connections.service - Auto-connect to subsystems on FC-
NVME devices found during boot

Loaded: loaded (/usr/lib/systemd/system/nvmefc-boot-
connections.service; enabled; vendor preset: enabled)

Active: inactive (dead) since Thu 2024-05-25 14:55:00 IST; 1lmin
ago
Main PID: 1647 (code=exited, status=0/SUCCESS)
systemd[1l]: Starting Auto-connect to subsystems on FC-NVME devices
found during boot...
systemd[1l]: nvmefc-boot-connections.service: Succeeded.

systemd[1l]: Finished Auto-connect to subsystems on FC-NVME devices

found during boot.

TR WIEZRIEEE
IERENVMe ZEZIRA. ANARTSHIONTAPS & Zial 2 BB FNVMe-oF BL &,

pZ
1. WIFRTEBARIZNVMeZiRZ:

cat /sys/module/nvme core/parameters/multipath

(NVE =gl V@il e

2. I9IFMEMAIONTAPE B = E)#Y NVMe-oF 1IRE (530, HE 518 E INetApp ONTAP Controller, FHE 5,
1517 iopolicy IR B A queue-depth) BEEHRMETH] L
a. BRFRE:
cat /sys/class/nvme-subsystem/nvme-subsys*/model

EER L a

NetApp ONTAP Controller
NetApp ONTAP Controller

16



cat /sys/class/nvme-subsystem/nvme-subsys*/iopolicy
NVE=E V@R il

queue-depth
queue-depth

3. WIFEREEEN LEIEHEMHL MR =8

nvme list

Bl

/dev/nvme7nl 81Ix2BVuekWcAAAAAAAB NetApp ONTAP Controller

Namespace Usage Format FW Rev
————— 21.47 GB / 21.47 GB 4 KiB + 0 B FFFFFFEFF

4. WM RENITRIBRRESRE AR S ERS AB ERNANAKS:

nvme list-subsys /dev/<controller ID>

(D) MONTAPO.16.1 FF#4, NVMe/FC I NVMe/TCP & ASA 12 45 EHOFRA I .
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NVMe/FC

UT R ERTENT = ONTAP iTHgs EHEEMdar B =iE), & TF AFF. FAS 1 ASA RF LN
HAB NVMe/FC BJ ASA 2 &%,

&7 AFF. FAS #1 ASA R=fl%itH

nvme-subsysll4 - NQN=ngn.1992-

08.com.netapp:sn.%e300b9760a4911£f08c87d03%ab67a95:subsystem.sles

_1lel 27
hostngn=ngn.2014-

08.org.nvmexpress:uuid:f6517cae-3133-11e8-bbff-7ed30aefl23f

iopolicy=round-robin\

+- nvmelld fc traddr=nn-0x234ed039%ea359%e4da:pn-

0x2360d039ea359%e4a,host traddr=nn-0x20000090faelec88:pn-

0x10000090fae0ec88 live optimized

+- nvmell5 fc traddr=nn-0x234ed039ea359%e4da:pn-

0x2362d039ea359%e4a,host traddr=nn-0x20000090faelec88:pn-

0x10000090fae0ec88 live non-optimized

+- nvmell6 fc traddr=nn-0x234ed039ea359%e4da:pn-

0x2361d039ea359%e4a,host traddr=nn-0x20000090faelec89:pn-

0x10000090fae0ec89 live optimized

+- nvmell7 fc traddr=nn-0x234ed039ea359%e4da:pn-

0x2363d03%ea359%e4a, host traddr=nn-0x20000090faelec89:pn-

0x10000090fae0ec89 live non-optimized



£ ASA r2 =l

nvme-subsys96 - NQN=ngn.1992-
08.om.netapp:sn.b351b2b6777b11£f0b3c2d039%a5cfc9l:subsystem.nvme?
4
hostngn=ngn.2014-

08.org.nvmexpress:uuid:d3b581b4-c975-11e6-8425-0894ef31a074
\

+- nvme203 fc traddr=nn-0x2011d039%eabcfc90:pn-
0x2015d039ea5cfc90,host traddr=nn-0x200000109bdacc76:pn-
0x100000109bdacc76 live optimized

+- nvme25 fc traddr=nn-0x2011d039%eabcfc90:pn-
0x2014d039ea5cfc90,host traddr=nn-0x200000109bdacc75:pn-
0x100000109bdacc75 live optimized

+- nvme30 fc traddr=nn-0x2011d039%eabcfc90:pn-
0x2012d039eab5cfc90,host traddr=nn-0x200000109bdacc75:pn-
0x100000109bdacc75 live optimized

+- nvme32 fc traddr=nn-0x2011d039%eabcfc90:pn-
0x2013d039ea5cfc90,host traddr=nn-0x200000109bdacc76:pn-
0x100000109bdacc76 live optimized

NVMe/TCP

T RAliaE SR TIEEE AFF. FAS 1 ASA 245U ASA r2 RZRIW T 52 ONTAP 154128 {6
NVMe/TCP B9sp & = [al,
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& AFF. FAS # ASA R=fl%itH

nvme-subsys9 - NQN=ngn.1992-
08.com.netapp:sn.9927e165694211£f0b4f4d039%ab31e9d:subsystem.nvme
10
hostngn=ngn.2014-08.org.nvmexpress:uuid:4cd4cd4544-

0035-5910-804b-b7c04£444d33

\

+- nvmel05 tcp
traddr=192.168.39.10, trsvcid=4420, host traddr=192.168.39.20,src_
addr=192.168.39.20 live optimized

+- nvmelb3 tcp
traddr=192.168.39.11, trsvcid=4420, host traddr=192.168.39.20,src_
addr=192.168.39.20 live non-optimized

+- nvmeb7 tecp
traddr=192.168.38.11, trsvcid=4420, host traddr=192.168.38.20,src_
addr=192.168.38.20 live non-optimized

+- nvme9 tcp
traddr=192.168.38.10, trsvcid=4420, host traddr=192.168.38.20,src_
addr=192.168.38.20 live optimized

£ ASA r2 =fligH

nvme-subsys4 - NQN=nqgn.1992-

08.com.netapp:sn.17e32b6e8c7£11£09545d03%ac03c33:subsystem.Bidi

rectional DHCP 1 O
hostngn=ngn.2014-08.org.nvmexpress:uuid:4cd4cd4544-

0054-5110-8039-c3c04£523034

\

+- nvmed tcp

traddr=192.168.20.28, trsvcid=4420, host traddr=192.168.20.21,src_

addr=192.168.20.21 live optimized

+- nvmeb tcp

traddr=192.168.20.29, trsvcid=4420, host traddr=192.168.20.21,src_

addr=192.168.20.21 live optimized

+- nvmeb6b tcp

traddr=192.168.21.28, trsvcid=4420, host traddr=192.168.21.21,src_

addr=192.168.21.21 live optimized

+- nvme7 tcp

traddr=192.168.21.29, trsvcid=4420,host traddr=192.168.21.21,src_

addr=192.168.21.21 live optimized



S. FIENetAppifF B S NS NONTAP fp & el & ERIEMIE:

il
nvme netapp ontapdevices -o column
Rl
Device Vserver Namespace Path
NSID UUID Size
/dev/nvmelnl vs_coexistence emulex nsl
79510£05-7784-11£f0-b3c2-d039%abcfc9l 21.47GB
JSON
nvme netapp ontapdevices -0 json
B

{
"ONTAPdevices": [{

"Device":"/dev/nvmeOnl",
"Vserver":"vs coexistence emulex",
"Namespace Path":"nsl",

"NSID":1,

"UUID":"79510£f05-7784-11£0-b3c2-d03%ea5cfc9l",
"Size":"21.47GBR",
"LBA Data Size":4096,
"Namespace Size":5242880
bl

TR 8. RIBIFARIITH S

& B A9 SUSE Linux Enterprise Server 16 81K A LT HIZE (PDC). FE PDC A BEBHEN NVMe

FRG AT FFRIELUR N 2 B E T E RN ES.
g
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1. WIER N BENEMIERS A, HEUBE BohiEFin O BARLIFAS#HITIOR:

nvme discover -t <trtype> -w <host-traddr> -a <traddr>

22



btk

Discovery Log Number of Records 8, Generation counter 10

trtype: tcp

adrfam: ipv4

subtype: current discovery subsystem

treq: not specified

portid: 3

trsvcid: 8009

subngn: ngn.1992-
08.com.netapp:sn.9927e165694211£f0b4f4d03%ab31e9d:discovery
traddr: 192.168.39.10

eflags: explicit discovery connections, duplicate discovery
information

sectype: none

trtype: tcp

adrfam: ipv4

subtype: current discovery subsystem

treq: not specified

portid: 1

trsvcid: 8009

subngn: nqgn.1992-
08.com.netapp:sn.9927e165694211f0b4£4d03%eab31e9d:discovery
traddr: 192.168.38.10

eflags: explicit discovery connections, duplicate discovery
information

sectype: none

trtype: tcp

adrfam: ipv4

subtype: current discovery subsystem

treq: not specified

portid: 4

trsvcid: 8009

subngn: ngn.1992-
08.com.netapp:sn.9927e165694211f0b4f4d03%ab31e9d:discovery
traddr: 192.168.39.11

eflags: explicit discovery connections, duplicate discovery
information

sectype: none

trtype: tcp
adrfam: ipv4

23



24

subtype: current discovery subsystem

treq: not specified

portid: 2

trsvcid: 8009

subngn: ngn.1992-
08.com.netapp:sn.9927e165694211£f0b4f4d03%ab31e9d:discovery
traddr: 192.168.38.11

eflags: explicit discovery connections, duplicate discovery
information

sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem
treq: not specified
portid: 3

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.9927e165694211£f0b4£f4d03%ab31e9d:subsystem.nvmel
traddr: 192.168.39.10
eflags: none

sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem

treq: not specified

portid: 1

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.9927e165694211f0b4£f4d039%ab31e9d:subsystem.nvmel
traddr: 192.168.38.10

eflags: none

sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem
treq: not specified
portid: 4

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.9927e165694211f0b4f4d039%ab31e9d:subsystem.nvmel
traddr: 192.168.39.11
eflags: none

sectype: none



trtype: tcp

adrfam: ipv4

subtype: nvme subsystem
treq: not specified
portid: 2

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.9927e165694211£f0b4f4d03%ab31e9d:subsystem.nvmel
traddr: 192.168.38.11
eflags: none

sectype: none

2. ARMFHEYEIEPDC:

nvme discover -t <trtype> -w <host-traddr> -a <traddr> -p

NVE=E VRSl

nvme discover -t tcp -w 192.168.39.20 -a 192.168.39.11 -p

3. MONTAPIZHI2sH. IWIIFEEEBIEPDC:

vserver nvme show-discovery-controller -instance -vserver <vserver name>

25



btk

vserver nvme show-discovery-controller -instance -vserver
vs_tcp slesl6
Vserver Name: vs tcp slesl6
Controller ID: 0180h
Discovery Subsystem NQN: ngn.1992-
08.com.netapp:sn.9927e165694211f0b4f4d03%ab31e9d:discovery
Logical Interface: 1if3
Node: A400-12-171
Host NQN: ngn.2014-
08.org.nvmexpress:uuid:4c4c4544-0035-5910-804b-b7c04£444d33
Transport Protocol: nvme-tcp
Initiator Transport Address: 192.168.39.20
Transport Service Identifier: 8009
Host Identifier: 4c4c454400355910804bb7c04£f444d33
Admin Queue Depth: 32
Header Digest Enabled: false
Data Digest Enabled: false
Keep-Alive Timeout (msec): 30000

TR 9 IKEREFHNH DI
£ SUSE Linux Enterprise Server 16 4151 ONTAP =28 28], Z#FiBid NVMe/TCP #1TZ£HHNE 10
ko

B ENFITHIZZE LTS — DH-HMAC-CHAP IRE R EINERXEE, DH-HMAC-CHAP Z1A2E NVMe EA
FITHIZEH NON SEEARENSMNRIEERANAS. ATRIENESNSH, NVMe EHZITHIZZHIURF
S5x%E s RBENER.

iz

5/ CLI S{EZE JSON XHEBELXEFTHNE N KIE. NRFENFRRNFRAIEE AR dhchapZZ A, M
& config JSON 5,
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L ITRE

EABSITRAERERETRNE NI,

1. FREXEHINQN:

cat /etc/nvme/hostngn

2. RENER dhchap &R

LUTFHIHHIREAT "gen-dhchap-key @n S5

nvime gen-dhchap-key -s optional secret -1 key length {3248|64} -m
HMAC function {0]1[2]|3} -n host ngn

. -s secret key in hexadecimal characters to be used to initialize
the host key

. -1 length of the resulting key in bytes

. -m HMAC function to use for key transformation

0 = none, 1- SHA-256, 2 = SHA-384, 3=SHA-512

. -n host NQN to use for key transformation

FELUTRAIA. BER—BENldhchapZ . HEFHMACIZRE N3 (SHA-512),

nvme gen-dhchap-key -m 3 -n ngn.2014-
08.org.nvmexpress:uuid:4c4c4544-0035-5910-804b-b7c04£444d33
DHHC-

1:03:0hdxI1yIS8gBLwIOubcwl57rXcozYuRgBsoWaBvxEvpD1QHn/7dQ4J)FGwmhgwd
JWmVoripbWbMJy5eMAbCahN4hhYU=:

3. TEONTAP#EHIZS E. ARIMENFIEER NdhchapZiA:

vserver nvme subsystem host add -vserver <svm name> -subsystem
<subsystem> -host-ngn <host ngn> -dhchap-host-secret
<authentication host secret> -dhchap-controller-secret
<authentication controller secret> -dhchap-hash-function {sha-
256|sha-512} -dhchap-group {none|2048-bit|3072-bit|4096-bit|6144-
bit|8192-bit}

4. FNZIFAMHEBENEMIRIESZE: BRMNE, EEN L. EZEIONTAPIEHISHIRIEFMES 1R
WA EFEEdhchapZ$A .



nvme connect -t tcp -w <host-traddr> -a <tr-addr> -n <host ngn> -S
<authentication host secret> -C <authentication controller secret>

5. I&JF nvme connect authentication #3<. IIEFHFIZHIEEdhchapZih:

a. IIEFHdhchap®h:

cat /sys/class/nvme-subsystem/<nvme-subsysX>/nvme*/dhchap secret

ERBREENTAEE

# cat /sys/class/nvme-subsystem/nvme-
subsysl/nvme*/dhchap secret
DHHC-1:01:wkwAKk8r9Ip7qgECKt7V5alo/7Y1ICH7DWKkUfLfMxmseg39DFb:
DHHC-1:01:wkwAKk8r9Ip7gqECKt7V5alo/7Y1ICH7DWkULLfMxmseg39DFDb:
DHHC-1:01:wkwAKk8r9Ip7gqECKt7V5alo/7Y1ICH7DWkUfLfMxmseg39DFb:
DHHC-1:01:wkwAKk8r9TIp7qgECKt7V5alo/7Y1ICH7DWKkUfLfMxmseg39DFb:

b. I&IFIFHI28dhchapZ$A:

cat /sys/class/nvme-subsystem/<nvme-
subsysX>/nvme*/dhchap ctrl secret

B AEE YRG5

# cat /sys/class/nvme-subsystem/nvme-
subsys6/nvme*/dhchap ctrl secret

DHHC-
1:03:0hdxI1yIS8gBLwIOubcwl57rXcozYuRgBsoWaBvxEvpD1QHNn/7dQ4J]jFG
wmhgwdJWmVoripbWbMJy5eMAbCahN4hhYU=:

DHHC-
1:03:0hdxI1yIS8gBLwIOubcwl57rXcozYuRgBsoWaBvxEvpD1QHNn/7dQ4JjFG
wmhgwdJWmVoripbWbMJy5eMAbCahN4hhYU=:

DHHC-
1:03:0hdxT1yIS8gBLwIOubcwl57rXcozYuRgBsoWaBvxEvpD1QHn/7dQ4JjFG
wmhgwdJWmVoripbWbMJy5eMAbCahN4hhYU=:

DHHC-
1:03:0hdxT1yIS8gBLwIOubcwl57rXcozYuRgBsoWaBvxEvpD1QHn/7dQ4JjFG
wmhgwdJWmVoripbWbMJy5eMAbCahN4hhYU=:



JSON
MNERONTAPEEHISREEEFT B Z INVMeF£%. MR LIEXH5a<4E nvme connect-all " {#H

“/etc/nvme/config.jsone
£ -0 IEBIRAER JSON X BXEZIEXIRM, 1ES% NVMe connect-all FH 0T,

1. BoE JSON X f4:
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btk

# cat /etc/nvme/config.json

[

"hostngn":"ngn.2014-08.org.nvmexpress:uuid:4c4c4544-0035-
5910-804b-b7c04£4444d33",
"hostid":"4c4c4544-0035-5910-804b-b7c04£444d33",
"dhchap key":"DHHC-
1:01:wkwAKk8r9Ip7qgECKt7V5alo/7Y1ICH7DWkUfLfMxmseg39DFb: ",
"subsystems": [
{

"ngn":"ngn.1992-
08.com.netapp:sn.9927e165694211f0b4f4d03%ab31e9d:subsystem.inba
nd bidirectional",

"ports": [

{

"transport":"tcp",

"traddr":"192.168.38.10",

"host traddr":"192.168.38.20",

"trsvcid":"4420",

"dhchap ctrl key":"DHHC-
1:03:0hdxI1yIS8gBLwIOubcwl57rXcozYuRgBsoWaBvxEvpD1QHN/7dQ4J)FGwn
hgwdJWmVoripbWbMJy5eMAbCahN4hhYU=:"

by
{

"transport":"tcp",

"traddr":"192.168.38.11",

"host traddr":"192.168.38.20",

"trsvcid":"4420",

"dhchap ctrl key":"DHHC-
1:03:0hdxI1yIS8gBLwIOubcwl57rXcozYuRgBsoWaBvxEvpD1QHNn/7dQ4J)FGwn
hgwdJWmVoripbWbMJy5eMAbCahN4hhYU=:"

by
{

"transport":"tcp",

"traddr":"192.168.39.11",

"host traddr":"192.168.39.20",

"trsvcid":"4420",

"dhchap ctrl key":"DHHC-
1:03:0hdxI1yIS8gBLwIOubcwl57rXcozYuRgBsoWaBvxEvpD1QHNn/7dQ4J)FGwn
hgwdJWmVoripbWbMJy5eMAbCahN4hhYU=:"

by
{

"transport":"tcp",



@ ELLTRBIH, dhchap key MRF “dhchap secret #

}

"traddr":"192.168.39.10",

"host traddr":"192.168.39.20",

"trsvcid":"4420",

"dhchap ctrl key":"DHHC-
1:03:0hdxT1yIS8gBLwIOubcwl57rXcozYuRgBsoWaBvxEvpD1QHn/7dQ4J])FGwm
hgwdJWmVoripbWbMJy5eMAbCahN4hhYU=:"

MMF “dhchap ctrl secreto

2. {3 config JSSONX 4% 2ONTAPIZHI28

nvme connect-all

Bt

traddr=192.
traddr=192.
traddr=192.
traddr=192.
traddr=192.
traddr=192.
traddr=192.
traddr=192.
traddr=192.
traddr=192.
traddr=192.
traddr=192.

168.
168.
168.
168.
168.
168.
168.
168.
168.
168.
168.
168.

a. IHiFEHldhchapZ$A:

-J /etc/nvme/config.json

38.
39
38.
39
38.
39

38

10is already connected
10 is already connected
11 is already connected
11 is already connected
10is already connected
10 is already connected

.11 is already connected
39.
38.
39.
38.
39.

11 is already connected
10is already connected

10 is already connected
11 is already connected
11 is already connected

3. WIFR T ENE N FARFRIMBENITH 23 /= Adhchap s .

“dhchap ctrl key"

cat /sys/class/nvme-subsystem/nvme-subsys0/nvme0/dhchap secret
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BUTFREIERT dhchap Z$A:

DHHC-1:01:wkwAKk8r9Ip7gECKt7V5alo/7Y1CH7DWkULLfMxmseg39DFb:

b. I&FITHI28dhchapZ$A:

cat /sys/class/nvme-subsystem/nvme-
subsys0/nvme0/dhchap ctrl secret

BNIZZBEEMTF AT RAIB S

DHHC-
1:03:0hdxI1yIS8gBLwIOubcwl57rXcozYuRgBsoWaBvxEvpD1QHn/7dQ4JjFGwmhgwd
JWmVoripbWbMJy5eMAbCahN4dhhYU=:

S0 EEETREREM

FHEZEIX (TLS) I NVMe-oF EAFIONTAPIESZ [BIFY NVMe EiEiR ML 2MmEIRINE, &Er]LIER
CLI MBECERFMEZEA (PSK) BEZE TLS 1.3

(D BR4F51 AT ZEONTAPIEHIZZ EHITHH B Sh, 157 SUSE Linux Enterprise Server 41 E#
TUTHE,

FE
1. KELZEEZEBLUTHSA ktls-utils , openssl, # libopenssl E| ELZENRGE:

a. IJF ktls-utils :
reom -ga | grep ktls
ERZEF 2R TS
ktls-utils-0.10+33.9311d943-160000.2.2.x86_ 64
a. I9IF SSL &

rem -ga | grep ssl
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libopenssl13-3.5.0-160000.3.2.x86 64
openssl-3.5.0-160000.2.2.noarch
openssl-3-3.5.0-160000.3.2.x86 64
libopenssl13-x86-64-v3-3.5.0-160000.3.2.x86 64

2. WIFREBEIEMISE /etc/tlshd. conf:

cat /etc/tlshd.conf

bkt

[debug]
loglevel=0
t1s=0
nl=0

[authenticate]

#keyrings= <keyring>;<keyring>;<keyring>
[authenticate.client]

#x509.truststore= <pathname>
#x509.certificate= <pathname>
#x509.private key= <pathname>
[authenticate.server]

#x509.truststore= <pathname>

#x509.certificate= <pathname>
#x509.private key= <pathname>

3. B tishd WERF BRI EED:

systemctl enable tlshd

4. ST HIER S tishd IETEIETT:

systemctl status tlshd
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tlshd.service - Handshake service for kernel TLS consumers
Loaded: loaded (/usr/lib/systemd/system/tlshd.service; enabled;
preset: disabled)
Active: active (running) since Wed 2024-08-21 15:46:53 IST; 4h
57min ago
Docs: man:tlshd(8)
Main PID: 961 (tlshd)
Tasks: 1
CPU: 46ms
CGroup: /system.slice/tlshd.service
L—961 /usr/sbin/tlshd
Aug 21 15:46:54 RX2530-M4-17-153 tlshd[961]: Built from ktls-utils
0.11-dev on Mar 21 2024 12:00:00

S. {ER4ERLTLS PSK nvme gen-tls-key:

. IOIEEM:

cat /etc/nvme/hostngn

ERER T

ngn.2014-08.org.nvmexpress:uuid:4c4c4544-0035-5910-804b-b7c04£444d33

. IIFEER

nvme gen-tls-key —--hmac=1 --identity=1 --subsysngn= ngn.1992-
08.com.netapp:sn.9927e165694211£f0b4f4d03%ab31e9d:subsystem.nvmel

EER L a

NVMeTLSkey-1:01:C50EsaGtuOp8n5fGESEuUWjbBCtshmfoHx4XTqTJUmydf0gIj:

6. ZFONTAPIZTHIZE F. JETLS PSKFEIEIONTAPF &% :
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nvime subsystem host add -vserver vs iscsi tcp -subsystem nvmel -host
-ngn ngn.2014-08.org.nvmexpress:uuid:4c4c4544-0035-5910-804b-
b2c04£444d33 -tls-configured-psk NVMeTLSkey-
1:01:C50EsaGtuOp8n5fGE9EUWjbBCtshmfoHx4XTgTJUmydf0gIj:

7. FTLS PSKIENENRIZZ AL :

nvme check-tls-key --identity=1 --subsysngn=nqn.1992
-08.com.netapp:sn.9927¢165694211f0b4f4d03%ab31e9d:subsystem.nvmel
-—keydata=NVMeTLSkey
-1:01:C50EsaGtuOp8nbfGEIEuWjbBCtshmfoHx4XTgTJUmydf0gIj: —--insert

ERIZBEILUT TLS &4R:

Inserted TLS key 069f56bb

@ PSK 27~ "NVMe1RO1 EAEE “identity vi 3 E TLS I2F &%, Identity vI2ONTAP
ME— % FFRY R S,

8. WIFEEEIEMIEATLS PSK:

cat /proc/keys | grep NVMe
Bl

069f56bb I-Q-- 5 perm 3b010000 0O O psk NVMelRO1l ngn.2014-
08.org.nvmexpress:uuid:4c4c4544-0035-5910-804b-b2c04£444d33
ngn.1992-
08.com.netapp:sn.9927e165694211£f0b4f4d03%ab31e9d:subsystem.nvmel
0YVLelmiOwnvDjXKBmrnIgGVpFIBDJtc4dhmQXE/36Sw=: 32

9. FAIENMITLS PSKIEIZE|ONTAPF & %::

a. I§3F TLS PSK:
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nvme connect -t tcp -w 192.168.38.20 -a 192.168.38.10 -n ngn.1992-
08.com.netapp:sn.9927e165694211£f0b4f4d03%ab31e9d:subsystem.nvmel
-—tls key=0x069f56bb —tls

N vE=EI V@R T e
connecting to device: nvmel
a. WIFYIRFRE:
nvme list-subsys

byl

nvme-subsys0 - NQN=ngn.1992-
08.com.netapp:sn.9927e165694211£f0b4f4d03%ab31e9d:subsystem.nvmel

hostngn=ngn.2014-08.org.nvmexpress:uuid:4cd4cd4544-
0035-5910-804b-b2c04£444d33

* %

+- nvmeO tcp

traddr=192.168.38.10, trsvcid=4420,host traddr=192.168.38.20,src_a
ddr=192.168.38.20 live

10. FIMNBFR. HWIESIEEONTAPFRSRITLSIER

nvme subsystem controller show -vserver vs tcp slesl6 -subsystem nvmel
-instance
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(vserver nvme subsystem controller show)

Vserver Name:

vs _tcp sleslé6

Subsystem: nvmel
Controller ID: 0040h
Logical Interface: 1ifl
Node: A400-12-171
Host NQN: ngn.2014-

08.org.nvmexpress:uuid:4c4c4544-0035-5910-804b-b2c04£444d33

Transport Protocol:

Initiator Transport Address:

Host Identifier:
4c4c454400355910804bb2c04£444d33

nvme-tcp
192.168.38.20

Number of I/O Queues: 2
I/0 Queue Depths: 128, 128
Admin Queue Depth: 32
Max I/0 Size in Bytes: 1048576
Keep-Alive Timeout (msec): 5000

Subsystem UUID:

62203cfd-826a-11£0-966e-

d039%eab31e9d
Header Digest Enabled: false
Data Digest Enabled: false
Authentication Hash Function: sha-256
Authentication Diffie-Hellman Group: 3072-bit
Authentication Mode: unidirectional
Transport Service Identifier: 4420
TLS Key Type: configured

TLS PSK Identity:

NVMelRO1l ngn.2014-

08.org.nvmexpress:uuid:4c4c4544-0035-5910-804b-b2c04£444d33

ngn.1992-

08.com.netapp:sn.9927e165694211£f0b4f4d03%ab31e9d:subsystem.nvmel

0YVLelmiOwnvDjXKBmrnIgGVpFIBDJItc4dhmQXE/36Sw=

TLS Cipher:

TLS-AES-128-GCM-SHA256

F11F . EECNAZA
peg =R

Bid& SUSE Linux Enterprise Server 15 SPx {32 #F NVMe-oF
FIONTAPTZf%

SUSE Linux Enterprise Server 15 SPx N FEFI4HBER NVMe (NVMe/FC) F1E
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F TCP B9 NVMe (NVMe/TCP) thi¥, HZHFIEXIRasR =858 (ANA), ANA IR 5

iISCS| 1 FCP IR RYAEIFRIZIE R TTIHIE] (ALUA) FHRIZ BR1ZTNEE.

T f290{a1 79 SUSE Linux Enterprise Server 15 SPx EZ& NVMe over Fabrics (NVMe-oF) 4l INEE ZZ1F

hEEfE R, 1B "ONTAPSZHEANTIEE"S

A SUSE Linux Enterprise Server 15 SPx BJ NVMe-oF 7 LA FEXIFRH!:

* X ‘nvme disconnect-all iZm S M IR X RAMBIEXH RS, FREaSBARARTRTE, BNEES

NVMe-TCP 3 NVMe-FC s &2 =ia]M SAN B RS _EHRITIEIEE

* NetApp sanlun EVLAIEFAZRF NVMe-oF, 3E, &l UIKRFHIRE~RPEEHINetAppidEfte nvme-

cli EATFE NVMe-oF ZHRVEH €L,

* ¥tF SUSE Linux Enterprise Server 15 SP6 RERhRA, FZ#HERA NVMe-oF #hil#1T SAN B,

B1% . (AIiE)SFESANZL)

TR AR E EALAGER SAN BapkELERBH RS A Bt A" ERFIERTAE TWIEER Linux #ER

2. EHDAISHECEE (HBA). HBA Ef. HBA BEh BIOS FIONTAPHRZAZE T 245 SAN B5b.

S
1. "BIE NVMe &3 & = 8] FHIG EARET R EH" o
2. 7£PR%328 BIOS H19 SAN Brhan & T aiat iR O /2 A SAN B

BXWNEEA HBABIOS IR, A5 RN BT AN,
3. EfRMENHARIHRERRR R ERNFETIET.

1% 2. &3 SUSE Linux Enterprise Server #1 NVMe {4, HISIEEMEIE
¥ NVMe-oF BB IH, BEERETHH NVMe S, BASKE, HIEEH NON RBE,
B

1. 7EARS3 88 &% SUSE Linux Enterprise Server 15 SPx, RETRG, ERINEIETHRISEN SUSE

Linux Enterprise Server 15 SPx A#1%:

uname -—-r

Rocky Linux R#ZiRZs 7451 :

6.4.0-150700.53.3-default

2. L& NvMe-cLT TR

rpm -galgrep nvme-cli
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TENGIFRTT nvme-cli 2GS hRZA:

nvme-cli-2.11+422.gd31b1a01-150700.3.3.2.x86 64

3. 3 1ibnvme WL

rpm -ga|grep libnvme

TENFIFRTRT libnvme 4 EhRZs :

libnvmel-1.11+4.ge68a9%9lae-150700.4.3.2.x86 64

4. EFEMLE, ¥EE hostngn FRIE /ete/nvme/hostngn -

cat /etc/nvme/hostngn

TENFIFERT "hostngn hRZs:

ngn.2014-08.org.nvmexpress:uuid: £6517cae-3133-11e8-bbff-7ed30aefl23f

S. ZEONTAP&RLA, KIELLTER: “hostngn  FRFHBILEAD “hostngn’ ONTAPEAA R N FRARF RIS

::> vserver nvme subsystem host show -vserver vs coexistence LPE36002
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Vserver Subsystem Priority Host NOQN

vs_ coexistence LPE36002
nvme
regular ngn.2014-
08.org.nvmexpress:uuid:4c4c4544-0056-5410-8048-b9c04f425633
nvme 1
regular ngn.2014-
08.org.nvmexpress:uuid:4c4c4544-0056-5410-8048-b9c04f425633
nvme 2
regular ngn.2014-
08.org.nvmexpress:uuid:4c4c4544-0056-5410-8048-b9c04f425633
nvme 3
regular ngn.2014-
08.org.nvmexpress:uuid:4c4c4544-0056-5410-8048-b9c04f425633
4 entries were displayed.

MR hostngn FRHBEARLE. BEH vserver modify B FEMBIGG S hostngn EILAD
O IBIONTAP FEFIE R4 LTI nostnan PTHHE /ete/nune /nostnan FEEH]

$ 12 3. B NVMe/FC 1 NVMe/TCP

f$£F3 Broadcom/Emulex % Marvell/QLogic i&ECESECE NVMe/FC, fERFoh& MM EFIR(FRLE
NVMe/TCP,
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NVMe/FC - {&i&/Emulex
JaBroadcom/Emulex FCi&EECZ 2B B NVMe/FC,

TE
1. BT ERRNERRE S EE R

a. BREEIZFR:

cat /sys/class/scsi host/host*/modelname

S ER L a

LPe36002-M64
LPe36002-M64

cat /sys/class/scsi_host/host*/modeldesc

NVE=EIVER ik

Emulex LightPulse LPe36002-M64 2-Port 64Gb Fibre Channel Adapter
Emulex LightPulse LPe36002-M64 2-Port 64Gb Fibre Channel Adapter

2. WiINEERNZEREINABroadcom 1pfc BEHMRNBIREHIZF
a. BREHARZ:

cat /sys/class/scsi_host/host*/fwrev

AR ERE RS .

14.4.393.25, sli-4:2:c
14.4.393.25, sli-4:2:c

b. BRUL R ENTE R RS -

cat /sys/module/lpfc/version

41



42

U TFROZR T IEENAE A R -

0:14.4.0.8

BRXFFEEC R FME R ARIRMTIR, BESR ERFERTA"

- WIEATIERMIHE S 1pfc_enable fcd type BN 3!

cat /sys/module/lpfc/parameters/lpfc enable fc4 type

- WIEREAIUEERDEFIKEO:

cat /sys/class/fc _host/host*/port name

BB B/RFEIATF LA TSRS |

0x10000090faelec88
0x10000090faelec89

- BIERiEF IR O = R EA

cat /sys/class/fc host/host*/port state

(NVE=EIVR ik

Online

Online

. IWIENVMe/FCEBEEFmO RS ERBEBRIREORT AW

cat /sys/class/scsi_host/host*/nvme info
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btk

NVME Initiator Enabled
XRI Dist 1lpfcO Total 6144 IO 5894 ELS 250
NVME LPORT lpfcO WWPN x10000090faelec88 WWNN

DID x0al300
NVME RPORT
DID x0alcO1
NVME RPORT
DID x0alcOb
NVME RPORT
DID x0alclO
NVME RPORT
DID x0ala02
NVME RPORT
DID x0alaOb
NVME RPORT
DID x0alall

ONLINE

WWPN x23b1d03%ea359%e4a
TARGET DISCSRVC ONLINE

WWPN x22bbd039%9ea359%9e4a
TARGET DISCSRVC ONLINE

WWPN x2362d039ea359%9e4a
TARGET DISCSRVC ONLINE

WWPN x23afd039ea359e4a
TARGET DISCSRVC ONLINE

WWPN x22b9d039ea359%e4a
TARGET DISCSRVC ONLINE

WWPN x2360d039ea359%9e4a
TARGET DISCSRVC ONLINE

NVME Statistics
LS: Xmt 0000004eal0 Cmpl 0000004eal0 Abort 00000000

LS XMIT:

Err 00000000

CMPL:

WWNN

WWNN

WWNN

WWNN

WWNN

WWNN

x20000090faelec88

x23aed039%ea359%e4a

x22b8d039%ea359%9e4a

x234ed039%ea359%9e4a

x23aed039%ea359%e4a

x22b8d039%ea359%9e4a

x234ed039%ea359%9e4a

xb 00000000 Err 00000000

Total FCP Cmpl 0000000000102c35 Issue 0000000000102c2d OutIO
ffffffffff£ffff£g

abort 00000175 noxri 00000000 nondlp 0000021d gdepth
00000000 wgerr 00000007 err 00000000

FCP CMPL:

xb 00000175 Err 0000058b

NVME Initiator Enabled
XRI Dist 1lpfcl Total 6144 IO 5894 ELS 250
NVME LPORT lpfcl WWPN x10000090faelec89 WWNN

DID x0al1200
NVME RPORT
DID x0aldOl
NVME RPORT
DID x0aldOb
NVME RPORT
DID x0aldlo
NVME RPORT
DID x0alb02
NVME RPORT
DID x0albOb
NVME RPORT
DID x0albll

ONLINE

WWPN x23b2d039%ea359%e4a
TARGET DISCSRVC ONLINE

WWPN x22bcd039ea359%9e4a
TARGET DISCSRVC ONLINE

WWPN x2363d039ea359%9e4a
TARGET DISCSRVC ONLINE

WWPN x23b0d03%ea359%9e4a
TARGET DISCSRVC ONLINE

WWPN x22bad039ea359%e4a
TARGET DISCSRVC ONLINE

WWPN x2361d039ea359%e4a
TARGET DISCSRVC ONLINE

NVME Statistics

WWNN

WWNN

WWNN

WWNN

WWNN

WWNN

x20000090faelec89

x23aed039%ea359%e4a

x22b8d039%ea359%9e4a

x234ed039%ea359%9e4a

x23aed039%ea359%e4a

x22b8d039%ea359%9e4a

x234ed039%ea359%9e4a
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LS: Xmt 0000004e31 Cmpl 0000004e31 Abort 00000000

LS XMIT: Err 00000000 CMPL: xb 00000000 Err 00000000

Total FCP Cmpl 00000000001017f2 Issue 00000000001017ef OutIO
TEfffffffffffffd

abort 0000018a noxri 00000000 nondlp 0000012e gdepth
00000000 wgerr 00000004 err 00000000
FCP CMPL: xb 0000018a Err 000005ca

NVMe/FC - Marvell/QLogic
JIMarvell/QLogici&Ac 23 ENVMe/FCo

p
1. BIHER B IEEIR TR XS AR R i2 A E ki -

cat /sys/class/fc host/host*/symbolic name

U TFRE SR T Eehi2 A E RS -

QLE2742 FW:v9.14.00 DVR:v10.02.09.400-k-debug
QLE2742 FW:v9.14.00 DVR:v10.02.09.400-k-debug

2. JFIIE gl2xnvmeenable BI8EH, X, MarveliEZEi23E ] HENVMe/FCREITER:

cat /sys/module/gla2xxx/parameters/gl2xnvmeenable

FoRka /910

NVMe/TCP

NVMe/TCP XA ¥ BehiEiZig(F. ik, ERILUEIHIT NVMe/TCP K& NVMe/TCP FZ& S an

#=T[8) "connect' 3 #& “connect-all’ F&hig(E,

HIg
1. WiFBRoiERFIRORE A LUBE 2 ZFHINVMe/TCP LIFIREVA I B ETIEEE:

nvme discover -t tcp -w <host-traddr> -a <traddr>

44



btk

nvme discover -t tcp -w 192.168.111.80 -a 192.168.111.70

Discovery Log Number of Records 8, Generation counter 42

trtype: tcp

adrfam: ipv4

subtype: current discovery subsystem

treq: not specified

portid: 4

trsvcid: 8009

subngn: ngn.1992-
08.com.netapp:sn.f8e2af201b7211f0ac2bd03%ab67a95:discovery
traddr: 192.168.211.71

eflags: explicit discovery connections, duplicate discovery
information

sectype: none

trtype: tcp

adrfam: ipv4

subtype: current discovery subsystem

treq: not specified

portid: 3

trsvcid: 8009

subngn: ngn.1992-
08.com.netapp:sn.f8e2af201b7211f0ac2bd039%ab67a95:discovery
traddr: 192.168.111.71

eflags: explicit discovery connections, duplicate discovery
information

sectype: none

trtype: tcp

adrfam: ipv4

subtype: current discovery subsystem

treq: not specified

portid: 2

trsvcid: 8009

subngn: ngn.1992-
08.com.netapp:sn.f8e2af201b7211f0ac2bd03%eab67a95:discovery
traddr: 192.168.211.70

eflags: explicit discovery connections, duplicate discovery
information

sectype: none
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trtype: tcp

adrfam: ipv4

subtype: current discovery subsystem

treq: not specified

portid: 1

trsvcid: 8009

subngn: ngn.1992-
08.com.netapp:sn.f8e2af201b7211f0ac2bd03%eab67a95:discovery
traddr: 192.168.111.70

eflags: explicit discovery connections, duplicate discovery
information

sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem

treq: not specified

portid: 4

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.f8e2af201b7211£f0ac2bd039%eab67a95:subsystem. samp

le tcp sub
traddr: 192.168.211.71
eflags: none

sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem

treq: not specified

portid: 3

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.f8e2af201b7211f0ac2bd039%eab67a95:subsystem.samp

le tcp sub
traddr: 192.168.111.71
eflags: none

sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem
treq: not specified
portid: 2

trsveid: 4420

subngn: ngn.1992-



08.com.netapp:sn.f8e2af201b7211f0ac2bd039%ab67a95:subsystem. samp

le tcp sub
traddr: 192.168.211.70
eflags: none

sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem

treq: not specified

portid: 1

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.f8e2af201b7211f0ac2bd039%eab67a95:subsystem.samp

le tcp sub
traddr: 192.168.111.70
eflags: none

sectype: none
localhost:~ #

2. IIEFRBHEMNVMe/TCPEohiERF-BFLIFAS R E A R IIREVA I B ST mHUE:

nvme discover -t tcp -w <host-traddr> -a <traddr>

Bl

nvme discover -t tcp -w 192.168.111.80 -a 192.168.111.66
nvme discover -t tcp -w 192.168.111.80 -a 192.168.111.67
nvme discover -t tcp -w 192.168.211.80 -a 192.168.211.66
nvme discover -t tcp -w 192.168.211.80 -a 192.168.211.67

3. JB1T nvme connect-all ETPRPFFAEZSZIFNNVMe/TCPEEIER-BIRSIP LIZ TS :

nvme connect-all -t tcp -w <host-traddr> -a <traddr>



Bl

nvme

192.168.

nvme

192.168.

nvme

192.168.

nvme

192.168.

connect-all
111.66
connect-all
111.67
connect-all
211.66
connect-all
211.67

tcp —-w
tcp -w
tcp —-w
tcp -w

192.

192.

192.

192.

168.

168.

168.

168.

111.

111.

211.

211.

80

80

80

80

M SUSE Linux Enterprise Server 15 SP6 734, NVMe/TCP BIi&EA4E T LW, ctrl loss tmo timeout

BENgEN KA,

* MREERIZHEE, NVMe/TCP IZHISB A B, HEZTIREAMREER,

TR 4:

Atk :

* ERRILARS (LRER)

EAREEFHEERFER ctrl_loss_tmo timeout BT "nvme connect Z#& "nvme connect-all &5

Iﬁl) o

24 iopolicy 4 “queue-depth &% udev MM AT :

PIE
1. 8 root I RTEXASRiE2EHHTFF udev FLM T4

&

(AI%%) 1&EK udev FNIFEY iopolicy

M SUSE Linux Enterprise Server 15 SP6 74, NVMe-oF BYZRiA iopolicy BN round-robin. WIS

/usr/lib/udev/rules.d/71-nvmf-netapp.rules

NVE=EIVE i K

vi /usr/lib/udev/rules.d/71-nvmf-netapp.rules

2. ¥ E7INetApp ONTAPIZHIZSIRE iopolicy B91T, W TFHIFAR:

ACTION=="add",

3. RN, LA round-robin LAY " queue-depth:

48

SUBSYSTEM=="nvme-subsystem",

ATTR{model }=="NetApp ONTAP Controller", ATTR{iopolicy}="round-robin"

ATTR{subsystype}=="nvm",

< (&

1RAH

TEN N

=3



ACTION=="add", SUBSYSTEM=="nvme-subsystem", ATTR{subsystype}=="nvm",
ATTR{model }=="NetApp ONTAP Controller", ATTR{iopolicy}="queue-depth"

4. BB udeviRNIH N AEK:

udevadm control --reload
udevadm trigger --subsystem-match=nvme-subsystem

O IFREFRAR LA I/0 K&, FIMN, Bi<FRY> nvme-subsys0 o

cat /sys/class/nvme-subsystem/<subsystem>/iopolicy

TREFIA T a

queue-depth.

() #iopolicy £EIFINIAFILAMINetAPp ONTAPIZFISR G, HEBER.

SIE 5: Tk, B NVMel/FC B 1MB /0,

ONTAP7EIR Bz S MR PR S R AEURE A/ (MDTS) 9 8, XEMERA /0 iHRA/NEIX 1MB, B
Broadcom NVMe/FC FEHA&H 1MB A/N8Y 1/0 B3R, ERIZIEM Ipfc BIME “Ipfc_sg_seg_cnt SEMEIAE
64 BN 256,

()  XeSBEREEFEENMFCEH.

g
1. ¥ "Ipfc_sg_seg_cnt BEILE /9256

cat /etc/modprobe.d/lpfc.conf
B ZeB R R MTF AT RAIRES
options lpfc lpfc sg seg cnt=256

2. 1B17 “dracut -F S S HEMBNEN.
3. IWIFMMERT ‘Ipfc_sg_seg_cnt }9256:
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cat /sys/module/lpfc/parameters/lpfc sg seg cnt

S 6: IIE NVMe Fa0ARSS

X “nvmefc-boot-connections.service 1 “nvmf-autoconnect.service' NVMe/FC FEISHBEEIARSE "nvme-cli' &

KB, RHEsBIER.
B E, WiE nvmefc-boot-connections.service #1 “nvmf-autoconnect.service' BEIIREZ E R B,

TR

1. IIFE A nvmf-autoconnect.service' B2 :

systemctl status nvmf-autoconnect.service

kb kit

nvmf-autoconnect.service - Connect NVMe-oF subsystems automatically
during boot

Loaded: loaded (/usr/lib/systemd/system/nvmf-autoconnect.service;
enabled; preset: enabled)

Active: inactive (dead) since Fri 2025-07-04 23:56:38 IST; 4 days
ago

Main PID: 12208 (code=exited, status=0/SUCCESS)

CPU: 62ms

Jul 04 23:56:26 localhost systemd[l]: Starting Connect NVMe-oF
subsystems automatically during boot...

Jul 04 23:56:38 localhost systemd[l]: nvmf-autoconnect.service:
Deactivated successfully.

Jul 04 23:56:38 localhost systemd[1l]: Finished Connect NVMe-oF
subsystems automatically during boot.

2. IIFEA “nvmefc-boot-connections.service' BB :

systemctl status nvmefc-boot-connections.service
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btk

nvmefc-boot-connections.service - Auto-connect to subsystems on FC-
NVME devices found during boot

Loaded: loaded (/usr/lib/systemd/system/nvmefc-boot-
connections.service; enabled; preset: enabled)

Active: inactive (dead) since Mon 2025-07-07 19:52:30 IST; 1 day
4h ago

Main PID: 2945 (code=exited, status=0/SUCCESS)
CPU: 1l4ms

Jul 07 19:52:30 HP-DL360-14-168 systemd[1l]: Starting Auto-connect to
subsystems on FC-NVME devices found during boot...

Jul 07 19:52:30 HP-DL360-14-168 systemd[1l]: nvmefc-boot-
connections.service: Deactivated successfully.

Jul 07 19:52:30 HP-DL360-14-168 systemd[1l]: Finished Auto-connect to

subsystems on FC-NVME devices found during boot.

ST T7: WIFZREFEE
BIFRIZNVMe ZBRIZIRE. ANAKRSHIONTAPS B =R EHEHR FNVMe-oF BRE.,

TIE
1. WIFRTERBARIZNVMeZiRE:

cat /sys/module/nvme core/parameters/multipath

NVE=E IVl K

2. BIFHENAIONTAPER B IE/AY NVMe-oF 188 (530, EES1&8E SINetApp ONTAP Controller, FHiGHE;
9% iopolicy I E N queue-depth) BEIEMRMEEN L:

a. BRFRL:

cat /sys/class/nvme-subsystem/nvme-subsys*/model

NV =gl V@Sl
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NetApp ONTAP Controller
NetApp ONTAP Controller

b. BRI

cat /sys/class/nvme-subsystem/nvme-subsys*/iopolicy

NVE=EIVER K

queue-depth
queue-depth

3. WIER BB TN LEHEMH AL I r& =8

nvme list

Bl

/dev/nvmednl 81Ix2BVuekWcAAAAAAARB NetApp ONTAP Controller

Namespace Usage Format FW Rev

1 21.47 GB / 21.47 GB 4 KiB + 0 B FFFFFFEF

4. WIESMREITHIZERESEE NENRSERS AR EHNANAKRE:
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NVMe/FC

nvme list-subsys /dev/nvmedn5

bkt

nvme-subsysll4d - NQN=ngn.1992-
08.com.netapp:sn.%e30b9760a4911£f08c87d03%ab67a95:subsystem.sles
161 27

hostngn=ngn.2014-
08.org.nvmexpress:uuid: f6517cae-3133-11e8-bbff-7ed30aefl23f
iopolicy=round-robin\
+- nvmelld4d fc traddr=nn-0x234ed039ea359%e4a:pn-
0x2360d039ea359%e4a,host traddr=nn-0x20000090faelec88:pn-
0x10000090faelec88 live optimized
+- nvmell5 fc traddr=nn-0x234ed039ea359%e4a:pn-
0x2362d039ea359%e4a,host traddr=nn-0x20000090faelec88:pn-
0x10000090fae0ec88 live non-optimized
+- nvmell6 fc traddr=nn-0x234ed039%ea359%e4da:pn-
0x2361d039ea359%e4a,host traddr=nn-0x20000090faelec89:pn-
0x10000090faelec89 live optimized
+- nvmell7 fc traddr=nn-0x234ed039%ea359%e4a:pn-
0x2363d039ea359%e4a,host traddr=nn-0x20000090faelec89:pn-
0x10000090fae0ec89 live non-optimized

NVMe/TCP

nvme list-subsys /dev/nvme9nl



btk

nvme-subsys9 - NQN=ngn.1992-
08.com.netapp:sn.f8e2af201b7211f0ac2bd039%ab67a95:subsystem.with
_inband with json hostngn=ngn.2014-
08.org.nvmexpress:uuid:4c4c4544-0035-5910-804b-b2c04£444d33

iopolicy=round-robin

\
+- nvmelO tcp

traddr=192.168.

non-optimized
+- nvmell tcp

traddr=192.168.

optimized
+- nvmel2 tcp

traddr=192.168.

optimized
+- nvme9 tcp

traddr=192.168.

non-optimized

111.

211.

111.

211.

71,trsvcid=4420,src_addr=192.

70, trsvcid=4420,src_addr=192

70, trsvcid=4420, src_addr=192.

71, trsvcid=4420,src_addr=192.

5. ISIFNetAppiEF BB NEINONTAP s 2 FEhE & B 1EHMI(E:
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.168

168.

168.

111

.211

111

211

.80 live

.80 live

.80 live

.80 live



7

nvme netapp ontapdevices -o column

STRA)
Device Vserver Namespace Path
NSID UUID Size
/dev/nvmeOnl vs 161
/vol/fc _nvme voll/fc nvme nsl 1

32£d92¢c7-0797-428e-a577-£fdb3£14d0dc3 5.37GB

JSON

nvme netapp ontapdevices -0 json

Bl

"Device":"/dev/nvme98n2",

"Vserver":"vs 1l6l",

"Namespace Path":"/vol/fc nvme vol71/fc nvme ns71",
"NSID":2,

"UUID":"39d634c4-a75e-4fbd-ab00-3£9355a26e43",
"LBA Size":4096,

"Namespace Size":5368709120,
"UsedBytes":430649344,

T 8. gIEFARIIERIZE

&R LA SUSE Linux Enterprise Server 15 SPx EHRIEIFA LI iEHI28 (PDC)e FE PDC X BEnhtail
NVMe F RGBS MIBRIZIELU R A B ERE RN EX,

TB



1. WIER N BENEMIERS A, HEUBE BohiEFin O BARLIFAS#HITIOR:

nvme discover -t <trtype> -w <host-traddr> -a <traddr>
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btk

Discovery Log Number of Records 8, Generation counter 18

trtype: tcp

adrfam: ipv4

subtype: current discovery subsystem

treq: not specified

portid: 4

trsvcid: 8009

subngn: ngn.1992-
08.com.netapp:sn.4f7af2bd221811f0afadd039%eab0dadd:discovery
traddr: 192.168.111.66

eflags: explicit discovery connections, duplicate discovery
information

sectype: none

trtype: tcp

adrfam: ipv4

subtype: current discovery subsystem

treq: not specified

portid: 2

trsvcid: 8009

subngn: nqgn.1992-
08.com.netapp:sn.4f7af2bd221811f0afadd039%eab0dadd:discovery
traddr: 192.168.211.66

eflags: explicit discovery connections, duplicate discovery
information

sectype: none

trtype: tcp

adrfam: ipv4

subtype: current discovery subsystem

treq: not specified

portid: 3

trsvcid: 8009

subngn: ngn.1992-
08.com.netapp:sn.4f7af2bd221811f0afadd03%eabl0dadd:discovery
traddr: 192.168.111.67

eflags: explicit discovery connections, duplicate discovery
information

sectype: none

trtype: tcp
adrfam: ipv4
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subtype: current discovery subsystem

treq: not specified

portid: 1

trsvcid: 8009

subngn: ngn.1992-
08.com.netapp:sn.4f7af2bd221811f0afadd03%eabl0dadd:discovery
traddr: 192.168.211.67

eflags: explicit discovery connections, duplicate discovery
information

sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem
treq: not specified
portid: 4

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.4f7af2bd221811f0afadd039%eab0dadd: subsystem.pdc
traddr: 192.168.111.66
eflags: none

sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem

treq: not specified

portid: 2

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.4f7af2bd221811f0afadd039%eab0dadd: subsystem.pdc
traddr: 192.168.211.66

eflags: none

sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem
treq: not specified
portid: 3

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.4f7af2bd221811f0afadd039%eabl0dadd: subsystem.pdc
traddr: 192.168.111.67
eflags: none

sectype: none



trtype: tcp

adrfam: ipv4

subtype: nvme subsystem
treq: not specified
portid: 1

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.4f7af2bd221811f0afadd039%eabl0dadd: subsystem.pdc
traddr: 192.168.211.67
eflags: none

sectype: none

2. ARMFHEYEIEPDC:

nvme discover -t <trtype> -w <host-traddr> -a <traddr> -p

NVE=E VRSl

nvme discover -t tcp -w 192.168.111.80 -a 192.168.111.66 -p

3. MONTAPIZHI2sH. IWIIFEEEBIEPDC:

vserver nvme show-discovery-controller -instance -vserver <vserver name>
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btk

vserver nvme show-discovery-controller -instance -vserver vs_pdc

Vserver Name: vs pdc
Controller ID: 0101h
Discovery Subsystem NQN: ngn.1992-
08.com.netapp:sn.4f7af2bd221811f0afadd03%eabl0dadd:discovery
Logical Interface: 1if2
Node: A400-12-181
Host NQON: ngn.2014-
08.org.nvmexpress:uuid: 9796clec-0d34-11eb-b6b2-3a68dd3bab57
Transport Protocol: nvme-tcp
Initiator Transport Address: 192.168.111.80
Transport Service Identifier: 8009
Host Identifier: 9796clec0d3411ebb6b23a68dd3bab57
Admin Queue Depth: 32
Header Digest Enabled: false
Data Digest Enabled: false
Keep-Alive Timeout (msec): 30000

FBRI. RERETNI DI

X #h@1d NVMe/TCP £ SUSE Linux Enterprise Server 15 SPx AIFIONTAPIZHI2R Z B#TL 2 HER S 19
I93IE,

B ENTITHBIEBL IS — DH-HMAC-CHAP IREREINERNXE, DH-HMAC-CHAP Z$AE NVMe 4]
SiEHI2EHY NON 5 EEREEBENSHRIERRNAS. ATERIENEFNEM, NVMe ENSHTHIZZHAIIAF!
53ER KEKBER.

p

£ CLI HEZE JSON XHEBEREHFRE MR EIE. MRFEANFBRNFRFAIEEARRdhchapZEH. MAZm
& config JSONX 5,
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L ITRE

EABSITRAERERETRNE NI,

1. FREXEHINQN:

cat /etc/nvme/hostngn

2. RENER dhchap &R

LUTFHIHHIREAT "gen-dhchap-key @n S5

nvime gen-dhchap-key -s optional secret -1 key length {3248|64} -m
HMAC function {0]1[2]|3} -n host ngn

. -s secret key in hexadecimal characters to be used to initialize
the host key

. -1 length of the resulting key in bytes

. -m HMAC function to use for key transformation

0 = none, 1- SHA-256, 2 = SHA-384, 3=SHA-512

. -n host NQN to use for key transformation

FELUTRAIA. BER—BENldhchapZ . HEFHMACIZRE N3 (SHA-512),

nvme gen-dhchap-key -m 3 -n ngn.2014-
08.org.nvmexpress:uuid:ecdade6d4-216d-1lec-b7bb-7ed30a5482c3

DHHC-
1:03:1CFivw9ccz58gAcOUJrM7Vs98hd2ZHSr+iw+Amg6xZP15D2Yk+HDTZ1UAgliGgx
TYgnxukgvYedAS5Bw3wtz6sJINpR4=:

3. TEONTAP#EHIZS E. ARIMENFIEER NdhchapZiA:

vserver nvme subsystem host add -vserver <svm name> -subsystem
<subsystem> -host-ngn <host ngn> -dhchap-host-secret
<authentication host secret> -dhchap-controller-secret
<authentication controller secret> -dhchap-hash-function {sha-
256|sha-512} -dhchap-group {none|2048-bit|3072-bit|4096-bit|6144-
bit|8192-bit}

4. FNZIFAMHEBENEMIRIESZE: BRMNE, EEN L. EZEIONTAPIEHISHIRIEFMES 1R
WA EFEEdhchapZ$A .



nvme connect -t tcp -w <host-traddr> -a <tr-addr> -n <host ngn> -S
<authentication host secret> -C <authentication controller secret>

5. I&JF nvme connect authentication #3<. IIEFHFIZHIEEdhchapZih:

a. IIEFHdhchap®h:

cat /sys/class/nvme-subsystem/<nvme-subsysX>/nvme*/dhchap secret

ERBREENTAEE

cat /sys/class/nvme-subsystem/nvme-subsysl/nvme*/dhchap secret
DHHC-1:01:1M63E6CcX7G5SOKKOju8gmzM53gywsy+C/YwtzxhIt9ZRz+ky:
DHHC-1:01:1M63E6CcX7G5SOKKOju8gmzM53gywsy+C/YwtzxhIt9ZRz+ky:
DHHC-1:01:1M63E6CcX7G5SOKKOju8gmzM53gywsy+C/YwtzxhIt9ZRz+ky:
DHHC-1:01:1M63E6CcX7G5SOKKOju8gmzM53gywsy+C/YwtzxhIt9ZRz+ky:

b. ISIFTHI28dhchapZ$h:

cat /sys/class/nvme-subsystem/<nvme-
subsysX>/nvme*/dhchap ctrl secret

BN AE BTG5S

cat /sys/class/nvme-subsystem/nvme-
subsys6/nvme*/dhchap ctrl secret

DHHC-
1:03:1CFivw9ccz58gAcOUIrM7Vs98hd2ZHSr+iw+Amg6xZ2P15D2Yk+HDTZ1iUA
gliGgxTYgnxukgvYedAS55Bw3wtz6sJINpR4=:

DHHC-
1:03:1CFivw9ccz58gAcOUIrM7Vs98hd2ZHSr+iw+Amg6xZ2P15D2Yk+HDTZ1iUA
gliGgxTYgnxukgvYedAS55Bw3wtz6sJINpR4=:

DHHC-
1:03:1CFivw9ccz58gAcOUIrM7Vs98hd2ZHSr+iw+Amg6xZ2P15D2Yk+HDTZ1iUA
gliGgxTYgnxukgvYedAS55Bw3wtz6sJINpR4=:

DHHC-
1:03:1CFivw9ccz58gAcOUIrM7Vs98hd2ZHSr+iw+Amg6xZ2P15D2Yk+HDTZ1iUA
gliGgxTYgnxukgvYedAS55Bw3wtz6sJINpR4=:



JSON
WNERONTAPEHISREEEFT B Z INVMeF&£F. MR LIBXH56<4E nvme connect-all " {#H

“/etc/nvme/config. jsone
£ -0 IEWIRAER JSON X BXEZIE XX, i5S1% NVMe connect-all FH T,

1. BoE JSON X f4:
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btk

cat /etc/nvme/config.json
[

{
"hostngn":"ngn.2014-08.org.nvmexpress:uuid:4c4c4544-0035-
5910-804b-b2c04£4444d33",
"hostid":"4c4c4544-0035-5910-804b-b2c04£444d33",
"dhchap key":"DHHC-
1:01:141789R11sMuHLCY27RVI8X10C\/GzjRwyhxip5hmIELsHrBqg:",
"subsystems": [
{

"ngn":"ngn.1992-
08.com.netapp:sn.f8e2af201b7211£f0ac2bd03%ab67a95:subsystem.samp
le tcp sub",

"ports": [

{

"transport":"tcp",

"traddr":"192.168.111.70",

"host traddr":"192.168.111.80",

"trsvcid":"4420"

"dhchap ctrl key":"DHHC-
1:03:jJgg¥cISKp73+XgAf2X6twringBpr2n0MGWbmZIZg4PieKZCoi1KGef81Avh
YSOPNK7T+04YD5CRPjh+m3qjJU++yR8s=:"

by

"transport":"tcp",

"traddr":"192.168.111.71",

"host traddr":"192.168.111.80",

"trsvcid":"4420",

"dhchap ctrl key":"DHHC-
1:03:jJgg¥cISKp73+XgAf2X6twrIngBpr2n0MGWbmZIZg4PieKZCoi1KGef81Avh
YSOPNK7T+04YD5CRPjh+m3qjJU++yR8s=:"

br
{

"transport":"tcp",

"traddr":"192.168.211.70",

"host traddr":"192.168.211.80",

"trsvcid":"4420",

"dhchap ctrl key":"DHHC-
1:03:jJgg¥cISKp73+XgAf2X6twrIngBpr2n0MGWbmZIZg4PieKZCoi1KGef81Avh
YSOPNK7T+04YD5CRPjh+m3qjJU++yR8s=:"

br
{

"transport":"tcp",



"traddr":"192.168.211.71",

"host traddr":"192.168.211.80",

"trsvcid":"4420",

"dhchap ctrl key":"DHHC-
1:03:jJgg¥cISKp73+XgAf2X6twr9ngBpr2n0MGWbmZIZg4PieKZCoilKGef81Avh
YSOPNK7T+04YD5CRPjh+m3qjJU++yR8s=:"

}

@ ELLTRBIH, dhchap key MMF “dhchap secret fl “dhchap ctrl key’
MMF “dhchap ctrl secreto

2. {3 config JSSONX 4% 2ONTAPIZHI28

nvme connect-all -J /etc/nvme/config.json
Rl

traddr=192.168.211.70 is already connected
traddr=192.168.111.71 is already connected
traddr=192.168.211.71 is already connected
traddr=192.168.111.70 is already connected
traddr=192.168.211.70 is already connected
traddr=192.168.111.70 is already connected
traddr=192.168.211.71 is already connected
traddr=192.168.111.71 is already connected
traddr=192.168.211.70 is already connected
traddr=192.168.111.71 is already connected
traddr=192.168.211.71 is already connected
traddr=192.168.111.70 is already connected

3. WIFR T ENE N FARFRIMBENITH 23 /= Adhchap s .

a. IHiFEHldhchapZ$A:

cat /sys/class/nvme-subsystem/nvme-subsys0/nvme0/dhchap secret



BUTFREIERT dhchap Z$A:

DHHC-1:01:14i1789R11sMuHLCY27RVI8X10C/GzjRwyhxip5hmIELsHrBq:

b. I&FITHI28dhchapZ$A:

cat /sys/class/nvme-subsystem/nvme-
subsys0/nvme0/dhchap ctrl secret

BNIZZBEEMTF AT RAIB S

DHHC-
1:03:jJgg¥cISKp73+XgAf2X6twrIngBpr2n0MGWbmZIZg4PieKZCoi1lKGef81AvhYSOP
NK7T+04YD5CRPJh+m3gjJU++yR8s=:

S0 EEETREREM

FHEZEIX (TLS) I NVMe-oF EAFIONTAPIESZ [BIFY NVMe EiEiR ML 2MmEIRINE, &Er]LIER
CLI MBECERFMEZEA (PSK) BEZE TLS 1.3

(D BR4F51 AT ZEONTAPIEHIZZ EHITHH B Sh, 157 SUSE Linux Enterprise Server 41 E#
TUTHE,

FE
1. KELZEEZEBLUTHSA ktls-utils , openssl, # libopenssl E| ELZENRGE:

a. IJF ktls-utils :
reom -ga | grep ktls
ERZEF 2R TS
ktls-utils-0.10+33.9311d943-150700.1.5.x86_ 64
a. I9IF SSL &

rem -ga | grep ssl
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libopenssl13-3.2.3-150700.3.20.x86_ 64
openssl-3-3.2.3-150700.3.20.x86_64
libopenssll 1-1.1.1w-150700.9.37.x86 64

2. BiIrREEIEMIEE /etc/tlshd. conf:

cat /etc/tlshd.conf

Bt

[debug]

loglevel=0

t1ls=0

nl=0

[authenticate]

keyrings=.nvme
[authenticate.client]
#x509.truststore= <pathname>
#x509.certificate= <pathname>
#x509.private key= <pathname>
[authenticate.server]
#x509.truststore= <pathname>
#x509.certificate= <pathname>
#x509.private key= <pathname>

3. BA tishd UERAK BB

systemctl enable tlshd

4. IOIFSTIPHIER S tishd IETEIBTT:

systemctl status tlshd
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tlshd.service - Handshake service for kernel TLS consumers
Loaded: loaded (/usr/lib/systemd/system/tlshd.service; enabled;
preset: disabled)
Active: active (running) since Wed 2024-08-21 15:46:53 IST; 4h
57min ago
Docs: man:tlshd(8)
Main PID: 961 (tlshd)
Tasks: 1
CPU: 46ms
CGroup: /system.slice/tlshd.service
L—961 /usr/sbin/tlshd
Aug 21 15:46:54 RX2530-M4-17-153 tlshd[961]: Built from ktls-utils
0.11-dev on Mar 21 2024 12:00:00

S. {ER4ERLTLS PSK nvme gen-tls-key:

. IOIEEM:

cat /etc/nvme/hostngn

ERER T

ngn.2014-08.org.nvmexpress:uuid:4c4c4544-0035-5910-804b-b2c04£444d33

. IIFEER

nvme gen-tls-key —--hmac=1 --identity=1 --subsysngn= ngn.1992-
08.com.netapp:sn.a2d41235b78211efb57dd039%ab67a95: subsystem.nvmel

EER L a

NVMeTLSkey-1:01:C50EsaGtuOp8n5fGESEuUWjbBCtshmfoHx4XTqTJUmydf0gIj:

6. ZFONTAPIZTHIZE F. JETLS PSKFEIEIONTAPF &% :
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nvime subsystem host add -vserver vs iscsi tcp -subsystem nvmel -host
-ngn ngn.2014-08.org.nvmexpress:uuid:4c4c4544-0035-5910-804b-
b2c04£444d33 -tls-configured-psk NVMeTLSkey-
1:01:C50EsaGtuOp8n5fGE9EUWjbBCtshmfoHx4XTgTJUmydf0gIj:

7. FTLS PSKIENENRIZZ AL :

nvme check-tls-key --identity=1 --subsysngn=nqn.1992
-08.com.netapp:sn.a2d41235b78211efb57dd039%ab67a95:subsystem.nvmel
-—keydata=NVMeTLSkey
-1:01:C50EsaGtuOp8nbfGEIEuWjbBCtshmfoHx4XTgTJUmydf0gIj: —--insert

ERIZBEILUT TLS &4R:

Inserted TLS key 22152a’7e

@ PSK 27~ "NVMe1RO1 EAEE “identity vi 3 E TLS I2F &%, Identity vI2ONTAP
ME— % FFRY R S,

8. WIFEEEIEMIEATLS PSK:

cat /proc/keys | grep NVMe

bl it
069f56bb I--Q--- 5 perm 3010000 0 0 psk NVMelRO1
ngn.2014-08.org.nvmexpress:uuid:4c4c4544-0035-5910-804b-b2c04£444d33
ngn.1992-

08.com.netapp:sn.a2d41235b78211efb57dd03%ab67a95:subsystem.nvmel
0YVLelmiOwnvDjXKBmrnIgGVpFIBDJtc4dhmQXE/36Sw=: 32

9. FAIENMITLS PSKIEIZE|ONTAPF & %::

a. I§3F TLS PSK:
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nvme connect -t tcp -w 192.168.111.80 -a 192.168.111.66 -n ngn.1992-

08.com.netapp:sn.a2d41235b78211efb57dd03%ab67a95:subsystem.nvmel
--tls key=0x069f56bb -tls

N vE=EI V@R T e
connecting to device: nvmel
a. WIFYIRFRE:
nvme list-subsys

byl

nvme-subsys0 - NQN=ngn.1992-
08.com.netapp:sn.a2d41235b78211efb57dd03%ab67a95:subsystem.nvmel

hostngn=ngn.2014-08.org.nvmexpress:uuid:4cd4cd4544-
0035-5910-804b-b2c04£444d33

\

+- nvmeO tcp

traddr=192.168.111.66,trsvcid=4420,host traddr=192.168.111.80,src
~addr=192.168.111.80 live

10. FIMNBFR. HWIESIEEONTAPFRSRITLSIER

nvme subsystem controller show -vserver slesl5 tls -subsystem slesl5
-instance
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(vserver nvme subsystem controller show)

Vserver Name: vs iscsi tcp

Subsystem:
Controller ID:
Logical Interface:
Node:

Host NQN:

nvmel

0040h

tcpnvme 1ifl 1
A400-12-181
ngn.2014-

08.org.nvmexpress:uuid:4c4c4544-0035-5910-804b-b2c04£444d33

Transport Protocol:
Initiator Transport Address:
Host Identifier:
4c4c454400355910804bb2c04£444d33
Number of I/O Queues:
I/0 Queue Depths:
Admin Queue Depth:
Max I/0O Size in Bytes:
Keep-Alive Timeout (msec):
Subsystem UUID:
d039%eab67a95
Header Digest Enabled:
Data Digest Enabled:
Authentication Hash Function:
Authentication Diffie-Hellman Group:
Authentication Mode:
Transport Service Identifier:
TLS Key Type:
TLS PSK Identity:

nvme-tcp
192.168.111.80

2

128, 128
32
1048576
5000

8bbfb403-1602-11£f0-ac2b-

false

false

sha-256

3072-bit
unidirectional
4420

configured
NVMelRO1l ngn.2014-

08.org.nvmexpress:uuid:4c4c4544-0035-5910-804b-b2c04£444d33

ngn.1992-

08.com.netapp:sn.a2d41235b78211efb57dd03%ab67a95:subsystem.nvmel

0YVLelmiOwnvDjXKBmrnIgGVpFIBDJItc4dhmQXE/36Sw=

TLS Cipher:

F11F . EECNAZA
peg =R

TLS-AES-128-GCM-SHA256
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