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SUSE Linux Enterprise Server 15

iEFFXFONTAPHISUSE Linux Enterprise Server 15 SP7
AINVMe-oF =B E

SUSE Linux Enterprise Server Az FEBIFIF#Rdn& TialiAiR] (ANA) B9 NVMe over
Fibre Channel (NVMe/FC) 1 NVMe over TCP (NVMe/TCP) 1%, ANA {5 iSCSI #
FCP MR FRZ B R ITiAIR] (ALUA) FHIZ R 1R THEE.

KXFUAES
SR LU LA T 235 F1Th8ES SUSE Linux Enterprise Server 15 SP7 #9 NVMe-oF EHECE —#CfEA. EFFAED
BEREZH, EXENZEREMBIRS.

© R

° TIRFETFTCPHINVMe (NVMe/TCP) LU RE T ML EERINVMe (NVMe/FC)o ZAEE B R AINetAppid
% *nvme-cli'B] 2;RNVMe/FCHINVMe/TCPH & EERIONTAPIEA(E B,

° FER—FAH LEBHEITNVMeFISCSIRE. Hla0. EaIlASCSI LUNEISCSI mpathi& & EZEdm-
Multipath. FH{ERANVMeZE&EEEN LA ENVMe-oF i3 & Ta)i% &,

° ZHHERANVMe/FCIMGEITSANE BN,

° MONTAP 9.12.1 748, 5INT X NVMe/TCP #1 NVMe/FC R&FHN SIS 15, ] LUER
SUSE Linux Enterprise Server 15 SP7 ¥t NVMe/TCP #1 NVMe/FC #1T7&Z £ N F 55030,

° ZRHMERAM—&I NQN BIRFA L IiEHI2E (PDC).

> NVMe/TCP B9 TLS 1.3 &=

° NetApp sanlun SUSE Linux Enterprise Server15 SP7 E#1 LA NVMe-oF RZFEHEBIEF. R
, BRI LUK F AN P 8 &2 BINetApptEft "nvme-cli & TFFE NVMe-oF {£iiR9 e,
BXTZHNRENEZFAER, BENBREERTA"

* O] FAThEE:
° SRR FAMETTHAE,

* EHIPRE!
° BFR KM nvme disconnect-all 88 %, ENERMARXERFAMEBIEXGHRARERE, HIESHA
SBATRTE
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1. B2 SAN BEpdp & TiE IR E S E M.
EEF, "ELE NVMe 7ZfiE"

2. 1£PRS528 BIOS H7y SAN Bhen & =ia et ZIBVim OB A SAN Baf.
BXINAIZA HBABIOS =8, 152 MR E % X,

3. EfRMENHANIHRERART EREETEIT. URIERER TR,

S 2 WIFRHFRRE
EARA LT H B RIKZ 3589 SUSE Linux Enterprise Server 15 SP7 R {$hR7s,

TR

1. ERRSS 28 LR EESUSE Linux Enterprise Server15 SP7, RRERRKGE, WILEEHETIEITHE
Linux Enterprise Server 15 SP7 R#%:

uname -—-r

LU TFRBIE3RT SUSE Linux Enterprise Server RIZhRZs :

6.4.0-150700.53.3-default

2. & NVMe-CcLT TR

rpm -galgrep nvme-cli

TENGIFRTRT nvme-cli 2GS hRZA:

nvme-cli-2.11+422.g9d31b1a01-150700.3.3.2.x86 64

3. 3 1ibnvme WEE:

rpm -ga|grep libnvme

TENGFRTRT libnvme B EhRZS

libnvmel-1.11+4.ge68a9%9lae-150700.4.3.2.x86_ 64

4. ¥EHNLLE, 1 hostngn FHFE /etc/nvme/hostngn :

TR SUSE
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cat /etc/nvme/hostngn

TEHFIFRRT hostngn hRZs:

ngn.2014-08.org.nvmexpress:uuid: £6517cae-3133-11e8-bbff-7ed30aefl23f

S. WIFREE hostngn FRBSMLER hostngn ONTAP f&5l| EX N FRFAHNFRTEH

::> vserver nvme subsystem host show -vserver vs coexistence LPE36002
R

Vserver Subsystem Priority Host NOQON

vs_ coexistence LPE36002
nvme
regular ngn.2014-
08.org.nvmexpress:uuid:4c4c4544-0056-5410-8048-b9c04f425633
nvme 1
regular ngn.2014-
08.org.nvmexpress:uuid:4c4c4544-0056-5410-8048-b9c04f425633
nvme 2
regular ngn.2014-
08.org.nvmexpress:uuid:4c4c4544-0056-5410-8048-b9c04f425633
nvme 3
regular ngn.2014-
08.org.nvmexpress:uuid:4c4c4544-0056-5410-8048-b9c04f425633
4 entries were displayed.

R hostngn FRBEARLE. BHEH vserver modify BFEMBIG S hostngn EILAD
O IBIONTAP FEFIE R4 LTI nostnan PTHHE /ete/nume /nostnan FEEH]

FIR3. ECENVMe/FC

1&a] LUfEFBroadcom/Emulex FCE{Marvell/Qlogic FCI&Et2sBic ENVMe/FCo EIRFEEFoHLZIN NVMe/TCP F
A =iEl,



Broadcom/Emulex
JFIBroadcom/Emulex FCIEEC22EZENVMe/FC,

p
1. IS RARER RS BER X

a. BRREIZIR:

cat /sys/class/scsi _host/host*/modelname

ERER

LPe36002-M64
LPe36002-M64

b. BTREER

cat /sys/class/scsi _host/host*/modeldesc

BN ZRB BT AT RAIBY

Emulex LightPulse LPe36002-M64 2-Port 64Gb Fibre Channel Adapter
Emulex LightPulse LPe36002-M64 2-Port 64Gb Fibre Channel Adapter

2. WINEE RN EEINAIBroadcom 1pfc BEHFN BIXEHIER
a. BREHhRAS:

cat /sys/class/scsi_host/host*/fwrev

T B E Hhiras

14.4.393.25, sli-4:2:c
14.4.393.25, sli-4:2:c

b. BRUAFFEIREIAZ P AR -

cat /sys/module/lpfc/version



U TFROZR T IEENAE A R -

0:14.4.0.8

BRXFFEEC R FME R ARIRMTIR, BESR ERFERTA"

- WIEATIERMIHE S 1pfc_enable fcd type BN 3!

cat /sys/module/lpfc/parameters/lpfc enable fc4 type

- WIEREAIUEERDEFIKEO:

cat /sys/class/fc _host/host*/port name

T RAEREOARR

0x10000090faelec88
0x10000090faelec89

- BIERiEF IR O = R EA

cat /sys/class/fc host/host*/port state

(NVE=EIVR ik

Online

Online

. IWIENVMe/FCEBEEFmO RS ERBEBRIREORT AW

cat /sys/class/scsi_host/host*/nvme info
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btk

NVME Initiator Enabled
XRI Dist 1lpfcO Total 6144 IO 5894 ELS 250
NVME LPORT lpfcO WWPN x10000090faelec88 WWNN

DID x0al300
NVME RPORT
DID x0alcO1
NVME RPORT
DID x0alcOb
NVME RPORT
DID x0alclO
NVME RPORT
DID x0ala02
NVME RPORT
DID x0alaOb
NVME RPORT
DID x0alall

ONLINE

WWPN x23b1d03%ea359%e4a
TARGET DISCSRVC ONLINE

WWPN x22bbd039%9ea359%9e4a
TARGET DISCSRVC ONLINE

WWPN x2362d039ea359%9e4a
TARGET DISCSRVC ONLINE

WWPN x23afd039ea359e4a
TARGET DISCSRVC ONLINE

WWPN x22b9d039ea359%e4a
TARGET DISCSRVC ONLINE

WWPN x2360d039ea359%9e4a
TARGET DISCSRVC ONLINE

NVME Statistics

LS:
LS XMIT:

Err 00000000

CMPL:

WWNN

WWNN

WWNN

WWNN

WWNN

WWNN

x20000090faelec88

x23aed039%ea359%e4a

x22b8d039%ea359%9e4a

x234ed039%ea359%9e4a

x23aed039%ea359%e4a

x22b8d039%ea359%9e4a

x234ed039%ea359%9e4a

Xmt 0000004ea0 Cmpl 0000004eal0 Abort 00000000
xb 00000000 Err 00000000

Total FCP Cmpl 0000000000102c35 Issue 0000000000102c2d OutIO
ffffffffff£ffff£g

abort 00000175 noxri 00000000 nondlp 0000021d gdepth
00000000 wgerr 00000007 err 00000000

FCP CMPL:

xb 00000175 Err 0000058b

NVME Initiator Enabled
XRI Dist 1lpfcl Total 6144 IO 5894 ELS 250
NVME LPORT lpfcl WWPN x10000090faelec89 WWNN

DID x0al1200
NVME RPORT
DID x0aldOl
NVME RPORT
DID x0aldOb
NVME RPORT
DID x0aldlo
NVME RPORT
DID x0alb02
NVME RPORT
DID x0albOb
NVME RPORT
DID x0albll

ONLINE

WWPN x23b2d039%ea359%e4a
TARGET DISCSRVC ONLINE

WWPN x22bcd039ea359%9e4a
TARGET DISCSRVC ONLINE

WWPN x2363d039ea359%9e4a
TARGET DISCSRVC ONLINE

WWPN x23b0d03%ea359%9e4a
TARGET DISCSRVC ONLINE

WWPN x22bad039ea359%e4a
TARGET DISCSRVC ONLINE

WWPN x2361d039ea359%e4a
TARGET DISCSRVC ONLINE

NVME Statistics

WWNN

WWNN

WWNN

WWNN

WWNN

WWNN

x20000090faelec89

x23aed039%ea359%e4a

x22b8d039%ea359%9e4a

x234ed039%ea359%9e4a

x23aed039%ea359%e4a

x22b8d039%ea359%9e4a

x234ed039%ea359%9e4a



ONTAPTEIR B!z Hl 25 EE 4

LS: Xmt 0000004e31 Cmpl 0000004e31 Abort 00000000
LS XMIT: Err 00000000 CMPL: xb 00000000 Err 00000000
Total FCP Cmpl 00000000001017f2 Issue 00000000001017ef OutIO
fEfffffffffffffd

abort 0000018a noxri 00000000 nondlp 0000012e gdepth
00000000 wgerr 00000004 err 00000000
FCP CMPL: xb 0000018a Err 000005ca

Marvell/QLogic
JIMarvell/QLogici&Ac 23 ENVMe/FCo

p
1. BIHER B IEEIR TR XS AR R i2 A E ki -

cat /sys/class/fc host/host*/symbolic name

U TFRE SR T Eehi2 A E RS -

QLE2742 FW:v9.14.00 DVR:v10.02.09.400-k-debug
QLE2742 FW:v9.14.00 DVR:v10.02.09.400-k-debug

2. JFIIE gl2xnvmeenable BI8EH, X, MarveliEZEi23E ] HENVMe/FCREITER:

cat /sys/module/gla2xxx/parameters/gl2xnvmeenable

FoRka /910

ST 4: Ak, BFH1MBI/O

HERABIERRA/N (MDTS) /9 8, XEMERAK /0 BERA/NIX 1MB, EH

Broadcom NVMe/FC EH14H 1MB A/NBY /0 153K, ERIZIENN "Ipfc BIMNE “Ipfc_sg_seg_cnt SEMERIAE
64 EX A 256,

() eESBREMTEENMe/FCEHL

p

1. %% “Ipfc_sg_seg_cnt BEIGE 1256

cat /etc/modprobe.d/lpfc.conf



BNIZZB R T AT RAIB L

options lpfc lpfc sg seg cnt=256

2. j&17 “dracut -F es S HEFBEIEN .
3. IWIFMIERT “Ipfc_sg_seg_cnt J3256:

cat /sys/module/lpfc/parameters/lpfc sg seg cnt

$ I8 5: ISIF NVMe BEiiRSE

{8 SUSE Linux Enterprise Server 15 SP7, ‘nvmefc-boot-connections.service 1 “nvmf-

autoconnect.service'NVMe/FC FEEHBETIIRS nvme-cli ME BB ERARINBER. RERBRI=HRE

, WIEEEIRSEEERA.

p

1. ISIFEE “nvmf-autoconnect.service' BB A

systemctl status nvmf-autoconnect.service

kNl

nvmf-autoconnect.service - Connect NVMe-oF subsystems automatically

during boot

Loaded: loaded (/usr/lib/systemd/system/nvmf-autoconnect.service;

enabled; preset: enabled)

Active: inactive (dead) since Fri 2025-07-04 23:56:38 IST; 4 days

ago
Main PID: 12208 (code=exited, status=0/SUCCESS)
CPU: 62ms

Jul 04 23:56:26 localhost systemd[l]: Starting Connect NVMe-oF
subsystems automatically during boot...

Jul 04 23:56:38 localhost systemd[1l]: nvmf-autoconnect.service:
Deactivated successfully.

Jul 04 23:56:38 localhost systemd[l]: Finished Connect NVMe-oF
subsystems automatically during boot.

2. IHIFR T “nvmefc-boot-connections.service' B2 A :



systemctl status nvmefc-boot-connections.service

bkt

nvmefc-boot-connections.service - Auto-connect to subsystems on FC-
NVME devices found during boot

Loaded: loaded (/usr/lib/systemd/system/nvmefc-boot-
connections.service; enabled; preset: enabled)

Active: inactive (dead) since Mon 2025-07-07 19:52:30 IST; 1 day
4h ago

Main PID: 2945 (code=exited, status=0/SUCCESS)
CPU: l4ms

Jul 07 19:52:30 HP-DL360-14-168 systemd[1l]: Starting Auto-connect to
subsystems on FC-NVME devices found during boot...

Jul 07 19:52:30 HP-DL360-14-168 systemd[1l]: nvmefc-boot-
connections.service: Deactivated successfully.

Jul 07 19:52:30 HP-DL360-14-168 systemd[1l]: Finished Auto-connect to

subsystems on FC-NVME devices found during boot.

$I1E 6: BCE NVMe/TCP

NVMe/TCPIMYX ALt auto-connect “18{E., k. EoLUE S Foh{TNVMe/TCPEX “connect-all’
BIERZIINVMe / TCPFRAFM MR EKIR connecto

p
1. BIE BRI B LUBE 22 IINVMe/TCP LIFIREVAR I B & TTEmEE:

nvme discover -t tcp -w <host-traddr> -a <traddr>



10

btk

nvme discover -t tcp -w 192.168.111.80 -a 192.168.111.70
Discovery Log Number of Records 8, Generation counter 42

trtype: tcp

adrfam: ipv4

subtype: current discovery subsystem

treq: not specified

portid: 4

trsvcid: 8009

subngn: ngn.1992-
08.com.netapp:sn.f8e2af201b7211f0ac2bd039%ab67a95:discovery
traddr: 192.168.211.71

eflags: explicit discovery connections, duplicate discovery
information

sectype: none

trtype: tcp

adrfam: ipv4

subtype: current discovery subsystem

treq: not specified

portid: 3

trsvcid: 8009

subngn: ngn.1992-
08.com.netapp:sn.f8e2af201b7211f0ac2bd03%eab67a95:discovery
traddr: 192.168.111.71

eflags: explicit discovery connections, duplicate discovery
information

sectype: none

trtype: tcp

adrfam: ipv4

subtype: current discovery subsystem

treq: not specified

portid: 2

trsvcid: 8009

subngn: ngn.1992-
08.com.netapp:sn.f8e2af201b7211f0ac2bd039%ab67a95:discovery
traddr: 192.168.211.70

eflags: explicit discovery connections, duplicate discovery
information

sectype: none

trtype: tcp



adrfam: ipv4

subtype: current discovery subsystem

treq: not specified

portid: 1

trsvcid: 8009

subngn: ngn.1992-
08.com.netapp:sn.f8e2af201b7211f0ac2bd039%ab67a95:discovery
traddr: 192.168.111.70

eflags: explicit discovery connections, duplicate discovery
information

sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem

treq: not specified

portid: 4

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.f8e2af201b7211f0ac2bd039%ab67a95:subsystem.sample t

cp_sub
traddr: 192.168.211.71
eflags: none

sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem

treq: not specified

portid: 3

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.f8e2af201b7211f0ac2bd039%ab67a95:subsystem.sample t

Ccp_sub
traddr: 192.168.111.71
eflags: none

sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem

treq: not specified

portid: 2

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.f8e2af201b7211f0ac2bd03%ab67a95:subsystem.sample t

11



cp_sub

traddr: 192.168.211.70
eflags: none

sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem

treq: not specified

portid: 1

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.f8e2af201b7211f0ac2bd03%ab67a95:subsystem.sample t

cp sub
traddr: 192.168.111.70
eflags: none

sectype: none
localhost:~ #

2. IIEFRBEHEMNVMe/TCPBohiERF-BFLIFAS R E A R IIREA I B ETImHUE:

nvme discover -t tcp -w <host-traddr> -a <traddr>

Bl

nvme discover -t tcp -w 192.168.111.80 -a 192.168.111.66
nvme discover -t tcp -w 192.168.111.80 -a 192.168.111.67
nvme discover -t tcp -w 192.168.211.80 -a 192.168.211.66
nvme discover -t tcp -w 192.168.211.80 -a 192.168.211.67

3. JB1T nvme connect-all TP RFFAEZSZIFNNVMe/TCPEEIER-BRSIP LIZ TS :

nvme connect-all -t tcp -w <host-traddr> -a <traddr>

12



Bl

nvme connect-all -t tcp -w 192.168.111.80 =-a 192.168.111.66
nvme connect-all -t tcp -w 192.168.111.80 -a 192.168.111.67
nvme connect-all -t tcp -w 192.168.211.80 =-a 192.168.211.66
nvme connect-all -t tcp -w 192.168.211.80 =-a 192.168.211.67

M SUSE Linux Enterprise Server 15 SP6 75, NVMe/TCP BIZAINIRE ctrl-loss-tmo  BAEY

@ BxiFl. XENREEHXHEGHERS (TRER) , HEAEALEEFHEEBEIFEN ctrl-
loss-tmo  fEFABYHVBATHFEATE] nvme connect ' T{#FE ‘nvme connect-all @% (%
I "-1) o ltk4h, NVMe/TCP ZHIZRE R £ RREMIERN T EBE, HETRIBM RS,

S 7. IGIE NVMe-oF
ISIERNZNVMeZ RIS, ANAIKRSTIONTAPE B Eia)l 2T iEHFNVMe-oFERE .

p
1. BIFREERARZNVMe L HIZ:

cat /sys/module/nvme core/parameters/multipath

EER L a

2. IBIFHERN ONTAPE A ERYE HNVMe-oF IS & (B30, B Si%E AINetApp ONTAPITHIZE. 71 FHiiopolicyi&
BAREIN RS ERMEEN L

a. BEnFRY:
cat /sys/class/nvme-subsystem/nvme-subsys*/model
NVE=EIIV @S il e

NetApp ONTAP Controller
NetApp ONTAP Controller

13



cat /sys/class/nvme-subsystem/nvme-subsys*/iopolicy

NVE=E VRSl K

round-robin

round-robin

3. WIERABEEEN LEH EMH LI & =8

nvme list

Bl

/dev/nvmednl 81Ix2BVuekWcAAAAAAARB NetApp ONTAP Controller

Namespace Usage Format FW Rev

1 21.47 GB / 21.47 GB 4 KiB + 0 B FFFFFFEF

4. WIESMREIEHIZERESEE NENRSERSAB ERNANAKRE:

14



NVMe/FC

nvme list-subsys /dev/nvmedn5

bkt

nvme-subsysll4d - NQN=ngn.1992-
08.com.netapp:sn.%e30b9760a4911£f08c87d03%ab67a95:subsystem.sles
161 27

hostngn=ngn.2014-
08.org.nvmexpress:uuid: f6517cae-3133-11e8-bbff-7ed30aefl23f
iopolicy=round-robin\
+- nvmelld4d fc traddr=nn-0x234ed039ea359%e4a:pn-
0x2360d039ea359%e4a,host traddr=nn-0x20000090faelec88:pn-
0x10000090faelec88 live optimized
+- nvmell5 fc traddr=nn-0x234ed039ea359%e4a:pn-
0x2362d039ea359%e4a,host traddr=nn-0x20000090faelec88:pn-
0x10000090fae0ec88 live non-optimized
+- nvmell6 fc traddr=nn-0x234ed039%ea359%e4da:pn-
0x2361d039ea359%e4a,host traddr=nn-0x20000090faelec89:pn-
0x10000090faelec89 live optimized
+- nvmell7 fc traddr=nn-0x234ed039%ea359%e4a:pn-
0x2363d039ea359%e4a,host traddr=nn-0x20000090faelec89:pn-
0x10000090fae0ec89 live non-optimized

NVMe/TCP

nvme list-subsys /dev/nvme9nl



btk

nvme-subsys9 - NQN=ngn.1992-
08.com.netapp:sn.f8e2af201b7211f0ac2bd039%ab67a95:subsystem.with
_inband with json hostngn=ngn.2014-
08.org.nvmexpress:uuid:4c4c4544-0035-5910-804b-b2c04£444d33

iopolicy=round-robin

\
+- nvmelO tcp

traddr=192.168.

non-optimized
+- nvmell tcp

traddr=192.168.

optimized
+- nvmel2 tcp

traddr=192.168.

optimized
+- nvme9 tcp

traddr=192.168.

non-optimized

111.

211.

111.

211.

71,trsvcid=4420,src_addr=192.

70, trsvcid=4420,src_addr=192

70, trsvcid=4420, src_addr=192.

71, trsvcid=4420,src_addr=192.

5. ISIFNetAppiEF BB NEINONTAP s 2 FEhE & B 1EHMI(E:

16
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.168

168.

168.

111

.211

111

211

.80 live

.80 live

.80 live

.80 live



7

nvme netapp ontapdevices -o column

STRA)
Device Vserver Namespace Path
NSID UUID Size
/dev/nvmeOnl vs 161
/vol/fc _nvme voll/fc nvme nsl 1 32£d92c7-

0797-428e-ab577-£fdb3£14d0dc3 5.37GB

JSON

nvme netapp ontapdevices -0 json

Bl

"Device":"/dev/nvme98n2",

"Vserver":"vs 1l6l",

"Namespace Path":"/vol/fc nvme vol71/fc _nvme ns71",
"NSID":2,

"UUID":"39d634c4-a75e-4fbd-ab00-3£9355a26e43",
"LBA Size":4096,

"Namespace Size":5368709120,
"UsedBytes":430649344,

T 8. gIEFARIIERIZE

MONTAP 9.11.1 FF¥8, #&RILLA SUSE Linux Enterprise Server 15 SP7 X8I EFA LI EH85 (PDC).
E PDC kBl NVMe FRFRIRMNZMIBRIZIEUR &I B E RN EIERNEL

TB

==
™

17



1. WIER N BENEMIERS A, HEUBE BohiEFin O BARLIFAS#HITIOR:

nvme discover -t <trtype> -w <host-traddr> -a <traddr>

18



btk

Discovery Log Number of Records 8, Generation counter 18

trtype: tcp

adrfam: ipv4

subtype: current discovery subsystem

treq: not specified

portid: 4

trsvcid: 8009

subngn: ngn.1992-
08.com.netapp:sn.4f7af2bd221811f0afadd039%eab0dadd:discovery
traddr: 192.168.111.66

eflags: explicit discovery connections, duplicate discovery
information

sectype: none

trtype: tcp

adrfam: ipv4

subtype: current discovery subsystem

treq: not specified

portid: 2

trsvcid: 8009

subngn: nqgn.1992-
08.com.netapp:sn.4f7af2bd221811f0afadd039%eab0dadd:discovery
traddr: 192.168.211.66

eflags: explicit discovery connections, duplicate discovery
information

sectype: none

trtype: tcp

adrfam: ipv4

subtype: current discovery subsystem

treq: not specified

portid: 3

trsvcid: 8009

subngn: ngn.1992-
08.com.netapp:sn.4f7af2bd221811f0afadd03%eabl0dadd:discovery
traddr: 192.168.111.67

eflags: explicit discovery connections, duplicate discovery
information

sectype: none

trtype: tcp
adrfam: ipv4

19
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subtype: current discovery subsystem

treq: not specified

portid: 1

trsvcid: 8009

subngn: ngn.1992-
08.com.netapp:sn.4f7af2bd221811f0afadd03%eabl0dadd:discovery
traddr: 192.168.211.67

eflags: explicit discovery connections, duplicate discovery
information

sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem
treq: not specified
portid: 4

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.4f7af2bd221811f0afadd039%eab0dadd: subsystem.pdc
traddr: 192.168.111.66
eflags: none

sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem

treq: not specified

portid: 2

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.4f7af2bd221811f0afadd039%eab0dadd: subsystem.pdc
traddr: 192.168.211.66

eflags: none

sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem
treq: not specified
portid: 3

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.4f7af2bd221811f0afadd039%eabl0dadd: subsystem.pdc
traddr: 192.168.111.67
eflags: none

sectype: none



trtype: tcp

adrfam: ipv4

subtype: nvme subsystem
treq: not specified
portid: 1

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.4f7af2bd221811f0afadd039%eabl0dadd: subsystem.pdc
traddr: 192.168.211.67
eflags: none

sectype: none

2. ARMFHEYEIEPDC:

nvme discover -t <trtype> -w <host-traddr> -a <traddr> -p

NVE=E VRSl

nvme discover -t tcp -w 192.168.111.80 -a 192.168.111.66 -p

3. MONTAPIZHI2sH. IWIIFEEEBIEPDC:

vserver nvme show-discovery-controller -instance -vserver <vserver name>

21
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vserver nvme show-discovery-controller -instance -vserver vs_pdc

Vserver Name: vs pdc
Controller ID: 0101h
Discovery Subsystem NQN: ngn.1992-
08.com.netapp:sn.4f7af2bd221811f0afadd03%eabl0dadd:discovery
Logical Interface: 1if2
Node: A400-12-181
Host NQON: ngn.2014-
08.org.nvmexpress:uuid: 9796clec-0d34-11eb-b6b2-3a68dd3bab57
Transport Protocol: nvme-tcp
Initiator Transport Address: 192.168.111.80
Transport Service Identifier: 8009
Host Identifier: 9796clec0d3411ebb6b23a68dd3bab57
Admin Queue Depth: 32
Header Digest Enabled: false
Data Digest Enabled: false
Keep-Alive Timeout (msec): 30000

F$IE 9. IRETEHRNE DI

M ONTAP 9.12.1 748, FA1H ONTAP =428 Z [E)3@:d NVMe/TCP #1 NVMe/FC X #F&EeH N B I,
BIELREBMWIE. 8NN EIEHISSE%IN S XEX DH-EMAC-CHAP Z5H. BEENVMe A ITHIZZAINQN
5EERRENSMNIITZHANAS. EXENESHITEMIIE. NVMeENTITHIZZNITLRES 3 E A KB
Ao

EE] AEAR<SITRE X Config JSSONXHFIEEREHFAZMNRIE. IRFENFTRNFRARAIEERR
BdhchapZ£A. MAZER config JSONX 4.

22



L ITRE

(Ed::!

-

Z3

A ITRAmSE TS TN DI,

1. FREXEHINQN:

cat /etc/nvme/hostngn

2. AENAERL dhchap Z$A.

LUFHBAT “gen-dhchap-key d8 <544

nvime gen-dhchap-key -s optional secret -1 key length {32]48|64} -m
HMAC function {0]1]2]3} -n host ngn

. -s secret key in hexadecimal characters to be used to initialize
the host key

. -1 length of the resulting key in bytes

. -m HMAC function to use for key transformation

0 = none, 1- SHA-256, 2 = SHA-384, 3=SHA-512

. -n host NQN to use for key transformation

FEUTRAEIHR, BER—PENdhchapZiA. HFHMACIZE A3 (SHA-512),

nvme gen-dhchap-key -m 3 -n ngn.2014-
08.org.nvmexpress:uuid:ecdade64-216d-1lec-b7bb-7ed30a5482c3

DHHC-
1:03:1CFivw9ccz58gAcOUIrM7Vs98hd2ZHSr+iw+Amg6xZ2P15D2Yk+HDTZiUAgli1iGgx
TYgnxukgvYedAS55Bw3wtz6sINpR4=:

3. TEONTAP#EHIZE E. AMENFHIEE NdhchapZRiR:

vserver nvme subsystem host add -vserver <svm name> -subsystem
<subsystem> -host-ngn <host ngn> -dhchap-host-secret
<authentication host secret> -dhchap-controller-secret
<authentication controller secret> -dhchap-hash-function {sha-
256|sha-512} -dhchap-group {none|2048-bit|3072-bit|4096-bit|6144-
bit]8192-bit}

4. ENZFRMHERNEMIRIESZE: BafMNE, EEV L. EZEIONTAPIEHISSHIRIEFNES 51
T 538E dhchapZ$A

23



nvme connect -t tcp -w <host-traddr> -a <tr-addr> -n <host ngn> -S
<authentication host secret> -C <authentication controller secret>

5. I&JF nvme connect authentication #3<. IIEFHFIZHIEEdhchapZih:

a. IIEFHdhchap®h:

cat /sys/class/nvme-subsystem/<nvme-subsysX>/nvme*/dhchap secret

ERBREENTAEE

# cat /sys/class/nvme-subsystem/nvme-
subsysl/nvme*/dhchap secret
DHHC-1:01:1M63E6CcX7G5SOKKOju8gmzM53gywsy+C/YwtzxhIt9ZRz+ky:
DHHC-1:01:1M63E6CcX7G5SOKKOju8gmzM53gywsy+C/YwtzxhIt9ZRz+ky:
DHHC-1:01:1iM63E6CcX7G5SOKKOju8gmzM53qywsy+C/YwtzxhIt9ZRz+ky:
DHHC-1:01:1M63E6CcX7G5SOKKOju8gmzM53gywsy+C/YwtzxhIt9ZRz+ky:

b. I&IFIFHI28dhchapZ$A:

cat /sys/class/nvme-subsystem/<nvme-
subsysX>/nvme*/dhchap ctrl secret

BN AE BG5S

# cat /sys/class/nvme-subsystem/nvme-
subsys6/nvme*/dhchap ctrl secret

DHHC-
1:03:1CFivw9ccz58gAcOUIrM7Vs98hd2ZHSr+iw+Amg6xZ2P15D2Yk+HDTZ1iUA
gliGgxTYgnxukgvYedAS55Bw3wtz6sJINpR4=:

DHHC-
1:03:1CFivw9ccz58gAcOUIrM7Vs98hd2ZHSr+iw+Amg6xZ2P15D2Yk+HDTZ1iUA
gliGgxTYgnxukgvYedAS55Bw3wtz6sJINpR4=:

DHHC-
1:03:1CFivw9ccz58gAcOUJrM7Vs98hd2ZHSr+iw+Amg6xZP15D2Yk+HDTZiUA
gliGgxTYgnxukgvYedAS55Bw3wtz6sJINpR4=:

DHHC-
1:03:1CFivw9ccz58gAcOUJrM7Vs98hd2ZHSr+iw+Amg6xZP15D2Yk+HDTZiUA
gliGgxTYgnxukgvYedAS55Bw3wtz6sJINpR4=:



JSON {4
WNERONTAPIZHIZRECE R HE Z MNNVMeF RS, MR LIBEXHSGHm<$4EE nvme connect-all EH

‘/etc/nvme/config.jsone

BERJSONX . BJLUER -03%E, BXEZIEEEI. 155 IMNVMe Connect-allZFAf 13,

TIE
1. B E JSON X f4:

25
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btk

# cat /etc/nvme/config.json
[
{
"hostngn":"ngn.2014-08.org.nvmexpress:uuid:4c4c4544-0035-
5910-804b-b2c04£4444d33",
"hostid":"4c4c4544-0035-5910-804b-b2c04£444d33",
"dhchap key":"DHHC-
1:01:141789R11sMuHLCY27RVI8X10C\/GzjRwyhxip5hmIELsHrBqg:",
"subsystems": [
{

"ngn":"ngn.1992-
08.com.netapp:sn.f8e2af201b7211£f0ac2bd03%ab67a95:subsystem.samp
le tcp sub",

"ports": [

{

"transport":"tcp",

"traddr":"192.168.111.70",

"host traddr":"192.168.111.80",

"trsvcid":"4420"

"dhchap ctrl key":"DHHC-
1:03:jJgg¥cISKp73+XgAf2X6twringBpr2n0MGWbmZIZg4PieKZCoi1KGef81Avh
YSOPNK7T+04YD5CRPjh+m3qjJU++yR8s=:"

by

"transport":"tcp",

"traddr":"192.168.111.71",

"host traddr":"192.168.111.80",

"trsvcid":"4420",

"dhchap ctrl key":"DHHC-
1:03:jJgg¥cISKp73+XgAf2X6twrIngBpr2n0MGWbmZIZg4PieKZCoi1KGef81Avh
YSOPNK7T+04YD5CRPjh+m3qjJU++yR8s=:"

br
{

"transport":"tcp",

"traddr":"192.168.211.70",

"host traddr":"192.168.211.80",

"trsvcid":"4420",

"dhchap ctrl key":"DHHC-
1:03:jJgg¥cISKp73+XgAf2X6twrIngBpr2n0MGWbmZIZg4PieKZCoi1KGef81Avh
YSOPNK7T+04YD5CRPjh+m3qjJU++yR8s=:"

br
{

"transport":"tcp",



"traddr":"192.168.211.71",

"host traddr":"192.168.211.80",

"trsvcid":"4420",

"dhchap ctrl key":"DHHC-
1:03:jJgg¥cISKp73+XgAf2X6twr9ngBpr2n0MGWbmZIZg4PieKZCoilKGef81Avh
YSOPNK7T+04YD5CRPjh+m3qjJU++yR8s=:"

}

@ £ ERRBIH, dhchap key MMF, “dhchap ctrl key X[
‘dhchap ctrl secret'F “dhchap secreto

2. {3 config JSSONX 4% ZIONTAPIZHI28

nvme connect-all -J /etc/nvme/config.json
Rl

traddr=192.168.211.70 is already connected
traddr=192.168.111.71 is already connected
traddr=192.168.211.71 is already connected
traddr=192.168.111.70 is already connected
traddr=192.168.211.70 is already connected
traddr=192.168.111.70 is already connected
traddr=192.168.211.71 is already connected
traddr=192.168.111.71 is already connected
traddr=192.168.211.70 is already connected
traddr=192.168.111.71 is already connected
traddr=192.168.211.71 is already connected
traddr=192.168.111.70 is already connected

3. WIFR T ENE N FARFRIMBENITH 23 /= Adhchap s .

a. IHiFEHldhchapZ$A:

cat /sys/class/nvme-subsystem/nvme-subsys0/nvme0/dhchap secret



NVE=E V@R il
DHHC-1:01:14i1789R11sMuHLCY27RVI8X10C/GzjRwyhxip5hmIELsHrBqg:
b. I8iFizHI28dhchap® A :

cat /sys/class/nvme-subsystem/nvme-
subsys0/nvme0/dhchap ctrl secret

EER L a

DHHC-
1:03:jJgg¥cISKp73+XgAf2X6twrIngBpr2n0MGWbmZIZg4PieKZCoi1lKGef81AvhYSOP
NK7T+04YD5CRPJh+m3gqjJU++yR8s=:

FE10: CETmEReM

EHE %2 (Transport Layer Security. TLS)AAINVMe-oF EHFIONTAPIES! 2 [BIINVMeiEE iR 2 £ IR E|
N, Mtls.16.1FFA. EEILUEFAONTAP 9F B AL BTt =248 (PSK)AC Etls.1.30

KXTFULES

& LATE SUSE Linux Enterprise Server EN_ EHMITILEIZHRBTE, BRIFEIBTELETE ONTAP T8 EHITHE
MNPIE,

p
1. RELRETEEBUTHSR ktls-utils , openssl, # 'libopenssl W LELERHEE:

a. IGiF ktls-utils :

rpm -ga | grep ktls

EBNIZEEERU T

ktls-utils-0.10+33.9311d943-150700.1.5.x86 64

a. I9JF SSL &

repm -ga | grep ssl
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libopenssl13-3.2.3-150700.3.20.x86_ 64
openssl-3-3.2.3-150700.3.20.x86_64
libopenssll 1-1.1.1w-150700.9.37.x86 64

2. BiIrREEIEMIEE /etc/tlshd. conf:

cat /etc/tlshd.conf

Bt

[debug]

loglevel=0

t1ls=0

nl=0

[authenticate]

keyrings=.nvme
[authenticate.client]
#x509.truststore= <pathname>
#x509.certificate= <pathname>
#x509.private key= <pathname>
[authenticate.server]
#x509.truststore= <pathname>
#x509.certificate= <pathname>
#x509.private key= <pathname>

3. BA tishd UERAK BB

systemctl enable tlshd

4. IOIFSTIPHIER S tishd IETEIBTT:

systemctl status tlshd
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tlshd.service - Handshake service for kernel TLS consumers
Loaded: loaded (/usr/lib/systemd/system/tlshd.service; enabled;
preset: disabled)
Active: active (running) since Wed 2024-08-21 15:46:53 IST; 4h
57min ago
Docs: man:tlshd(8)
Main PID: 961 (tlshd)
Tasks: 1
CPU: 46ms
CGroup: /system.slice/tlshd.service
L—961 /usr/sbin/tlshd
Aug 21 15:46:54 RX2530-M4-17-153 tlshd[961]: Built from ktls-utils
0.11-dev on Mar 21 2024 12:00:00

S. {ER4ERLTLS PSK nvme gen-tls-key:

. IOIEEM:

cat /etc/nvme/hostngn

ERER T

ngn.2014-08.org.nvmexpress:uuid:4c4c4544-0035-5910-804b-b2c04£444d33

. IIFEER

nvme gen-tls-key —--hmac=1 --identity=1 --subsysngn= ngn.1992-
08.com.netapp:sn.a2d41235b78211efb57dd039%ab67a95: subsystem.nvmel

EER L a

NVMeTLSkey-1:01:C50EsaGtuOp8n5fGESEuUWjbBCtshmfoHx4XTqTJUmydf0gIj:

6. ZFONTAPIZTHIZE F. JETLS PSKFEIEIONTAPF &% :
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nvime subsystem host add -vserver vs iscsi tcp -subsystem nvmel -host
-ngn ngn.2014-08.org.nvmexpress:uuid:4c4c4544-0035-5910-804b-
b2c04£444d33 -tls-configured-psk NVMeTLSkey-
1:01:C50EsaGtuOp8n5fGE9EUWjbBCtshmfoHx4XTgTJUmydf0gIj:

7. FTLS PSKIENENRIZZ AL :

nvme check-tls-key --identity=1 --subsysngn=nqn.1992
-08.com.netapp:sn.a2d41235b78211efb57dd039%ab67a95:subsystem.nvmel
-—keydata=NVMeTLSkey
-1:01:C50EsaGtuOp8nbfGEIEuWjbBCtshmfoHx4XTgTJUmydf0gIj: —--insert

ERIZBEILUT TLS &4R:

Inserted TLS key 22152a’7e

@ PSK 27~ "NVMe1RO1 EAEE “identity vi 3 E TLS I2F &%, Identity vI2ONTAP
ME— % FFRY R S,

8. WIFEEEIEMIEATLS PSK:

cat /proc/keys | grep NVMe

bl it
069f56bb I--Q--- 5 perm 3010000 0 0 psk NVMelRO1
ngn.2014-08.org.nvmexpress:uuid:4c4c4544-0035-5910-804b-b2c04£444d33
ngn.1992-

08.com.netapp:sn.a2d41235b78211efb57dd03%ab67a95:subsystem.nvmel
0YVLelmiOwnvDjXKBmrnIgGVpFIBDJtc4dhmQXE/36Sw=: 32

9. FAIENMITLS PSKIEIZE|ONTAPF & %::

a. I§3F TLS PSK:
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nvme connect -t tcp -w 192.168.111.80 -a 192.168.111.66 -n ngn.1992-

08.com.netapp:sn.a2d41235b78211efb57dd03%ab67a95:subsystem.nvmel
--tls key=0x069f56bb -tls

N vE=EI V@R T e
connecting to device: nvmel
a. WIFYIRFRE:
nvme list-subsys

byl

nvme-subsys0 - NQN=ngn.1992-
08.com.netapp:sn.a2d41235b78211efb57dd03%ab67a95:subsystem.nvmel

hostngn=ngn.2014-08.org.nvmexpress:uuid:4cd4cd4544-
0035-5910-804b-b2c04£444d33

\

+- nvmeO tcp

traddr=192.168.111.66,trsvcid=4420,host traddr=192.168.111.80,src
~addr=192.168.111.80 live

10. FIMNBFR. HWIESIEEONTAPFRSRITLSIER

nvme subsystem controller show -vserver slesl5 tls -subsystem slesl5
-instance
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(vserver nvme subsystem controller show)

Vserver Name: vs iscsi tcp

Subsystem:
Controller ID:
Logical Interface:
Node:

Host NQN:

nvmel

0040h

tcpnvme 1ifl 1
A400-12-181
ngn.2014-

08.org.nvmexpress:uuid:4c4c4544-0035-5910-804b-b2c04£444d33

Transport Protocol:
Initiator Transport Address:
Host Identifier:
4c4c454400355910804bb2c04£444d33
Number of I/O Queues:
I/0 Queue Depths:
Admin Queue Depth:
Max I/0O Size in Bytes:
Keep-Alive Timeout (msec):
Subsystem UUID:
d039%eab67a95
Header Digest Enabled:
Data Digest Enabled:
Authentication Hash Function:
Authentication Diffie-Hellman Group:
Authentication Mode:
Transport Service Identifier:
TLS Key Type:
TLS PSK Identity:

nvme-tcp
192.168.111.80

2
128,
32
1048576
5000

128

8bbfb403-1602-11£f0-ac2b-

false

false

sha-256

3072-bit
unidirectional
4420

configured
NVMelRO1l ngn.2014-

08.org.nvmexpress:uuid:4c4c4544-0035-5910-804b-b2c04£444d33

ngn.1992-

08.com.netapp:sn.a2d41235b78211efb57dd03%ab67a95:subsystem.nvmel

0YVLelmiOwnvDjXKBmrnIgGVpFIBDJItc4dhmQXE/36Sw=

TLS Cipher:

TLS-AES-128-GCM-SHA256

F11F . EECNAZA
peg =R

ST X HAONTAPHISUSE Linux Enterprise Server 15 SP6
HINVMe-oF F=HECE

BAEIENIRG R ZIEIAB(AANA)BISUSE Linux Enterprise Server 15 SP632 35 E T MW4Z4E
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FIHINVMe (NVMe-oF). S1EE T FLFBERINVMe (NVMe/FC)FE % ia, ENVMe-
oFIfiEH, ANAMEY FiSCSIFIFCPIFIEFMIALUAZ IRIRTHAE. HALEEHNZNVMe % iR
23 h

AT HhE TR AONTAPHISUSE Linux Enterprise Server 15 SP6fINVMe-oF ZHEZE

* EE—EH LIBITNVMeISCSIRE, FlUl. EaILIAISCSI LUNRISCSIIZ&FECEdm-Multipath mpath. FF
fERANVMeZ BZEEA LEEENVMe-oF in & = (a)i% &,

* THEFFEFTCPAINVMe (NVMe/TCP)MINVMe/FCo X#E. ZASHEEEHRINetApptEfF "nvme-cli FLEEE &
TNVMe/FCFINVMe/TCPEs & X HIONTAPIEA(E B,

BEXLHNEENEZIFMEER, BN BREFERTA,
IheE

* TENVMeZ £ H RN FHIIE

© HIFERAM—ATINQNAKA M & ILiEHI25(PDC)

* ANVMe/TCPIRMHTLS 1.3MNHRXZ#F
EX1PEH

* BRIFRZFFERANVMe-oF B EHSAN,

* T£SUSE Linux Enterprise Server 15 SP6E#41_L. NetApp ‘sanlun’ =X EARFEALZIHFNVMe-oF, 2R
PURFR AR B EINetApptE Y “nvme-cli' #1TEIENVMe-oF & i,

ACE NVMe/FC

&R LUK FAONTAPEZEAISUSE Linux Enterprise Server 15 SP6EZE&NVMe/FC5Broadcom/Emulex FC
g Marvell/Qlogic FCi&EEZ g8
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Broadcom/Emulex
JFIBroadcom/Emulex FCIEEC22EZENVMe/FC,

p
1. WIS ERANE RIS RS

cat /sys/class/scsi_host/host*/modelname

Tl

LPe32002 M2
LPe32002-M2

2. IIEEFCRR A S )Rk

cat /sys/class/scsi host/host*/modeldesc

ANt

Emulex LightPulse LPe32002-M2 2-Port 32Gb Fibre Channel Adapter
Emulex LightPulse LPe32002-M2 2-Port 32Gb Fibre Channel Adapter

3. WIER T IEEERAEINNEmMulexEN SIS (HBA)EHAR A :

cat /sys/class/scsi_host/host*/fwrev

Tl

14.2.673.40, sli-4:2:c
14.2.673.40, sli-4:2:c

4. IFR R IETE A ZEINMIpfcIREHZ AR A |

cat /sys/module/lpfc/version

Tl

0:14.4.0.1

S. WIFR B RAIUEEREFIRO:
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cat /sys/class/fc host/host*/port name

ANt

0x10000090faeclec88
0x10000090faelec89

- WIEREhE R Un R S EAL

cat /sys/class/fc host/host*/port state

Tl

Online

Online

. IWIENVMe/FCEIiEF RO S BB EERAEa I

cat /sys/class/scsi _host/host*/nvme info

FEUTRAFR. — P EiEFROESRA. 5™ EREARRXE,



btk

NVME Initiator Enabled

XRI Dist 1lpfcO Total 6144 IO 5894 ELS 250
NVME LPORT lpfcO WWPN x10000090faelec88 WWNN x20000090faelec88
DID x0al300 ONLINE
NVME RPORT WWPN x2070d039ea359%ed4a WWNN x206bd039ea359e4a DID
x0a0a05 TARGET DISCSRVC
ONLINE
NVME Statistics

LS: Xmt 00000003ba Cmpl 00000003ba Abort 00000000

LS XMIT: Err 00000000 CMPL: xb 00000000 Err 00000000

Total FCP Cmpl 0000000014e3dfb8 Issue 0000000014e308db OutIO
fEffffffff££2923

abort 00000845 noxri 00000000 nondlp 00000063 gdepth 00000000
wgerr 00000003 err 00000000

FCP CMPL: xb 00000847 Err 00027f£33
NVME Initiator Enabled
XRI Dist 1lpfcl Total 6144 IO 5894 ELS 250
NVME LPORT lpfcl WWPN x10000090faelec89 WWNN x20000090faelec89
DID x0al200 ONLINE
NVME RPORT WWPN x2071d039ea359%ed4a WWNN x206bd039ea359e4a DID
x0a0305 TARGET DISCSRVC
ONLINE
NVME Statistics
LS: Xmt 00000003ba Cmpl 00000003ba Abort 00000000
LS XMIT: Err 00000000 CMPL: xb 00000000 Err 00000000
Total FCP Cmpl 0000000014e39f78 Issue 0000000014e2b832 OutIO
ffffffffffff18ba

abort 0000082d noxri 00000000 nondlp 00000028 gdepth 00000000
wgerr 00000007 err 00000000
FCP CMPL: xb 0000082d Err 000283bb

Marvell/QLogic

SUSE Linux Enterprise Server 15 SP6RAZH M AHIN B qla2xxx IR shizF A8 RIEERRF. XL

BERFIFONTAPZIHEXEE,

ZIMarvell/QLogici&EtzsBELENVMe/FC,

TR
1. BOE

BRBEEGTRZFESEKNIZFMEHhRES

cat /sys/class/fc _host/host*/symbolic name
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ANt

QLE2742 FW:v9.14.01 DVR: v10.02.09.200-k
QLE2742 FW:v9.14.01 DVR: v10.02.09.200-k

2. IWIFREE gl2xnvmeenable SEISEN1:
cat /sys/module/gla2xxx/parameters/gl2xnvmeenable

FEAES 1,

B 1 MB /0 X\ (F]i%)

ONTAPTEIRZIIE 2 IR IR S RALUIRE AN (MDTS) A 8, XEMERA /0 iERA/NEE IMB, B
Broadcom NVMe/FC EHL&H 1MB A/ 1/0 153K, ERIZIEM Ipfc BIMNME Ipfc_sg_seg_cnt SEMERINE
64 LA 256,

()  =EsEREEFEENMe/FCEL

B
1. %% “Ipfc_sg_seg_cnt BEIGE 1256

cat /etc/modprobe.d/lpfc.conf
BRZ2B R X MTF AT A8 ES
options lpfc lpfc sg seg cnt=256

2. i&17 “dracut - Sp S HEHBEIEN.
3. WIFMMERS 'Ipfc_sg_seg_cnt }9256:

cat /sys/module/lpfc/parameters/lpfc sg seg cnt

KIENVMefRSS

MSUSE Linux Enterprise Server 15 SP6FF%4. “nvmefc-boot-connections.service'NVMe/FCEH £ & RN
‘nvmf-autoconnect.service' BzARSS ‘nvme-cli = BB . UEERABoHHREIREI. RABTHTRGE. BN
WIEREERARBIRS.

p

1. IIFR A nvmf-autoconnect.service' BB
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systemctl status nvmf-autoconnect.service

btk

nvmf-autoconnect.service - Connect NVMe-oF subsystems automatically

during boot

Loaded: loaded (/usr/lib/systemd/system/nvmf-autoconnect.service;
enabled; vendor preset: disabled)

Active: 1nactive (dead) since Thu 2024-05-25 14:55:00 IST; 1lmin
ago

Process: 2108 ExecStartPre=/sbin/modprobe nvme-fabrics (code=exited,

status=0/SUCCESS)

Process: 2114 ExecStart=/usr/sbin/nvme connect-all (code=exited,
status=0/SUCCESS)

Main PID: 2114 (code=exited, status=0/SUCCESS)

systemd[1l]: Starting Connect NVMe-oF subsystems automatically during

boot...
nvme [2114]: traddr=nn-0x201700a098fd4cab:pn-0x201800a098fd4cab is
already connected

systemd[1l]: nvmf-autoconnect.service: Deactivated successfully.

systemd[1l]: Finished Connect NVMe-oF subsystems automatically during

boot.

2. I9IFRE “nvmefc-boot-connections.service BB :
systemctl status nvmefc-boot-connections.service

kbl

nvmefc-boot-connections.service - Auto-connect to subsystems on FC-
NVME devices found during boot

Loaded: loaded (/usr/lib/systemd/system/nvmefc-boot-
connections.service; enabled; vendor preset: enabled)

Active: inactive (dead) since Thu 2024-05-25 14:55:00 IST; 1lmin
ago
Main PID: 1647 (code=exited, status=0/SUCCESS)

systemd[1l]: Starting Auto-connect to subsystems on FC-NVME devices
found during boot...

systemd[1l]: nvmefc-boot-connections.service: Succeeded.
systemd[1l]: Finished Auto-connect to subsystems on FC-NVME devices

found during boot.
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ACE NVMe/TCP

NVMe/TCP;&E BohEiEINEE, k. ErILUET FoIITNVMe/TCPE,, connect-all “#R1ER%
IINVMe / TCPFRGEMEBZ IR connecto

HIE
1. BB IEF R OB o LUEIE S 1FMNVMe/TCP LIFIZENA TN B & T EiKIE:

nvme discover -t tcp -w <host-traddr> -a <traddr>
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btk

Discovery Log Number of Records 8, Generation counter 18

trtype: tcp

adrfam: ipvé

subtype: current discovery subsystem

treqg: not specified

portid: 4

trsvcid: 8009

subngn: ngn.1992-
08.com.netapp:sn.8b5ee9199ff411ecad68d03%a36all6:discovery
traddr: 192.168.211.67

eflags: explicit discovery connections, duplicate discovery
information

sectype: none

trtype: tcp

adrfam: ipv4

subtype: current discovery subsystem

treqg: not specified

portid: 2

trsvcid: 8009

subngn: ngn.1992-
08.com.netapp:sn.8b5ee9199ff411eecad68d039%a36all6:discovery
traddr: 192.168.111.67

eflags: explicit discovery connections, duplicate discovery
information

sectype: none

trtype: tcp

adrfam: ipvé

subtype: current discovery subsystem

treqg: not specified

portid: 3

trsvcid: 8009

subngn: ngn.1992-
08.com.netapp:sn.8b5ee9199ff411ecad68d03%a36all6:discovery
traddr: 192.168.211.66

eflags: explicit discovery connections, duplicate discovery
information

sectype: none

trtype: tcp
adrfam: ipvé

41
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subtype: current discovery subsystem

treqg: not specified

portid: 1

trsvcid: 8009

subngn: ngn.1992-
08.com.netapp:sn.8b5ee9199ff411eecad68d03%a36all6:discovery
traddr: 192.168.111.66

eflags: explicit discovery connections, duplicate discovery
information

sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem
treqg: not specified
portid: 4

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.8b5ee9199ff4lleecad68d039%a36all6:subsystem.nvme tcp
1

traddr: 192.168.211.67
eflags: none

sectype: none

trtype: tcp

adrfam: ipvé

subtype: nvme subsystem
treqg: not specified
portid: 2

trsvecid: 4420

subngn: ngn.1992-
08.com.netapp:sn.8b5ee9199ff4lleecad68d039%a36allb:subsystem.nvme tcp
1

traddr: 192.168.111.67
eflags: none

sectype: none

trtype: tcp

adrfam: ipvé

subtype: nvme subsystem

treqg: not specified

portid: 3

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.8b5ee9199ff4lleecad68d039%a36all6:subsystem.nvme tcp
1



traddr: 192.168.211.66
eflags: none
sectype: none

trtype: tcp

adrfam: ipvé

subtype: nvme subsystem
treg: not specified
portid: 1

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.8b5ee9199ff4lleecad68d039%a36allb:subsystem.nvme tcp
1

traddr: 192.168.111.66
eflags: none

sectype: none

2. ISIFFR A EHMNVMe/TCPEthiZF-BARLIFAE 23S vl LU IHIREVA I B S I mEUE

nvme discover -t tcp -w <host-traddr> -a <traddr>

Tl

nvme discover -t tcp -w 192.168.111.79 -a 192.168.111.66
nvme discover -t tcp -w 192.168.111.79 -a 192.168.111.67
nvme discover -t tcp -w 192.168.211.79 -a 192.168.211.66
nvme discover -t tcp -w 192.168.211.79 -a 192.168.211.67

3. iB1T nvme connect-all ETRPFAEZIZIFNNVMe/TCPEENTER-BIRSIP Lz T6H<:

nvme connect-all -t tcp -w <host-traddr> -a <traddr>

Tl

nvme connect-all -t tcp -w 192.168.111.79 -a 192.168.111.66
nvme connect-all -t tcp -w 192.168.111.79 -a 192.168.111.67
nvme connect-all -t tcp -w 192.168.211.79 -a 192.168.211.66
nvme connect-all -t tcp -w 192.168.211.79 -a 192.168.211.67



MSUSE Linux Enterprise Server 15 SP6F38. NVMe/TCPHEEIHIBRINIZE ctrl-loss-

(D tmo  BXH, XBMKEEINAHLERE (LRHIER) , A% nvme connect-all®
B9 XN -1)NEEFEERER ctrl-loss-tmo EBEY#FLRATEl, “nvme connect Itk
b NVMe/TCPIZTHIBRE A L REHER AL EEN. HLRBEFEE,

ISiE NVMe-oF
R LT3 IIE X FHONTAPHISUSE Linux Enterprise Server 15 SP6HINVMe-oFER &,

T
1. WIFRTERBANZ NVMe Zi&E:

cat /sys/module/nvme core/parameters/multipath

FRERES"Y"o

2. W FENEBEEEERATONTAP NVMed B EMEMITHIZES
cat /sys/class/nvme-subsystem/nvme-subsys*/model

Tl

NetApp ONTAP Controller
NetApp ONTAP Controller

3. IRIEFERZONTAP NVMe I/OE4I28HINVMe I/OFERK :

cat /sys/class/nvme-subsystem/nvme-subsys*/iopolicy

Tl

round-robin

round-robin

4. IBIEONTAPRZFER T XM EMNAI W :

nvme list -v
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btk

Subsystem Subsystem—-NON
Controllers
nvme-subsys0 ngn.1992-

08.com.netapp:sn.0501dafl5ddalleeab68d039%aa’7a232:subsystem.unidir d

hcha p nvme0O, nvmel, nvme2, nvme3

Device SN MN
FR TxPort Asdress Subsystem Namespaces
nvme0 81LGgBUgsI3EAAAAAAAE NetApp ONTAP Controller FFFFFFFF tcp

traddr=192.168.111.66,trsvcid=4420,host traddr=192.168.111.79 nvme-

subsys0 nvmeOnl

nvmel 81LGgBUgsI3EAAAAAAAE NetApp ONTAP Controller FFFFFFFF tcp
traddr=192.168.111.67,trsvcid=4420,host traddr=192.168.111.79 nvme-

subsys0 nvmeOnl

nvme2 81LGgBUgsI3EAAAAAAAE NetApp ONTAP Controller FFFFFFEFF tcp
traddr=192.168.211.66,trsvcid=4420,host traddr=192.168.211.79 nvme-

subsys0 nvmeOnl

nvme3 81LGgBUgsI3EAAAAAAAE NetApp ONTAP Controller FFFFFFFF tcp
traddr=192.168.211.67,trsvcid=4420,host traddr=192.168.211.79 nvme-

subsys0 nvmeOnl

Device Generic NSID Usage Format
Controllers
/dev/nvmelOnl /dev/ngOnl 0x1 1.07 GB / 1.07 GB 4 KiB +

0B nvmeO, nvmel, nvme2, nvme3

S WIS M RENIEHISBRESES HEIRSER T AF ERANAKES:

nvme list-subsys /dev/<subsystem name>
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NVMe/FC

nvme list-subsys /dev/nvme2nl

bkt

nvme-subsys2 - NQN=ngn.1992-
08.com.netapp:sn.06303c519d8411ecad468d039%ea36al06:subs
ystem.nvme
hostngn=ngn.2014-08.org.nvmexpress:uuid:4cd4cd4544-
0056-5410-8048-c6c04£425633

iopolicy=round-robin

\
+- nvmed fc traddr=nn-0x208fd039%ea359%e4a:pn-
0x210dd03%ea359%9e4a, host traddr=nn-0x2000f4c7aalcd7ab:pn-
0x2100f4c7aalcd7ab live optimized
+- nvme6 fc traddr=nn-0x208fd039%ea359%e4a:pn-
0x210ad03%ea359%e4a, host traddr=nn-0x2000f4c7aalcd7aa:pn-
0x2100f4c7aalcd7aa live optimized

NVMe/TCP

nvme list-subsys



btk

nvme-subsysl - NQN=nqgn.1992-

08.com.netapp:sn.8b5ee9199ff411eead468d039%a36al06:subsystem.nvme

_tep 1

hostngn=ngn.2014-08.org.nvmexpress:uuid:4c4c4544-0035-5910-

804b-b2c04£444d33
iopolicy=round-robin
\

+- nvmed tcp

traddr=192.168.111.66, trsvcid=4420,host traddr=192.

c addr=192.168.111.79 live
+- nvme3 tcp

traddr=192.168.211.66, trsvcid=4420,host traddr=192.

c _addr=192.168.111.79 live
+- nvme2 tcp

traddr=192.168.111.67, trsvcid=4420,host traddr=192.

c _addr=192.168.111.79 live
+- nvmel tcp

traddr=192.168.211.67,trsvcid=4420,host traddr=192.

c _addr=192.168.111.79 live

6. IOIFNetAppiE 2B NENONTAP v B T a1& & B EHRI(E:

168.111.

168.211.

168.111

168.211.

79, sr

79, sr

.79, sr

79, sr
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nvme netapp ontapdevices -o column

AN G kTl
Device Vserver Namespace Path
NSID UUID Size
/dev/nvmeOnl vs 192 /vol/fcnvme vol 1 1 0/fcnvme ns 1

c6586535-da8a-40£fa-8c20-759ea0d69d33 20GB

JSON

nvme netapp ontapdevices -0 json

Bl
{
"ONTAPdevices": [
{
"Device":"/dev/nvmeOnl",
"Vserver":"vs 192",
"Namespace Path":"/vol/fcnvme vol 1 1 0/fcnvme ns",
"NSID":1,

"UUID":"c6586535-da8a-40fa-8c20-759ea0d69d33",
"Size":"20GB",

"LBA Data Size":4096,

"Namespace Size":262144

}

]

}

BIRERANE R B3

MSUSEL. 111784, &R LLIJIONTAP 9 15 SP6 EHBIZEKA M L INIEHIZR(PDC). EBTIENINVMeFRAER
INSMIBRIRIEL R I A B ETNE IR ER. FEPDC,

TR
1. WIER N BENEMIERSAA. HEUBE BohiEFin O BARLIFAS#HITIOR:
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nvme discover -t <trtype> -w <host-traddr> -a <traddr>
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btk

Discovery Log Number of Records 8, Generation counter 18

trtype: tcp

adrfam: ipvé

subtype: current discovery subsystem

treqg: not specified

portid: 4

trsvcid: 8009

subngn: ngn.1992-
08.com.netapp:sn.8b5ee9199ff411ecad68d03%a36all6:discovery
traddr: 192.168.211.67

eflags: explicit discovery connections, duplicate discovery
information

sectype: none

trtype: tcp

adrfam: ipv4

subtype: current discovery subsystem

treqg: not specified

portid: 2

trsvcid: 8009

subngn: ngn.1992-
08.com.netapp:sn.8b5ee9199ff411eecad68d039%a36all6:discovery
traddr: 192.168.111.67

eflags: explicit discovery connections, duplicate discovery
information

sectype: none

trtype: tcp

adrfam: ipvé

subtype: current discovery subsystem

treqg: not specified

portid: 3

trsvcid: 8009

subngn: ngn.1992-
08.com.netapp:sn.8b5ee9199ff411ecad68d03%a36all6:discovery
traddr: 192.168.211.66

eflags: explicit discovery connections, duplicate discovery
information

sectype: none

trtype: tcp
adrfam: ipvé



subtype: current discovery subsystem

treqg: not specified

portid: 1

trsvcid: 8009

subngn: ngn.1992-
08.com.netapp:sn.8b5ee9199ff411eecad68d03%a36all6:discovery
traddr: 192.168.111.66

eflags: explicit discovery connections, duplicate discovery
information

sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem
treqg: not specified
portid: 4

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.8b5ee9199ff4lleecad68d039%a36all6:subsystem.nvme tcp
1

traddr: 192.168.211.67
eflags: none

sectype: none

trtype: tcp

adrfam: ipvé

subtype: nvme subsystem
treqg: not specified
portid: 2

trsvecid: 4420

subngn: ngn.1992-
08.com.netapp:sn.8b5ee9199ff4lleecad68d039%a36allb:subsystem.nvme tcp
1

traddr: 192.168.111.67
eflags: none

sectype: none

trtype: tcp

adrfam: ipvé

subtype: nvme subsystem

treqg: not specified

portid: 3

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.8b5ee9199ff4lleecad68d039%a36all6:subsystem.nvme tcp
1
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traddr: 192.168.211.66
eflags: none
sectype: none

trtype: tcp

adrfam: ipvé

subtype: nvme subsystem
treg: not specified
portid: 1

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.8b5ee9199ff4lleecad68d039%a36allb:subsystem.nvme tcp
1

traddr: 192.168.111.66
eflags: none

sectype: none

- ARIF RS 6#EPDC:

nvme discover -t <trtype> -w <host-traddr> -a <traddr> -p

Tl

nvme discover -t tcp -w 192.168.111.79 -a 192.168.111.666 -p

MONTAP#ZHIZEH. WIEEHECIEPDC:

vserver nvme show-discovery-controller -instance -vserver <vserver name>



btk

vserver nvme show-discovery-controller -instance -vserver vs nvme79
Vserver Name: vs CLIENT116 Controller ID: 00COh

Discovery Subsystem NQN: ngn.1992-
08.com.netapp:sn.48391d66cl0a6llecaaa5d039%9eal65514:discovery Logical
Interface UUID: d23cbbla-c0a6-11ec-9731-d039%eal65abc Logical
Interface:

CLIENT116 1if 4a 1

Node: A400-14-124

Host NQN: ngn.2014-08.org.nvmexpress:uuid:12372496-59c4-4d1lb-be09-
74362c0clafc

Transport Protocol: nvme-tcp

Initiator Transport Address: 192.168.1.16

Host Identifier: 59de25be738348f08a79df4bce9573f3 Admin Queue Depth:
32

Header Digest Enabled: false Data Digest Enabled: false

Vserver UUID: 48391d66-cOa6-llec-aaa5-d039eal65514

RERETRNEHIIE

MLinux.12.1FF14. ZHEFEONTAP 9 15 SP6EHNIFIONTAPIZHI 28 7 [B@IENVMe/TCPFINVMe/FCH TR &
R B30I,

BIGERESMIIE. SN ENSITHIZREB LS XEX DH-EMAC-CHAP ZEA. EENVMeENTITHIZZAINQN
SEEREENSHEIERANAS, EXENESHITEMIEIE. NVMeENTHZH B IIRF 53 F 75 KEX
AYEH,

ER AR LITREH Config JSONXHFIEELEHAZ NI, MREFEANFRBNFRAIEERE
HdhchapZA. N#4ZfE A config JSONI 5o

53



L ITRE

EABSITRAERERETRNE NI,

g
1. FREXEHINQN:

cat /etc/nvme/hostngn

2. AJSUSE Linux Enterprise Server 15 SP6E#14%dhchapZZ$h.

LUTFHiIHHIREAT "gen-dhchap-key @n S

nvime gen-dhchap-key -s optional secret -1 key length {32]48|64} -m
HMAC function {0]1]2]3} -n host ngn

. -s secret key in hexadecimal characters to be used to initialize
the host key

. -1 length of the resulting key in bytes

. -m HMAC function to use for key transformation

0 = none, 1- SHA-256, 2 = SHA-384, 3=SHA-512

. -n host NQN to use for key transformation

FEUTRAEIHR, BER—PENdhchapZiA. HFHMACIZE A3 (SHA-512),

nvme gen-dhchap-key -m 3 -n ngn.2014-
08.org.nvmexpress:uuid:d3ca725a- ac8d-4d88-b46a-174ac235139%b

DHHC-

1:03:J2UJQfj9f0pLnpF/ASDIRTYILKJIRr 5CougGpGdQSysPrLubRW1£G15VSibeDF1n
1DEh3nVBel9nQ/LxreSBeH/bx/pU=:

3. 7ZZONTAP#EHIZE E. HINENFHIEE N dhchapZ$A:

vserver nvme subsystem host add -vserver <svm name> -subsystem
<subsystem> -host-ngn <host ngn> -dhchap-host-secret
<authentication host secret> -dhchap-controller-secret
<authentication controller secret> -dhchap-hash-function {sha-
256|sha-512} -dhchap-group {none|2048-bit|3072-bit|4096-bit|6144-
bit]8192-bit}

4. FNZIFARMHEBENEMNIRIESE: BRFMNE, EEV L. EZEIONTAPIEHIZSHIRIBINES S
WA EFEEdhchapZ$A



nvme connect -t tcp -w <host-traddr> -a <tr-addr> -n <host ngn> -S
<authentication host secret> -C <authentication controller secret>

5. I&JF nvme connect authentication #3<. IIEFHFIZHIEEdhchapZih:

a. IIEFHdhchap®h:

cat /sys/class/nvme-subsystem/<nvme-subsysX>/nvme*/dhchap secret

ERBREENTAEE

cat /sys/class/nvme-subsystem/nvme-subsysl/nvme*/dhchap secret
DHHC-
1:03:3elnQCmjJLUKD62mpYbzlpuw00Iws86NBI6uNO/t3jbvhp7fjyRIbBIRIO
Hg8wQtyelJCFSMkBQH3pTKGAYR1IOVI9gx00=:

DHHC-
1:03:3elnQCmjJLUKD62mpYbzlpuw00Iws86NBI6uNO/t3jbvhp7fjyRIbBIRIO
Hg8wQtyel JCFSMKkBOH3pTKGAYR1IOVIgx00=:

DHHC-
1:03:3elnQCmjJLUKD62mpYbzlpuw00Iws86NBI6uNO/t3jbvhp7fjyRIbBIRIO
Hg8wQtyelJCFSMkBQH3pTKGAYR10VIgx00=:

DHHC-
1:03:3elnQCmjJLUKD62mpYbzlpuw00Iws86NBI6uNO/t3jbvhp7fjyRIbBIRIO
Hg8wQtyelJCFSMkBQH3pTKGAYR10VIgx00=:

b. I8iFiTHI28dhchap A :

cat /sys/class/nvme-subsystem/<nvme-
subsysX>/nvme*/dhchap ctrl secret
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BN AEERR A5

cat /sys/class/nvme-subsystem/nvme-
subsys6/nvme*/dhchap ctrl secret

DHHC-
1:03:WorVEV83eY053kV4Iel50pphbX5LAPhO3F8fgH3913t1rkSGDBITt3crX
eTUB8fCwGbPsEyz6CXxdQJibkbndIzmkFU=:

DHHC-
1:03:WorVEV83eY053kV4Iel50pphbX5LAPhO3F8fgH3913t1rkSGDBITt3crX
eTUB8fCwGbPsEyz6CXxdQJiobkbndIzmkFU=:

DHHC-
1:03:WorVEV83eY053kV4Iel50pphbX5LAPhO3F8fgH3913t1rkSGDBITt3crX
eTUB8fCwGbPsEyz6CXxdQJiobkbndIzmkFU=:

DHHC-
1:03:WorVEV83eY053kV4Iel50pphbX5LAPhO3F8fgH3913t1rkSGDBITE3CcrX
eTUB8fCwGbPsEyz6CXxdQJiokbndIzmkFU=:

JSON X%
MNERONTAPEHISREEFT B Z INVMeF&£F. MR LIBXH5S5a<S4%ES nvme connect-all " {#H

“/etc/nvme/config.jsone
EARJISONX . AILUER -0, BXEZIEEIETL. 158 INVMe Connect-allF 12,

P$IE
1. BE& JSON X f4:



btk

cat /etc/nvme/config.json
[
{

"hostngn":"ngn.2014-08.org.nvmexpress:uuid:12372496-59c4-
4d1b-be09-74362c0clafc",

"hostid":"3ael0b42-21af-48ce-a40b-cfb5bad81839",

"dhchap key":"DHHC-
1:03:Cu3ZZfIz1WM1gZFnCMgpAgn/T6EVOcIFHez215U+Pow8jTgBF2UbNk3DK4w
fk2EptWpnal rpwG5CndpOgxpRxh9m4 1w=:"

by
{

"hostngn":"ngn.2014-08.org.nvmexpress:uuid:12372496-59c4-
4d1b-be09-74362c0clafc",

"subsystems": [

{
"ngn":"ngqn.1992-
08.com.netapp:sn.48391d66cl0abllecaaa5d039ealb5514:subsystem. subs
ys_CLIENT116",

"ports": [
{
"transport":"tcp",
"traddr":" 192.168.111.66 ",
"host traddr":" 192.168.111.79",

"trsvcid":"4420",
"dhchap ctrl key":"DHHC-
1:01:0h58bcT/uul0rCpGsDYU6ZHZVRUVgsYKUBRSONuOVPx5HEwWaZz : "
by
{
"transport":"tcp",
"traddr":" 192.168.111.66 ",
"host traddr":" 192.168.111.79",
"trsvecid":"4420",
"dhchap ctrl key":"DHHC-
1:01:0h58bcT/uulrCpGsDYU6ZHZVRUVgsYKUBRSONuOVPx5HEwWaZ : "
br
{

"transport":"tcp",
"traddr":" 192.168.111.66 ",
"host traddr":" 192.168.111.79",

"trsvcid":"4420",
"dhchap ctrl key":"DHHC-
1:01:0h58bcT/uulrCpGsDYU6ZHZVRUVgSYKUBRSONuOVPx5HEwWaZ : "
}y
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"transport":"tcp",
"traddr":" 192.168.111.66 ",
"host traddr":" 192.168.111.79",
"trsvcid":"4420",
"dhchap ctrl key":"DHHC-
1:01:0h58bcT/uulrCpGsDYU6ZHZVRUVgSYKUBRSONuOVPx5HEwAZ :
}

@ £ ERRBIH, dhchap key ¥MF, “dhchap ctrl key X[
“dhchap ctrl secret’'F “dhchap secreto

2. fEconfig JSONXHiEHEEIONTAPIZH28 :

nvme connect-all -J /etc/nvme/config.json
Bl

traddr=192.168.111.66 is already connected
traddr=192.168.211.66 is already connected
traddr=192.168.111.66 is already connected
traddr=192.168.211.66 is already connected
traddr=192.168.111.66 is already connected
traddr=192.168.211.66 is already connected
traddr=192.168.111.67 is already connected
traddr=192.168.211.67 is already connected
traddr=192.168.111.67 is already connected
traddr=192.168.211.67 is already connected
traddr=192.168.111.67 is already connected
traddr=192.168.111.67 is already connected

3. WIFREBASNFARANMERITHIZZ B AdhchapZis:
a. IIFFHdhchapZA:



cat /sys/class/nvme-subsystem/nvme-subsys0/nvme0/dhchap secret

ANt

DHHC-1:01:NunEWY7AZ1XgxITGheByarwzZdQvU4ebZg9HOjIr6nOHEkxJg:

b. 18iFi=HI28dhchapZZ$A:

cat /sys/class/nvme-subsystem/nvme-
subsys0/nvme0/dhchap ctrl secret

Tl

DHHC-
1:03:2YJinsxa2v3+m8gqCiTnmgBZoH6mIT6G/6£0aG08viVZBAVLNLH4 z8CvKTpV
YxN6S5f0OAtaU3DNil2rieRMfdbg3704=:

EFREREH

B LR 2 (Transport Layer Security. TLS)B] AINVMe-oF EHIFIONTAPES! 2 [a]fINVMeiEiZiR It 2 2 M iHZ!
IR, Mtls.16. 1784, ERILAEFRONTAP 9F EEL BT =2 5A(PSK)EREtls. 1.3,

XFIAES

&0 LATE SUSE Linux Enterprise Server AL EHITILEIERTE, FRIFEIEEEIE ONTAP ITHI28 EHITE
MPIE,

S
1. BN ERELET LU Fkils-utils. openslFllibopenssIZR{4£l :

d. rpom -ga | grep ktls
T 4E

ktls-utils-0.10+12.9c3923£7-150600.1.2.x86 64

b. rpm -ga | grep ssl
T4 H

openssl-3-3.1.4-150600.5.7.1.x86 64
libopenssll 1-1.1.1w-150600.5.3.1.x86 64
libopenssl13-3.1.4-150600.5.7.1.x86 64
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2.

3.

4

60

WIFERBEIEMIKE /ete/tlshd. conf:

cat /etc/tlshd.conf

Bt

[debug]

loglevel=0

t1ls=0

nl=0

[authenticate]

keyrings=.nvme
[authenticate.client]
#x509.truststore= <pathname>
#x509.certificate= <pathname>
#x509.private key= <pathname>
[authenticate.server]
#x509.truststore= <pathname>
#x509.certificate= <pathname>
#x509.private key= <pathname>

BF tishd IIE RSB ohES B5h:

systemctl enable tlshd

IDUFSFIPHIER S tishd IEEIBTT:

systemctl status tlshd



btk

tlshd.service - Handshake service for kernel TLS consumers
Loaded: loaded (/usr/lib/systemd/system/tlshd.service; enabled;
preset: disabled)
Active: active (running) since Wed 2024-08-21 15:46:53 IST; 4h
57min ago
Docs: man:tlshd(8)
Main PID: 961 (tlshd)
Tasks: 1
CPU: 46ms
CGroup: /system.slice/tlshd.service
L—961 /usr/sbin/tlshd
Aug 21 15:46:54 RX2530-M4-17-153 tlshd[961]: Built from ktls-utils
0.11-dev on Mar 21 2024 12:00:00

S. {ER4ERLTLS PSK nvme gen-tls-key:

a. cat /etc/nvme/hostngn
N T

ngn.2014-08.org.nvmexpress:uuid:eb8ecaz24-faff-1lea-8fee-3a68dd3b5c5f

b. nvme gen-tls-key --hmac=1 --identity=1 --subsysngn=nqgn.1992
-08.com.netapp:sn.1d59%9a6b2416bllef9ed5d039%ab0acb3:subsystem.sleslb

Tl

NVMeTLSkey-1:01:dNcby017axByCko8Givz009zG1gHDXJCN6KLzvYoA+NpT1luD:

6. 7T ONTAP [%%l| |, 3% TLS PSK ZiNZE] ONTAP F&%::

vserver nvme subsystem host add -vserver slesl5 tls -subsystem sleslb
—-host-ngn ngn.2014-08.org.nvmexpress:uuid:e58eca24-faff-1lea-8fee-
3a68dd3b5c5f -tls-configured-psk NVMeTLSkey-
1:01:dNcby017axByCko8Givz009zGlgHDXJICN6KLzZVYOA+NpTluD:

7. 1£ SUSE Linux Enterprise Server 4l £, & TLS PSK N FENINIZZ AR



nvme check-tls-key --identity=1 --subsysngn =ngqn.1992-
08.com.netapp:sn.1ld59a6b2416bllef9%ed5d039%ab0acb3:subsystem.slesl5
-—keydata=NVMeTLSkey
-1:01:dNcby017axByCko8Givz009zG1lgHDXJCN6KLzvYoA+NpTluD: --insert

ANt

Inserted TLS key 22152a'e

@ PSKERA"NVMe1R01". EREFERTLSIEFREEZFRY Identity v1"s Identity vIZONTAPHME
—ZRIRRA,

8. WIFEEEIEMIEATLS PSK:

cat /proc/keys | grep NVMe

Tl

22152a7e I--Q-—-- 1 perm 3010000 0 0 psk NVMelRO1
ngn.2014-08.org.nvmexpress:uuid: £fa0c815-e28b-4bbl1-8d4c-7c6d5e610bfc
ngn.1992-
08.com.netapp:sn.1ld59a6b2416bllef9%ed5d039%eab0acb3:subsystem.slesl5
UoP9dEfvuCUzzpSO0DYxnshKDapZYmvAQO/RJJ8JAgmAo=: 32

9. 1£ SUSE Linux Enterprise Server 41 L, FERHANN TLS PSK %% ONTAP F£%::

62

a.

nvme connect -t tcp -w 20.20.10.80 -a 20.20.10.14 -n ngn.1992-
08.com.netapp:sn.1d59%9a6b2416bllef9ed5d03%eab0acb3:subsystem.slesl5
--tls key=0x22152a7e --tls

N

connecting to device: nvmeO

nvme list-subsys



ANt

nvme-subsys0 - NQN=ngn.1992-
08.com.netapp:sn.1ld59a6b2416bllef9%ed5d039%ab0acb3:subsystem.slesl5
hostngn=nqn.2014-08.org.nvmexpress:uuid: ffalc815-e28b-
4bbl-8d4c-7c6d5e610bfc
iopolicy=round-robin
\
+- nvmeO tcp
traddr=20.20.10.14, trsvcid=4420,host traddr=20.20.10.80,src addr=20.2
0.10.80 live

10. /INBHR. HEIES5IEEONTAPF ARSI TLSERE

nvime subsystem controller show -vserver slesl5 tls -subsystem slesl5 -instance
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btk

(vserver nvme subsystem controller show)

Vserver Name:
Subsystem:
Controller ID:
Logical Interface:
Node:

Host NQN:

slesl5 tls
sleslb5

0040h
slesl5t ela 1
A900-17-174
ngn.2014-

08.org.nvmexpress:uuid: ffalc815-e28b-4bbl-8d4c-7c6d5e610bfc

Transport Protocol:

Initiator Transport Address:

Host Identifier:
ffal0c815e28b4bbl8d4c7c6d5e610bfc

Number of I/O Queues:

I/0 Queue Depths:

Admin Queue Depth:

Max I/0O Size in Bytes:

Keep-Alive Timeout (msec):

Vserver UUID:

d039%eab0acb3
Subsystem UUID:

d039%eab0ac83
Logical Interface UUID:

d039%eab0acb3

Header Digest Enabled:

Data Digest Enabled:

Authentication Hash Function:
Authentication Diffie-Hellman Group:
Authentication Mode:

Transport Service Identifier:

TLS Key Type:

TLS PSK Identity:

nvme-tcp

20.20.10.80

4

128, 128, 128, 128
32

1048576

5000

1d59%a6b2-416b-11lef-9ed5-

9b81e3c5-5037-11ef-8a90-

8185dcac-5035-11ef-8abb-

false
false

none
4420

configured
NVMelR0O1l ngn.2014-

08.org.nvmexpress:uuid: ffal0c815-e28b-4bbl1-8d4c-7c6d5e610bfc

ngn.1992-

08.com.netapp:sn.1d59%a6b2416bllef9%ed5d039%eab0acb3:subsystem.sleslb

UoP9dEfvuCUzzpS0DYxnshKDapZYmvAQO/RJIJ8JAgmAO=

TLS Cipher:

S50
A BAR L,
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TLS-AES-128-GCM-SHA256



iEFFXFONTAPHISUSE Linux Enterprise Server 15 SP5
FINVMe-oF EHECE

BB IEXFRes R = alih1a)(AANA)BISUSE Linux Enterprise Server 15 SP532 iR T W48 4L
EINVMe (NVMe-oF). BIFE T EERNVMe (NVMe/FC)FE {4, ENVMe-oF
IFER, ANAFE Y FiSCSIFIFCPIMEHRMALUAZ RRIZINGE. HEETNIZNVMeZiR1Z
S8

AT #hE BT R AONTAPHISUSE Linux Enterprise Server 15 SP5INVMe-oF ZHEZE

* NVMeFISCSIER UER—FN LiET1T. FEitb. XFFSCSILUN. &= LLASCSI mpathi& & A Edm-
path. A LUERNVMeZ BRZTEFEN _LALENVMe-oF d5 & =81 &

* BRTNVMe/FCZoh, EXIHEFTCPHINVMe (NVMe/TCP)o ZHHHINetAppiEfF nvme-cli HEEAAE
TNVMe/FCHINVMe/TCPEs & EMONTAPIFAE B,

BEXZFBNERENESIFAER, BN ERFIERTAS

* XFEINVMeZ 2 HAFHIIE
* SZRHMEAME—RIINQNRIK A E AT H 25 (PDC)

E PR

* BRI ZFHERANVMe-oF i B EISAN,

* 7R “sanlun’32#NVMe-oF, FELt. 7ESUSE Linux Enterprise Server 15 SP5E#1 L. FHERARFAL
FENVMe-oF, &I LUEEAZSHINVMe-CLIER 4 B PR BINetAppiE 1T ENVMe-oF £ 4,

AcE NVMe/FC

& L aBroadcom/Emulex FCE{Marvell/Qlogic FCi&Ei2sBCENVMe/FC,
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Broadcom/Emulex
p
1. WA FERNERINAEE SRS :
cat /sys/class/scsi _host/host*/modelname

Tl

LPe32002 M2
LPe32002-M2

2. IIEEACERE S iR A |

cat /sys/class/scsi _host/host*/modeldesc

Nl

Emulex LightPulse LPe32002-M2 2-Port 32Gb Fibre Channel Adapter
Emulex LightPulse LPe32002-M2 2-Port 32Gb Fibre Channel Adapter

3. IR B IEEFERAEINMEmMuUlexEH 2L IEHEIES (HBA)E R A :

cat /sys/class/scsi _host/host*/fwrev

Tl

14.0.639.20, sli-4:2:c
14.0.639.20, sli-4:2:c

4. WA IETEE AR INAIpfcIRTHAZ e hig s -

cat /sys/module/lpfc/version

TG

0:14.2.0.13



S. WIFRBRIUEEREFIRA:

cat /sys/class/fc host/host*/port name

Nk

0x100000109b579d5e
0x100000109b579d5f

6. IIERmhiERFin 2 E B

cat /sys/class/fc host/host*/port state

TG

Online

Online

7. WIENVMe/FCRIEFIRAREERABEBNRORE R W

cat /sys/class/scsi _host/host*/nvme info

Tl
EUTTRAR. — P EIEFREAOEEA. A5 BERERERXE,
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NVME Initiator Enabled

XRI Dist 1lpfcO Total 6144 IO 5894 ELS 250

NVME LPORT lpfcO WWPN x100000109b579d5e WWNN x200000109b579d5e DID
x011c00 ONLINE

NVME RPORT WWPN x208400a098dfdd91 WWNN x208100a098dfdd91 DID x011503
TARGET DISCSRVC ONLINE

NVME RPORT WWPN x208500a098dfdd91 WWNN x208100a098dfdd91 DID x010003
TARGET DISCSRVC *ONLINE

NVME Statistics

LS: Xmt 0000000e49 Cmpl 0000000e49 Abort 00000000

LS XMIT: Err 00000000 CMPL: xb 00000000 Err 00000000

Total FCP Cmpl 000000003ceb594f Issue 000000003ce65dbe OutIO
fffffffffffb046f

abort 00000bd2 noxri 00000000 nondlp 00000000 gdepth 00000000 wgerr
00000000 err 00000000

FCP CMPL: xb 000014f4 Err 00012abd

NVME Initiator Enabled

XRI Dist 1lpfcl Total 6144 IO 5894 ELS 250

NVME LPORT lpfcl WWPN x100000109b579d5f WWNN x200000109b579d5f DID
x011b00 ONLINE

NVME RPORT WWPN x208300a098dfdd91 WWNN x208100a098dfdd91 DID x010c03
TARGET DISCSRVC ONLINE

NVME RPORT WWPN x208200a098dfdd91 WWNN x208100a098dfdd91 DID x012a03
TARGET DISCSRVC ONLINE

NVME Statistics

LS: Xmt 0000000e50 Cmpl 0000000e50 Abort 00000000

LS XMIT: Err 00000000 CMPL: xb 00000000 Err 00000000

Total FCP Cmpl 000000003c9859ca Issue 000000003c93515e OutIO
fffffffffffaf794

abort 00000b73 noxri 00000000 nondlp 00000000 gdepth 00000000 wgerr
00000000 err 00000000

FCP CMPL: xb 0000159d Err 000135c3

8. EfREMN.

Marvell/QLogic

SUSE Linux Enterprise Server 15 SP5RZA MR I AHIN B gla2xxxIEshizr A RMEBERERF. X
BERFEITFONTAPEIHEXEE,

g

Z3

1. BT RS EER TR RS AR R o2 = A1 E (- hig s -

e



cat /sys/class/fc host/host*/symbolic name

TG

QLE2742 FW:v9.12.01 DVR: v10.02.08.300-k
QLE2742 FW:v9.12.01 DVR: v10.02.08.300-k

2. BIFREE gl2xnvmeenable SEIKEN1:

cat /sys/module/qlaZ2xxx/parameters/gl2xnvmeenable

1

B 1 MB /0 X/\ (A]i%)

ONTAPTEiRZ iz ss #uBE iR S R AEIRE R A/ (MDTS) 1 8, XBMKERA /0 IFERA/NTE 1MB, EME
Broadcom NVMe/FC 4 H 1MB AX/N8Y 1/0 35K, ERIZIEIN "Ipfc BIE Ipfc_sg_seg_cnt BSEMEIANE

64 B8 256,
(D)  xesSBEREEFBENVMFCEH.

TE
1. % "Ipfc_sg_seg_cnt BEKi&E 7256

cat /etc/modprobe.d/lpfc.conf
B Z=B R EMTF AT RFInES
options lpfc lpfc sg seg cnt=256

2. i&17 “dracut -f Ep S HEHBEIEN.
3. IIFMERT Ipfc_sg_seg_cnt }9256:

cat /sys/module/lpfc/parameters/lpfc_sg seg cnt

BEFNVMelRS

FEESHINVMe/FCEIIRSE nvme-cli {BR&. ONLY _nvmefc-boot-connections.service BEMA.

AIERSGBohHAEIEE); nvmf-autoconnect.service REMH. Elt. &
autoconnect.service &% 5| SEAEIE TN,

REFoEHA nvmt-
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p

1. -enable nvmf-autoconnect.service:

# systemctl enable nvmf-autoconnect.service
Created symlink /etc/systemd/system/default.target.wants/nvmf-

autoconnect.service — /usr/lib/systemd/system/nvmf-autoconnect.service.

2. EFEEEN

3. I&EA “nvmefc-boot-connections.service' 87 "nvmf-autoconnect.service 7T R KB HEIETT:

Tl
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# systemctl status nvmf-autoconnect.service
nvmf-autoconnect.service - Connect NVMe-oF subsystems automatically
during boot

Loaded: loaded (/usr/lib/systemd/system/nvmf-autoconnect.service;
enabled; vendor preset: disabled)

Active: inactive (dead) since Thu 2023-05-25 14:55:00 IST; 1lmin
ago

Process: 2108 ExecStartPre=/sbin/modprobe nvme-fabrics (code=exited,
status=0/SUCCESS)

Process: 2114 ExecStart=/usr/sbin/nvme connect-all (code=exited,
status=0/SUCCESS)

Main PID: 2114 (code=exited, status=0/SUCCESS)

systemd[1l]: Starting Connect NVMe-oF subsystems automatically during
boot. ..

nvme [2114]: traddr=nn-0x201700a098fd4cab:pn-0x201800a098fd4cab is
already connected

systemd[1l]: nvmf-autoconnect.service: Deactivated successfully.
systemd[1l]: Finished Connect NVMe-oF subsystems automatically during
boot.

# systemctl status nvmefc-boot-connections.service
nvmefc-boot-connections.service - Auto-connect to subsystems on FC-NVME
devices found during boot

Loaded: loaded (/usr/lib/systemd/system/nvmefc-boot-
connections.service; enabled; vendor preset: enabled)

Active: inactive (dead) since Thu 2023-05-25 14:55:00 IST; 1llmin ago
Main PID: 1647 (code=exited, status=0/SUCCESS)

systemd[1l]: Starting Auto-connect to subsystems on FC-NVME devices found
during boot...

systemd[1]: nvmefc-boot-connections.service: Succeeded.

systemd[1l]: Finished Auto-connect to subsystems on FC-NVME devices found

during boot.

BiE NVMe/TCP
] AER LU T2 BECENVMe/TCP,
g
1. Wi IR OB e LUBEE S £ FMINVMe/TCP LIFIREVA I B ST mEE:

nvme discover -t tcp -w <host-traddr> -a <traddr>
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Tl

# nvme discover -t tcp -w 192.168.1.4 -a 192.168.1.31

Discovery Log Number of Records 8, Generation counter 18

=====Discovery Log Entry 0O====== trtype: tcp

adrfam: ipvé

subtype: current discovery subsystem treqg: not specified

portid: O

trsvcid: 8009 subngn: ngn.1992-
08.com.netapp:sn.48391d66clabllecaaabd039eal65514:discovery traddr:
192.168.2.117

eflags: explicit discovery connections, duplicate discovery information
sectype: none

adrfam: ipvé

subtype: current discovery subsystem treqg: not specified

portid: 1

trsvcid: 8009 subngn: ngn.1992-
08.com.netapp:sn.48391d66cl0abllecaaabd039eal65514:discovery traddr:
192.168.1.117

eflags: explicit discovery connections, duplicate discovery information
sectype: none

adrfam: ipv4

subtype: current discovery subsystem treqg: not specified

portid: 2

trsvecid: 8009 subngn: ngn.1992-
08.com.netapp:sn.48391d66clabllecaaabd03%alb5514:discovery traddr:
192.168.2.116

eflags: explicit discovery connections, duplicate discovery information
sectype: none

adrfam: ipv4

subtype: current discovery subsystem treqg: not specified

portid: 3

trsvecid: 8009 subngn: ngn.1992-
08.com.netapp:sn.48391d66clabllecaaabd03%albb514:discovery traddr:
192.168.1.116

eflags: explicit discovery connections, duplicate discovery information
sectype: none

adrfam: ipv4

subtype: nvme subsystem treq: not specified portid: 0

trsvcid: 4420 subngn: ngn.1992-
08.com.netapp:sn.48391d66clabllecaaa5d039eal65514:subsystem.subsys CLIEN



2.

T116

traddr: 192.168.2.117 eflags: not specified sectype: none

=====Discovery Log Entry 5====== trtype: tcp

adrfam: ipv4

subtype: nvme subsystem treq: not specified portid: 1

trsvcid: 4420 subngn: ngn.1992-
08.com.netapp:sn.4839%91d66clabllecaaa5d039eal65514:subsystem.subsys CLIEN
T116

traddr: 192.168.1.117 eflags: not specified sectype: none

=====Discovery Log Entry 6====== trtype: tcp

adrfam: ipvé

subtype: nvme subsystem treqg: not specified portid: 2

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.48391de66clabllecaaa5d039%eal65514:subsystem.subsys CLIEN
T116

traddr: 192.168.2.116 eflags: not specified sectype: none

=====Discovery Log Entry 7====== trtype: tcp

adrfam: ipv4

subtype: nvme subsystem treq: not specified portid: 3

trsvcid: 4420 subngn: ngn.1992-
08.com.netapp:sn.4839%91d66clabllecaaa5d039eal65514:subsystem.subsys CLIEN
T116

traddr: 192.168.1.116 eflags: not specified sectype: none

IEPRAE HMNVMe/TCPE a2 F- BATLIFA & 25 AT LAY ThiR BRI H & DI E #44E -

nvme discover -t tcp -w <host-traddr> -a <traddr>

Tk

# nvme discover -t tcp -w 192.168.1.4 -a 192.168.1.32
# nvme discover -t tcp -w 192.168.2.5 -a 192.168.2.36
# nvme discover -t tcp -w 192.168.2.5 -a 192.168.2.37

11T nvme connect-all N RPAERZIFHNNVMe/TCPEIEF-BIRSIP LIEZITRS:

nvme connect-all -t tcp -w host-traddr -a traddr -1
<ctrl loss timeout in seconds>

Tl
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# nvme connect-all -t tcp -w 192.168.1.4 -a 192.168.1.31 -1 -1
# nvme connect-all -t tcp -w 192.168.1.4 -a 192.168.1.32 -1 -1
# nvme connect-all -t tcp -w 192.168.2.5 -a 192.168.1.36 -1 -1
# nvme connect-all -t tcp -w 192.168.2.5 -a 192.168.1.37 -1 -1

@ NetApp B E ctri-loss—tmo M -1 X, WMREKEFEEKX. NVMe/TCPEIEFMS
TIREAt =X B

I&iIF NVMe-oF

& 0] LAE R L T2 ES B IRIENVMe-oF,

p

Z3

1.

74

WIER R BERARZ NVMe ZHE1E:

cat /sys/module/nvme core/parameters/multipath
Y

KIEFENEEEBIERATONTAP NVMermn & BRI EITHIZZE S

cat /sys/class/nvme-subsystem/nvme-subsys*/model

Tl

NetApp ONTAP Controller
NetApp ONTAP Controller

ISIEFERZONTAP NVMe /O35 5%I22BINVMe 1/OSERE

cat /sys/class/nvme-subsystem/nvme-subsys*/iopolicy

Nl

round-robin

round-robin

FIEONTAPEZMEE DX MM



nvme list -v

Tl
Subsystem Subsystem-NON
Controllers
nvme-subsys0 ngn.1992-

08.com.netapp:sn.0501dafl5ddalleeab68d039%aa’a232:subsystem.unidir dhcha
P nvmeO, nvmel, nvme2, nvme3

Device SN MN

FR TxPort Asdress Subsystem Namespaces

nvme0 81LGgBUgsI3EAAAAAAAE NetApp ONTAP Controller FFFFFFEFFEF tcp
traddr=192.168.2.214, trsvcid=4420,host traddr=192.168.2.14 nvme-subsys0
nvmeOnl

nvmel 81LGgBUgsI3EAAAAAAAE NetApp ONTAP Controller FFFFFFFF tcp
traddr=192.168.2.215, trsvcid=4420,host traddr=192.168.2.14 nvme-subsys0
nvmeOnl

nvme?2 81LGgBUgsI3EAAAAAAAE NetApp ONTAP Controller FFFFFFFFEF tcp
traddr=192.168.1.214, trsvcid=4420,host traddr=192.168.1.14 nvme-subsys0
nvmeOnl

nvme3 81LGgBUgsI3EAAAAAAAE NetApp ONTAP Controller FFFFFFFFEF tcp
traddr=192.168.1.215, trsvcid=4420,host traddr=192.168.1.14 nvme-subsys0
nvmeOnl

Device Generic NSID Usage Format
Controllers

/dev/nvmeOnl /dev/ngOnl 0x1 1.07 GB / 1.07 GB 4 KiB + 0 B

nvme(O, nvmel, nvme2, nvme3

o WIFE M RIENIERISRRSES N ENRS AR ST AG ERANARKS:

nvme list-subsys /dev/<subsystem name>
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NVMe/FC
N

# nvme list-subsys /dev/nvmelnl

nvme-subsysl - NQN=ngn.1992-
08.com.netapp:sn.04ba0732530911ea8e8300a098dfdd91:subsystem.nvme 145
1

\

+- nvme2 fc traddr=nn-0x208100a098dfdd9l:pn-
0x208200a098dfdd91,host traddr=nn-0x200000109b5739d5f :pn-
0x100000109b579d5f live optimized

+- nvme3 fc traddr=nn-0x208100a098dfdd91l:pn-
0x208500a098dfdd91,host traddr=nn-0x200000109b5739d5e:pn-
0x100000109b579d5e live optimized

+- nvmed fc traddr=nn-0x208100a098dfdd9l:pn-
0x208400a098dfdd91, host traddr=nn-0x200000109b579d5e:pn-
0x100000109p579d5e live non-optimized

+- nvme6 fc traddr=nn-0x208100a098dfdd9l:pn-
0x208300a098d£fdd91, host traddr=nn-0x200000109b579d5f:pn-
0x100000109p579d5f live non-optimized

NVMe/TCP
NGk

# nvme list-subsys

nvme-subsys0 - NQN=ngn.1992-
08.com.netapp:sn.0501dafl5ddalleeab68d039%aa’7a232:subsystem.unidir d
hchap
hostngn=ngn.2014-08.org.nvmexpress:uuid:e58eca24-faff-11lea-8fee-
3a68dd3b5chHfE

iopolicy=round-robin

+- nvmeO tcp
traddr=192.168.2.214, trsvcid=4420,host traddr=192.168.2.14 live
+- nvmel tcp
traddr=192.168.2.215, trsvcid=4420, host traddr=192.168.2.14 live
+- nvme2 tcp
traddr=192.168.1.214, trsvcid=4420,host traddr=192.168.1.14 live
+- nvme3 tcp
traddr=192.168.1.215, trsvcid=4420,host traddr=192.168.1.14 live

6. IENetApptfFEE NE N ONTAP & TiE& & 2R EHHNE:
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7

nvme netapp ontapdevices -o column

T
Device Vserver Namespace Path
NSID UUID Size
/dev/nvmeOnl vs CLIENT114
/vol/CLIENT114 vol 0 10/CLIENT114 nsl0 1 c6586535-da8a-

40£fa-8c20-759€a0d69d33 1.07GB

JSON

nvme netapp ontapdevices -o Jjson

AN =T
{
"ONTAPdevices": [
{
"Device":"/dev/nvmeOnl",

"Vserver":"vs CLIENTI114",

"Namespace Path":"/vol/CLIENT114 vol 0 10/CLIENT114 nsl10",
"NSID":1,

"UUID":"c6586535-da8a-40fa-8c20-759ea0d69d33",
"Size":"1.07GB",

"LBA Data Size":4096,

"Namespace Size'":262144

}

]

}

SR A M & IS 28

MSUSE ONTAP 9 11.1. 7484, &BILLASUSE Linux Enterprise Server 15 SP5EA I KA1 & INIEH]
23(PERIOPPO# M & IiEHI28, PDC) EHEENNVMeFRSEAIMEMIBR A 2 LB 2 B E T E IR E
. ®EPDC,

pAL
1. WIER M BENEMIERSAIA. HELUBE BohiEFin O BATLIFAS#HITIOR:
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nvme discover -t <trtype> -w <host-traddr> -a <traddr>



b kit

Discovery Log Number of Records 16, Generation counter 14

trtype: tcp

adrfam: ipv4

subtype: current discovery subsystem

treq: not specified

portid: O

trsvcid: 8009

subngn: ngn.1992-
08.com.netapp:sn.0501dafl5ddalleeab68d039%aa7a232:discovery
traddr: 192.168.1.214

eflags: explicit discovery connections, duplicate discovery
information sectype: none

trtype: tcp

adrfam: ipv4

subtype: current discovery subsystem

treq: not specified

portid: O

trsvcid: 8009

subngn: ngn.1992-
08.com.netapp:sn.0501dafl5ddalleeab68d039%aa7a232:discovery
traddr: 192.168.1.215

eflags: explicit discovery connections, duplicate discovery
information

sectype: none

trtype: tcp

adrfam: ipv4

subtype: current discovery subsystem

treq: not specified

portid: O

trsvcid: 8009

subngn: ngn.1992-
08.com.netapp:sn.0501dafl5ddalleeab68d039%caa’7a232:discovery
traddr: 192.168.2.215

eflags: explicit discovery connections, duplicate discovery
information sectype: none

trtype: tcp

adrfam: ipv4

subtype: current discovery subsystem
treqg: not specified
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portid: O

trsvcid: 8009

subngn: ngn.1992-
08.com.netapp:sn.0501dafl5ddalleeab68d039%aa7a232:discovery
traddr: 192.168.2.214

eflags: explicit discovery connections, duplicate discovery
information sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem
treq: not specified
portid: O

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.0501dafl5ddalleeab68d039%eaa77a232:subsystem.unidir n
one

traddr: 192.168.1.214
eflags: none

sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem
treq: not specified
portid: O

trsvecid: 4420

subngn: ngn.1992-
08.com.netapp:sn.0501dafl5ddalleeab68d039%caa’7a232:subsystem.unidir n
one

traddr: 192.168.1.215
eflags: none

sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem
treq: not specified
portid: O

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.0501dafl5ddalleeab68d039%eaa77a232:subsystem.unidir n
one

traddr: 192.168.2.215
eflags: none

sectype: none



trtype: tcp

adrfam: ipv4

subtype: nvme subsystem
treq: not specified
portid: O

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.0501dafl5ddalleeab68d039%eaa’7a232:subsystem.unidir n
one

traddr: 192.168.2.214
eflags: none

sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem
treq: not specified
portid: O

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.0501dafl5ddalleecab68d039%eaa’7a232:subsystem.subsys C
LIENT114

traddr: 192.168.1.214
eflags: none

sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem
treq: not specified
portid: O

trsvecid: 4420

subngn: ngn.1992-
08.com.netapp:sn.0501dafl5ddalleeab68d039%caa’7a232:subsystem.subsys C
LIENT114

traddr: 192.168.1.215
eflags: none

sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem
treq: not specified
portid: O

trsvcid: 4420



82

subngn: ngn.1992-
08.com.netapp:sn.0501ldafl5ddalleecab68d039%eaa’a232:subsystem.subsys C
LIENT114

traddr: 192.168.2.215

eflags: none

sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem
treq: not specified
portid: O

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.0501dafl5ddalleeab68d039%eaa’7a232:subsystem.subsys C
LIENT114

traddr: 192.168.2.214
eflags: none

sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem

treq: not specified

portid: O

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.0501dafl5ddalleeab68d039%aa’a232:subsystem.unidir d

hchap
traddr: 192.168.1.214
eflags: none

sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem

treq: not specified

portid: O

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.0501dafl5ddalleeab68d039%aa’7a232:subsystem.unidir d

hchap
traddr: 192.168.1.215
eflags: none

sectype: none



trtype: tcp

adrfam: ipv4

subtype: nvme subsystem

treq: not specified

portid: O

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.0501dafl5ddalleeab68d039%aa’7a232:subsystem.unidir d

hchap
traddr: 192.168.2.215
eflags: none

sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem

treq: not specified

portid: O

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.0501dafl5ddalleeab68d039%aa’a232:subsystem.unidir d

hchap
traddr: 192.168.2.214
eflags: none

sectype: none

2. HRMFERGLIEPDC:

nvme discover -t <trtype> -w <host-traddr> -a <traddr> -p

Tl

nvme discover -t tcp -w 192.168.1.16 -a 192.168.1.116 -p

3. MONTAPIZHIZSH. WIIFEEEBIEPDC:

vserver nvme show-discovery-controller -instance -vserver vserver name

Tl
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vserver nvme show-discovery-controller -instance -vserver vs nvmel75
Vserver Name: vs CLIENT116 Controller ID: 00COh

Discovery Subsystem NQN: ngn.1992-
08.com.netapp:sn.48391d66cl0a6llecaaa5d039%9eal65514:discovery Logical
Interface UUID: d23cbbla-cl0a6-11ec-9731-d03%eal65abc Logical Interface:
CLIENT116 1if 4a 1

Node: A400-14-124

Host NQN: ngn.2014-08.org.nvmexpress:uuid:12372496-59c4-4d1lb-be09-
74362c0clafc

Transport Protocol: nvme-tcp

Initiator Transport Address: 192.168.1.16

Host Identifier: 59de25be738348f08a79df4bce9573f3 Admin Queue Depth: 32
Header Digest Enabled: false Data Digest Enabled: false

Vserver UUID: 48391d66-cOa6-llec-aaab-d039%eal6b514

REREHASHIIE

MLinux.12.1FF48. ZHEFEONTAP 9 15 SP5EHNIFIONTAPIZEI 28 27 [B@ENVMe/TCPFINVMe/FCH TR &
R BRI,

FISELR S MEIE. 8P ENSITHISRE NN S XX DH-HMAC-CHAP Z$H. EENVMe S IEHIZZAINQN
5TEARENSMRIIZHENAS, EXNERNFAHITEMINIUE. NVMeENIITHIZZHNIIRF S5 IFEF 5 KEE
B% R,

S UER TR S1TRE I Config JSONXHFIRELZEFAF M. MRFENFENFRFAISEARRE
#dhchapZZ$A. MI@AZE A config JSONX 4,
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moTRAE
H1
1. FREXEHINQN:

cat /etc/nvme/hostngn

2. ;JSUSE Linux Enterprise Server 15 SP5E#14£pdhchapZF$A:

nvime gen-dhchap-key -s optional secret -1 key length {32]48|64} -m
HMAC function {0]1]2]3} -n host ngn

. -s secret key in hexadecimal characters to be used to initialize
the host key

. -1 length of the resulting key in bytes

. -m HMAC function to use for key transformation

0 = none, 1- SHA-256, 2 = SHA-384, 3=SHA-512

. -n host NON to use for key transformation

FEUTREIA. BER—1BEVldhchapZH. HFHMACIZE /3 (SHA-512),

# nvme gen-dhchap-key -m 3 -n ngn.2014-
08.org.nvmexpress:uuid:d3ca725a- ac8d-4d88-bd46a-174ac235139%b

DHHC-
1:03:J200Q0f79f0pLnpF/ASDIRTYyILKIRr5CougGpGdQSysPrLubRW1fG15VSjbeDF1n
1DEh3nVBel9nQ/LxreSBeH/bx/pU=:

3. ZZONTAPIEHIZE E. HIMNENFHIEEF N dhchapZiA:

vserver nvme subsystem host add -vserver <svm name> -subsystem
<subsystem> -host-ngn <host ngn> -dhchap-host-secret
<authentication host secret> -dhchap-controller-secret
<authentication controller secret> -dhchap-hash-function {sha-
256 |sha-512} -dhchap-group {none|2048-bit|3072-bit|4096-bit|6144-
bit]8192-bit}

4. FNZRFAMHEEN RIS E: BEEANE. FEV L. EEZIONTAPITHIZZ HIRIEFMZ S 4518
U A8 EdhchapZER

nvme connect -t tcp -w <host-traddr> -a <tr-addr> -n <host ngn> -S
<authentication host secret> -C <authentication controller secret>



5. IOIF nvme connect authentication <. IEENFITHIZEdhchapZih:

a. IHiFEHldhchapZ$A:

$cat /sys/class/nvme-subsystem/<nvme-subsysX>/nvme*/dhchap secret

BaicERYIRFIRH:

# cat /sys/class/nvme-subsystem/nvme-subsysl/nvme*/dhchap secret
DHHC-
1:03:JelnQCmjJLUKD62mpYbzlpuw00Iws86NBI6UNO/t3jbvhp7£]jyRIDIRJOHGS
wQtyelJCFSMkBOH3pTKGAYR1OVI9gx00=:

DHHC-
1:03:JelnQCmjJLUKD62mpYbzlpuw00Iws86NBI6UNO/t3jbvhp7£]jyRIDIRJOHGS
wQtyelJCFSMkBOH3pTKGAYR1OVI9gx00=:

DHHC-
1:03:JelnQCmjJLUKD62mpYbzlpuw00Iws86NBI6UNO/t3jbvhp7£]jyRIDIRJOHgS
wQtyelJCFSMkBQH3pTKGAYR1OVI9gx00=:

DHHC-
1:03:JelnQCmjJLUKD62mpYbzlpuw00Iws86NBI6UNO/t3jbvhp7£]jyRIDIRJOHGS
wQtyelJCFSMkBQH3pTKGAYR1OVI9gx00=:

b. I&FITHI28dhchapZ$A:

Scat /sys/class/nvme-subsystem/<nvme-
subsysX>/nvme*/dhchap ctrl secret

X e e B A% R



# cat /sys/class/nvme-subsystem/nvme-
subsys6/nvme*/dhchap ctrl secret

DHHC-
1:03:WorVEV83eYO053kV4Iel50pphbX5LAphO3F8fgH3913t1rkSGDBITt3crXeTUBSE
CwGbPsEyz6CXxdQJibkbn4IzmkFU=:

DHHC-
1:03:WorVEV83eYO053kV4Iel50pphbX5LAphO3F8fgH3913t1rkSGDBITt3crXeTUBSE
CwGbPsEyz6CXxdQJibkbn4IzmkFU=:

DHHC-
1:03:WorVEV83eYO053kV4Iel50pphbX5LAphO3F8fgH3913t1rkSGDBITt3crXeTUBSE
CwGbPsEyz6CXxdQJibkbn4IzmkFU=:

DHHC-
1:03:WorVEV83eYO053kV4Iel50pphbX5LAphO3F8fgH3913t1rkSGDBITt3crXeTUBSE
CwGbPsEyz6CXxdQJibkbn4IzmkFU=:

JSON X%
AT LUER /etc/nvme/config. json X nvme connect-all G ONTAP,

] AER A RLJSONX M —o EIMAE X E LB LRI, 152 INVMe Connect-allFAf 51,

P
1. BoE JSON 3Xf4:

# cat /etc/nvme/config.json
[
{

"hostngn":"ngn.2014-08.org.nvmexpress:uuid:12372496-59c4-4d1b-
be09-74362c0clafc",

"hostid":"3ael0b42-21af-48ce-a40b-cfb5bad81839",

"dhchap key":"DHHC-
1:03:Cu3zz2fIz1WM1gZFnCMgpAgn/T6EVOCcIFHez215U+Pow8 ) TgBF2UbNkKk3DK4AwWLk2E
ptWpnal rpwG5CndpOgxpRxh9m4lw=":"

br

"hostngn":"ngn.2014-08.org.nvmexpress:uuid:12372496-59c4-4d1b-
be09-74362c0clafc",
"subsystems": [
{

"ngn":"ngn.1992-
08.com.netapp:sn.48391d66clabllecaaa5d039%eal65514:subsystem.subsys C
LIENT116",

"ports": [

{
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"transport":"tcp",
"traddr":"192.168.1.117",
"host traddr":"192.168.1.16",
"trsvcid":"4420",
"dhchap ctrl key":"DHHC-

1:01:0h58bcT/uulrCpGsDYU6ZHZVRUVgSYKUBRSONuOVPx5HEwWAZ :

y

{
"transport":"tcp",
"traddr":"192.168.1.116",
"host traddr":"192.168.1.16",
"trsvcid":"4420",
"dhchap ctrl key":"DHHC-

1:01:0h58bcT/uulrCpGsDYU6ZHZVRUVgSYKUBRSONuOVPx5HEwWAZ :

Hy

{
"transport":"tcp",
"traddr":"192.168.2.117",
"host traddr":"192.168.2.16",
"trsvcid":"4420",
"dhchap ctrl key":"DHHC-

1:01:0h58bcT/uul0rCpGsDYU6ZHZVRUVgsYKUBRSONuOVPx5HEwWAZ :

by

{
"transport":"tcp",
"traddr":"192.168.2.116",
"host traddr":"192.168.2.16",
"trsvcid":"4420",
"dhchap ctrl key":"DHHC-

1:01:0h58bcT/uulrCpGsDYU6ZHZVRUVgSYKUBRSONuOVPx5HEwAZ :

}

[NOTE ]

In the preceding example, “dhchap key  corresponds to
“dhchap secret’™ and "dhchap ctrl key  corresponds to
“dhchap ctrl secret'.

2. {3 config JSONX 1% EIONTAPIE 28 :
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nvme connect-all -J /etc/nvme/config.json

Nl

traddr=192.168.
traddr=192.168.
traddr=192.168.
traddr=192.168.
traddr=192.168.
traddr=192.168.
traddr=192.168.
traddr=192.168.
traddr=192.168.
traddr=192.168.
traddr=192.168.
traddr=192.168.

.116 is already connected
.116 is already connected
.117 is already connected
.117 is already connected
.117 is already connected
.117 is already connected
.116 is already connected
.116 is already connected
.116 is already connected
.116 is already connected
.117 is already connected

P N PN EREDNNDEDN RN RN

.117 is already connected

3. WIFR B ENENFARFARMENITH 232 Adhchap @3 .

a. IHiFEHldhchapZ$A:

# cat /sys/class/nvme-subsystem/nvme-subsys0/nvme0/dhchap secret

Tl

DHHC-1:01:NunEWY7AZ1XgxITGheByarwzdQvU4debZg9HOjIr6nOHEkxJg::

b. ISIFTHI28dhchapZ$h:

# cat /sys/class/nvme-subsystem/nvme-
subsys0/nvme0/dhchap ctrl secret

Nk

DHHC-
1:03:2YJinsxa2v3+m8gqCiTnmgBZoH6mIT6G/6f0aGO8viVZBAVLNLH4 z8CvKTpV
YxN6S5fOAtaU3DNil2rieRMfdbg3704=:



[SZ1E)

B HBONTAPhRZASAISUSE Linux Enterprise Server 15 SP5%H EXl[al#L,

iEFTFXFEONTAPAISUSE Linux Enterprise Server 15 SP4
AFINVMe-oF =B E

BAEIEMIRE R ZIa1A(AANA)BISUSE Linux Enterprise Server (SLES) 15 SP4z 155
FRLKZLEFIEINVMe (NVMe-oF). BIEE T4 EERINVMe (NVMe/FC)FEM(E i,
ENVMe-oFIfiEH, ANAMEY FiSCSIFIFCPIFEHHAUAZ KRZTHAE. FBEK
ZNVMe % {12 L5

LUF 2 4351E A F#FIONTAPHISUSE Linux Enterprise Server 15 SP4FINVMe-oF ZHACE :

* NVMeHISCSIRER UER—FN LiETT. FEitb. 3FFSCSI LUN. R LLASCSI mpathig & A& dm-
path. A LUERANVMeZBEEEN LA ENVMe-oF dh & a1 &

* BRTNVMe/FCZ4h, B IHFETFTCPHINVMe (NVMe/TCP), ZSHINVMe-CLIZEEFHHINetAppiE el &
TNVMe/FCHINVMe/TCPE & EHIONTAPIEHE B,

BEXXFNERENEZIFAER, BN ERFERTAS
TR

* ZRINVMeZR 2 H RS K IIE

* RFEHERAME—RIINQNBK A &I ERIZE(PDC)

EHIBR !

* BRIASZHEHERANVMe-oF Y B EhSAN,

* NVMe-oF Rz #sanlun, FLt. ESUSE Linux Enterprise Server 15 SP5E# £ EHSEARRFEAZ
FNVMe-oF . f&R] LUK EFEARAINVMe-CLIFR 4 B iR HAINetApptE R IFHTTFTENVMe-oF £ i,

ACE NVMe/FC

&7 LA 9Broadcom/Emulex FCi&fcagakMarvell/Qlogic FCiEAC2SEEENVMe/FC,
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Broadcom/Emulex
p
1. WA FERNERINAEE SRS :
cat /sys/class/scsi _host/host*/modelname

Tl

LPe32002 M2
LPe32002-M2

2. IIEEACERE S iR A |

cat /sys/class/scsi _host/host*/modeldesc

Nl

Emulex LightPulse LPe32002-M2 2-Port 32Gb Fibre Channel Adapter
Emulex LightPulse LPe32002-M2 2-Port 32Gb Fibre Channel Adapter

3. IR B IEEFERAEINMEmMuUlexEH 2L IEHEIES (HBA)E R A :

cat /sys/class/scsi _host/host*/fwrev

Tl

12.8.351.47, sli-4:2:c
12.8.351.47, sli-4:2:c

4. WA IETEE AR INAIpfcIRTHAZ e hig s -

cat /sys/module/lpfc/version

TG

0:14.2.0.6

91
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S. WIFRBRIUEEREFIRA:

cat /sys/class/fc host/host*/port name

Nk

0x100000109b579d5e
0x100000109b579d5f

6. IIERmhiERFin 2 E B

cat /sys/class/fc host/host*/port state

TG

Online

Online

7. WIENVMe/FCRIEFIRAREERABEBNRORE R W

cat /sys/class/scsi _host/host*/nvme info

Tl
EUTTRAR. — P EIEFREAOEEA. A5 BERERERXE,



NVME Initiator Enabled

XRI Dist 1lpfcO Total 6144 IO 5894 ELS 250

NVME LPORT lpfcO WWPN x100000109b579d5e WWNN x200000109b579d5e DID
x011c00 ONLINE

NVME RPORT WWPN x208400a098dfdd91 WWNN x208100a098dfdd91 DID x011503
TARGET DISCSRVC ONLINE

NVME RPORT WWPN x208500a098dfdd91 WWNN x208100a098dfdd91 DID x010003
TARGET DISCSRVC ONLINE

NVME Statistics

LS: Xmt 0000000e49 Cmpl 0000000e49 Abort 00000000

LS XMIT: Err 00000000 CMPL: xb 00000000 Err 00000000

Total FCP Cmpl 000000003ceb594f Issue 000000003ce65dbe OutIO
fffffffffffb046f

abort 00000bd2 noxri 00000000 nondlp 00000000 gdepth 00000000 wgerr
00000000 err 00000000

FCP CMPL: xb 000014f4 Err 00012abd

NVME Initiator Enabled

XRI Dist 1lpfcl Total 6144 IO 5894 ELS 250

NVME LPORT lpfcl WWPN x100000109b579d5f WWNN x200000109b579d5f DID
x011b00 ONLINE

NVME RPORT WWPN x208300a098dfdd91 WWNN x208100a098dfdd91 DID x010c03
TARGET DISCSRVC ONLINE

NVME RPORT WWPN x208200a098dfdd91 WWNN x208100a098dfdd91 DID x012a03
TARGET DISCSRVC ONLINE

NVME Statistics

LS: Xmt 0000000e50 Cmpl 0000000e50 Abort 00000000

LS XMIT: Err 00000000 CMPL: xb 00000000 Err 00000000

Total FCP Cmpl 000000003c9859ca Issue 000000003c93515e OutIO
fffffffffffaf794

abort 00000b73 noxri 00000000 nondlp 00000000 gdepth 00000000 wgerr
00000000 err 00000000

FCP CMPL: xb 0000159d Err 000135c3

8. EfREMN.

Marvell/QLogic
SUSE Linux Enterprise Server 15 SP4RIZHF MR A E qla2xxxIRshiEF E & mEEiER, XL
BEERITFONTAPEZIFEXEE,
-
1. SR B IEEETS I FIE AL 23 IR shAZ F A Bl iR s -



cat /sys/class/fc host/host*/symbolic name
TG

QLE2742 FW:v9.08.02 DVR:v10.02.07.800-k QLE2742 FW:v9.08.02
DVR:v10.02.07.800-k

2. BiIFREE gl2xnvmeenable BEIKEN1:

cat /sys/module/glaZxxx/parameters/gl2xnvmeenable
1

BA 1 MB /0 X/)v (A]3%)

ONTAP7EIR Gz 2R SR PIR E R AEIEE WA (MDTS) I 8, XEMKERK I/0 IFERA/NAIX 1MB, EH
Broadcom NVMe/FC FEH&H 1MB A/N8Y I/0 15K, ERIZIENN Ipfc’ BINE “Ipfc_sg_seg_cnt SEMERIAE
64 BN 256,

()  =ESEREEFEENMe/FCEL

TE
1. %% “Ipfc_sg_seg_cnt BEEE 1256

cat /etc/modprobe.d/lpfc.conf
BNIZZBEEMTF AT RAIB S
options lpfc lpfc sg seg cnt=256

2. 3517 ‘dracut -F S S HEH BN EN.
3. IWIFMIERT “Ipfc_sg_seg_cnt }3256:

cat /sys/module/lpfc/parameters/lpfc sg seg cnt

BFANVMefRSS
FEEmINVMe/FCERIARSS nvme-c1i B2E. ONLY _nvmefc-boot-connections.service BREMH.

AIERSGBohEAEIBEN; nvmf-autoconnect.service KEH. FEltt. BEEFEH nvnf-
autoconnect.service T &% 5| FEAEIE N,
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p

1. -enable nvmf-autoconnect.service:

# systemctl enable nvmf-autoconnect.service
Created symlink /etc/systemd/system/default.target.wants/nvmf-

autoconnect.service — /usr/lib/systemd/system/nvmf-autoconnect.service.

2. EFEEEN

3. I&EA “nvmefc-boot-connections.service' 87 "nvmf-autoconnect.service 7T R KB HEIETT:

Tl

95



# systemctl status nvmf-autoconnect.service
nvmf-autoconnect.service - Connect NVMe-oF subsystems automatically
during boot
Loaded: loaded (/usr/lib/systemd/system/nvmf-autoconnect.service;
enabled; vendor preset: disabled)
Active: i1nactive (dead) since Thu 2023-05-25 14:55:00 IST; 1llmin
ago
Process: 2108 ExecStartPre=/sbin/modprobe nvme-fabrics (code=exited,
status=0/SUCCESS)
Process: 2114 ExecStart=/usr/sbin/nvme connect-all (code=exited,
status=0/SUCCESS)
Main PID: 2114 (code=exited, status=0/SUCCESS)

systemd[1l]: Starting Connect NVMe-oF subsystems automatically during

boot...
nvme [2114]: traddr=nn-0x201700a098fd4cab6:pn-0x201800a098fd4ca6 is

already connected

systemd[1l]: nvmf-autoconnect.service: Deactivated successfully.
systemd[1l]: Finished Connect NVMe-oF subsystems automatically during
boot.

# systemctl status nvmefc-boot-connections.service
nvmefc-boot-connections.service - Auto-connect to subsystems on FC-NVME
devices found during boot

Loaded: loaded (/usr/lib/systemd/system/nvmefc-boot-
connections.service; enabled; vendor preset: enabled)

Active: inactive (dead) since Thu 2023-05-25 14:55:00 IST; 1llmin ago
Main PID: 1647 (code=exited, status=0/SUCCESS)

systemd[1l]: Starting Auto-connect to subsystems on FC-NVME devices found
during boot...

systemd[1]: nvmefc-boot-connections.service: Succeeded.

systemd[1l]: Finished Auto-connect to subsystems on FC-NVME devices found

during boot.

BiE NVMe/TCP
&o] UE B L MR EP BECENVMe/TCP,

p

1. Wi IR OB e LUBEE S £ FMINVMe/TCP LIFIREVA I B ST mEE:

96

nvme discover -t tcp -w <host-traddr> -a <traddr>



Tl

# nvme discover -t tcp -w 192.168.1.4 -a 192.168.1.31

Discovery Log Number of Records 8, Generation counter 18

=====Discovery Log Entry 0O====== trtype: tcp

adrfam: ipvé

subtype: current discovery subsystem treqg: not specified

portid: O

trsvcid: 8009 subngn: ngn.1992-
08.com.netapp:sn.48391d66clabllecaaabd039eal65514:discovery traddr:
192.168.2.117

eflags: explicit discovery connections, duplicate discovery information
sectype: none

adrfam: ipvé

subtype: current discovery subsystem treqg: not specified

portid: 1

trsvcid: 8009 subngn: ngn.1992-
08.com.netapp:sn.48391d66cl0abllecaaabd039eal65514:discovery traddr:
192.168.1.117

eflags: explicit discovery connections, duplicate discovery information
sectype: none

adrfam: ipv4

subtype: current discovery subsystem treqg: not specified

portid: 2

trsvecid: 8009 subngn: ngn.1992-
08.com.netapp:sn.48391d66clabllecaaabd03%alb5514:discovery traddr:
192.168.2.116

eflags: explicit discovery connections, duplicate discovery information
sectype: none

adrfam: ipv4

subtype: current discovery subsystem treqg: not specified

portid: 3

trsvecid: 8009 subngn: ngn.1992-
08.com.netapp:sn.48391d66clabllecaaabd03%albb514:discovery traddr:
192.168.1.116

eflags: explicit discovery connections, duplicate discovery information
sectype: none

adrfam: ipv4

subtype: nvme subsystem treq: not specified portid: 0

trsvcid: 4420 subngn: ngn.1992-
08.com.netapp:sn.48391d66clabllecaaa5d039eal65514:subsystem.subsys CLIEN
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2.

98

T116

traddr: 192.168.2.117 eflags: not specified sectype: none

=====Discovery Log Entry 5====== trtype: tcp

adrfam: ipv4

subtype: nvme subsystem treq: not specified portid: 1

trsvcid: 4420 subngn: ngn.1992-
08.com.netapp:sn.4839%91d66clabllecaaa5d039eal65514:subsystem.subsys CLIEN
T116

traddr: 192.168.1.117 eflags: not specified sectype: none

=====Discovery Log Entry 6====== trtype: tcp

adrfam: ipvé

subtype: nvme subsystem treqg: not specified portid: 2

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.48391de66clabllecaaa5d039%eal65514:subsystem.subsys CLIEN
T116

traddr: 192.168.2.116 eflags: not specified sectype: none

=====Discovery Log Entry 7====== trtype: tcp

adrfam: ipv4

subtype: nvme subsystem treq: not specified portid: 3

trsvcid: 4420 subngn: ngn.1992-
08.com.netapp:sn.4839%91d66clabllecaaa5d039eal65514:subsystem.subsys CLIEN
T116

traddr: 192.168.1.116 eflags: not specified sectype: none

IEPRAE HMNVMe/TCPE a2 F- BATLIFA & 25 AT LAY ThiR BRI H & DI E #44E -

nvme discover -t tcp -w <host-traddr> -a <traddr>

Tk

# nvme discover -t tcp -w 192.168.1.4 -a 192.168.1.32
# nvme discover -t tcp -w 192.168.2.5 -a 192.168.2.36
# nvme discover -t tcp -w 192.168.2.5 -a 192.168.2.37

11T nvme connect-all N RPAERZIFHNNVMe/TCPEIEF-BIRSIP LIEZITRS:

nvme connect-all -t tcp -w host-traddr -a traddr -1
<ctrl loss timeout in seconds>

Tl



# nvme connect-all -t tcp -w 192.168.1.4 -a 192.168.1.31 -1 -1
# nvme connect-all -t tcp -w 192.168.1.4 -a 192.168.1.32 -1 -1
# nvme connect-all -t tcp -w 192.168.2.5 -a 192.168.1.36 -1 -1
# nvme connect-all -t tcp -w 192.168.2.5 -a 192.168.1.37 -1 -1

@ NetApp B E ctri-loss—tmo M -1 X, WMREKEFEEKX. NVMe/TCPEIEFMS
TIREAt =X B

I&IF NVMe-oF
& 0] LAE R L T2 ES B IRIENVMe-oF,

p
1. BIFR B ER AR NVMe ZHR1E:

cat /sys/module/nvme core/parameters/multipath
Y

2. W FEHNEBEEEERATONTAP NVMed B EMIEMITHIZEES
cat /sys/class/nvme-subsystem/nvme-subsys*/model
Nl e

NetApp ONTAP Controller
NetApp ONTAP Controller

3. IIFAEN ONTAP NVMe I/O¥% 28 HINVMe I/OSRES :
cat /sys/class/nvme-subsystem/nvme-subsys*/iopolicy
Nt

round-robin

round-robin

4. BIFONTAPEZ MG EE WM ENATIL:



nvme list -v

filka
Subsystem Subsystem-NON
Controllers
nvme-subsys0 ngn.1992-
08.com.netapp:sn.0501dafl5ddalleeab68d039%aa’a232:subsystem.unidir dhcha
P nvme(O, nvmel, nvme2, nvme3
Device SN MN
FR TxPort Asdress Subsystem Namespaces
nvme0 81LGgBUgsI3EAAAAAAAE NetApp ONTAP Controller FFFFFFEFFEF tcp
traddr=192.168.2.214, trsvcid=4420,host traddr=192.168.2.14 nvme-subsys0
nvmeOnl
nvmel 81LGgBUgsI3EAAAAAAAE NetApp ONTAP Controller FFFFFFFF tcp
traddr=192.168.2.215, trsvcid=4420,host traddr=192.168.2.14 nvme-subsys0
nvmeOnl
nvme?2 81LGgBUgsI3EAAAAAAAE NetApp ONTAP Controller FFFFFFFFEF tcp
traddr=192.168.1.214, trsvcid=4420,host traddr=192.168.1.14 nvme-subsys0
nvmeOnl
nvme3 81LGgBUgsI3EAAAAAAAE NetApp ONTAP Controller FFFFFFFFEF tcp
traddr=192.168.1.215, trsvcid=4420,host traddr=192.168.1.14 nvme-subsys0
nvmeOnl
Device Generic NSID Usage Format
Controllers
/dev/nvmeOnl /dev/ngOnl 0x1 1.07 GB / 1.07 GB 4 KiB + 0 B

nvme(O, nvmel, nvme2, nvme3

o WIFE M RIENIERISRRSES N ENRS AR ST AG ERANARKS:

nvme list-subsys /dev/<subsystem name>

100



NVMe/FC

# nvme list-subsys /dev/nvmelnl

nvme-subsysl - NQN=ngn.1992-
08.com.netapp:sn.04ba0732530911ea8e8300a098dfdd91:subsystem.nvme 145
1

\

+- nvme2 fc traddr=nn-0x208100a098dfdd9l:pn-
0x208200a098dfdd91, host traddr=nn-0x200000109b579d5f:pn-
0x100000109b579d5f live optimized

+- nvme3 fc traddr=nn-0x208100a098dfdd9l:pn-
0x208500a098dfdd91, host traddr=nn-0x200000109b579d5e:pn-
0x100000109b579d5e live optimized

+- nvmed fc traddr=nn-0x208100a098dfdd9l:pn-
0x208400a098dfdd91, host traddr=nn-0x200000109b579d5e:pn-
0x1000001090b579d5e live non-optimized

+- nvme6 fc traddr=nn-0x208100a098dfdd9l:pn-
0x208300a098dfdd91, host traddr=nn-0x200000109b579d5f :pn-
0x1000001090579d5f live non-optimized

NVMe/TCP

# nvme list-subsys

nvme-subsys0 - NQN=ngn.1992-
08.com.netapp:sn.0501dafl5ddalleeab68d039%aa’a232:subsystem.unidir d
hchap
hostngn=ngn.2014-08.org.nvmexpress:uuid:eb8ecal24-faff-11lea-8fee-
3a68dd3b5chHf

iopolicy=round-robin

+- nvmeO tcp
traddr=192.168.2.214, trsvcid=4420,host traddr=192.168.2.14 live
+- nvmel tcp
traddr=192.168.2.215, trsvcid=4420,host traddr=192.168.2.14 live
+- nvme2 tcp
traddr=192.168.1.214,trsvcid=4420,host traddr=192.168.1.14 live
+- nvme3 tcp
traddr=192.168.1.215, trsvcid=4420,host traddr=192.168.1.14 live

6. ISIENetAppifF 2T NE NONTAP R Tialig & B EHRIE:
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7

nvme netapp ontapdevices -o column

T
Device Vserver Namespace Path
NSID UUID Size
/dev/nvmeOnl vs CLIENT114
/vol/CLIENT114 vol 0 10/CLIENT114 nsl0 1 c6586535-da8a-

40£fa-8c20-759€a0d69d33 1.07GB

JSON

nvme netapp ontapdevices -o Jjson

Tl

"ONTAPdevices": [
{
"Device":"/dev/nvmeOnl",
"Vserver":"vs CLIENTI114",
"Namespace Path":"/vol/CLIENT114 vol O 10/CLIENT114 nsl10",
"NSID":1,
"UUID":"c6586535-da8a-40fa-8c20-759ea0d69d33",
USize "l . 07GBY,
"LBA Data Size":4096,
"Namespace Size'":262144

BB RANE R IS

MSUSE ONTAP 9 11.1. 77484, &I LLASUSE Linux Enterprise Server 15 SP4EA I KA1 & INIEH]
#3(PERIOC)(SP4), EBmtNINVMeFRFARMEMIPRS R UK I AT HENEEIBNER. FEPDC,

p
1. IERBENEMIERS A, HEUBE BohiEFin O BARLIFAS#HITIOR:

102



nvme discover -t <trtype> -w <host-traddr> -a <traddr>

103



104

b kit

Discovery Log Number of Records 16, Generation counter 14

trtype: tcp

adrfam: ipv4

subtype: current discovery subsystem

treq: not specified

portid: O

trsvcid: 8009

subngn: ngn.1992-
08.com.netapp:sn.0501dafl5ddalleeab68d039%aa7a232:discovery
traddr: 192.168.1.214

eflags: explicit discovery connections, duplicate discovery
information sectype: none

trtype: tcp

adrfam: ipv4

subtype: current discovery subsystem

treq: not specified

portid: O

trsvcid: 8009

subngn: ngn.1992-
08.com.netapp:sn.0501dafl5ddalleeab68d039%aa7a232:discovery
traddr: 192.168.1.215

eflags: explicit discovery connections, duplicate discovery
information

sectype: none

trtype: tcp

adrfam: ipv4

subtype: current discovery subsystem

treq: not specified

portid: O

trsvcid: 8009

subngn: ngn.1992-
08.com.netapp:sn.0501dafl5ddalleeab68d039%caa’7a232:discovery
traddr: 192.168.2.215

eflags: explicit discovery connections, duplicate discovery
information sectype: none

trtype: tcp

adrfam: ipv4

subtype: current discovery subsystem
treqg: not specified



portid: O

trsvcid: 8009

subngn: ngn.1992-
08.com.netapp:sn.0501dafl5ddalleeab68d039%aa7a232:discovery
traddr: 192.168.2.214

eflags: explicit discovery connections, duplicate discovery
information sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem
treq: not specified
portid: O

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.0501dafl5ddalleeab68d039%eaa77a232:subsystem.unidir n
one

traddr: 192.168.1.214
eflags: none

sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem
treq: not specified
portid: O

trsvecid: 4420

subngn: ngn.1992-
08.com.netapp:sn.0501dafl5ddalleeab68d039%caa’7a232:subsystem.unidir n
one

traddr: 192.168.1.215
eflags: none

sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem
treq: not specified
portid: O

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.0501dafl5ddalleeab68d039%eaa77a232:subsystem.unidir n
one

traddr: 192.168.2.215
eflags: none

sectype: none
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trtype: tcp

adrfam: ipv4

subtype: nvme subsystem

treq: not specified

portid: O

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.0501dafl5ddalleeab68d039%eaa’7a232:subsystem.unidir n

one
traddr: 192.168.2.214
eflags: none

sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem

treq: not specified

portid: O

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.0501dafl5ddalleecab68d039%eaa’7a232:subsystem.subsys C

LIENT114
traddr: 192.168.1.214
eflags: none

sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem

treq: not specified

portid: O

trsvecid: 4420

subngn: ngn.1992-
08.com.netapp:sn.0501dafl5ddalleeab68d039%caa’7a232:subsystem.subsys C

LIENT114
traddr: 192.168.1.215
eflags: none

sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem
treq: not specified
portid: O

trsvcid: 4420
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subngn: ngn.1992-
08.com.netapp:sn.0501ldafl5ddalleecab68d039%eaa’a232:subsystem.subsys C
LIENT114

traddr: 192.168.2.215

eflags: none

sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem
treq: not specified
portid: O

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.0501dafl5ddalleeab68d039%eaa’7a232:subsystem.subsys C
LIENT114

traddr: 192.168.2.214
eflags: none

sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem

treq: not specified

portid: O

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.0501dafl5ddalleeab68d039%aa’a232:subsystem.unidir d

hchap
traddr: 192.168.1.214
eflags: none

sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem

treq: not specified

portid: O

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.0501dafl5ddalleeab68d039%aa’7a232:subsystem.unidir d

hchap
traddr: 192.168.1.215
eflags: none

sectype: none
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trtype: tcp

adrfam: ipv4

subtype: nvme subsystem

treq: not specified

portid: O

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.0501dafl5ddalleeab68d039%aa’7a232:subsystem.unidir d

hchap
traddr: 192.168.2.215
eflags: none

sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem

treq: not specified

portid: O

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.0501dafl5ddalleeab68d039%aa’a232:subsystem.unidir d

hchap
traddr: 192.168.2.214
eflags: none

sectype: none

2. HRMFERGLIEPDC:

nvme discover -t <trtype> -w <host-traddr> -a <traddr> -p

Tl

nvme discover -t tcp -w 192.168.1.16 -a 192.168.1.116 -p

3. MONTAPIZHIZSH. WIIFEEEBIEPDC:

vserver nvme show-discovery-controller -instance -vserver vserver name

Tl
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vserver nvme show-discovery-controller -instance -vserver vs nvmel75
Vserver Name: vs CLIENT116 Controller ID: 00COh

Discovery Subsystem NQN: ngn.1992-
08.com.netapp:sn.48391d66cl0a6llecaaa5d039%9eal65514:discovery Logical
Interface UUID: d23cbbla-cl0a6-11ec-9731-d03%eal65abc Logical Interface:
CLIENT116 1if 4a 1

Node: A400-14-124

Host NQN: ngn.2014-08.org.nvmexpress:uuid:12372496-59c4-4d1lb-be09-
74362c0clafc

Transport Protocol: nvme-tcp

Initiator Transport Address: 192.168.1.16

Host Identifier: 59de25be738348f08a79df4bce9573f3 Admin Queue Depth: 32
Header Digest Enabled: false Data Digest Enabled: false

Vserver UUID: 48391d66-cOa6-llec-aaab-d039%eal6b514

REREHASHIIE

MSUSE ONTAP 9 1.12.1FF4. B@iENVMe/TCPHINVMe/FCESUSE Linux Enterprise Server 15 SP4=E4/l
FIONTAPIZ 28 Z BI#H TR 2 RIH R F 1A 18I,

FISELEHMEIE. 81 ENSITHISRE NN S XX DH-UMAC-CHAP Z$H. EENVMe S IEHIZZAINQN
5TEARENSMRIIZHENAS, EXNERNFAHITEMINIUE. NVMeENIITHIZZHNIIRF S5 IFEF 5 KEE
B% R,

S UER TR S1TRE I Config JSONXHFIRELZEFAF M. MRFENFENFRFAISEARRE
#dhchapZZ$A. MI@AZE A config JSONX 4,
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1. FREXEHINQN:

cat /etc/nvme/hostngn

2. ;JSUSE Linux Enterprise Server 15 SP4EH14£p{dhchapZ$A:

nvime gen-dhchap-key -s optional secret -1 key length {32]48|64} -m
HMAC function {0]1]2]3} -n host ngn

. -s secret key in hexadecimal characters to be used to initialize
the host key

. -1 length of the resulting key in bytes

. -m HMAC function to use for key transformation

0 = none, 1- SHA-256, 2 = SHA-384, 3=SHA-512

. -n host NON to use for key transformation

+
FELULTRAIAF. BER—FENldhchapZ . HFHMACIZRE 73 (SHA-512),

# nvme gen-dhchap-key -m 3 -n ngn.2014-08.org.nvmexpress:uuid:d3ca725a-
ac8d-4d88-b46a-174ac235139%

DHHC-
1:03:J20J0f79f0pLnpF/ASDIRTYILKIRr5CougGpGdQSysPrLubRW1fG15VSjbeDF1nlDE
h3nVBel9nQ/LxreSBeH/bx/pU=:

1. ZZONTAPITHI2E E. FINEMNFIEEF NdhchapZh:

vserver nvme subsystem host add -vserver <svm name> -subsystem
<subsystem> -host-ngn <host ngn> -dhchap-host-secret
<authentication host secret> -dhchap-controller-secret
<authentication controller secret> -dhchap-hash-function {sha-
256 |sha-512} -dhchap-group {none|2048-bit|3072-bit|4096-bit|6144-
bit|8192-bit}

2. N FRMERNEMIIIESE: BEEMNE. EEN L. EZEIONTAPIEHISSHIRIEFMES 1R
WS 7EEEdhchap®EH



nvme connect -t tcp -w <host-traddr> -a <tr-addr> -n <host ngn> -S
<authentication host secret> -C <authentication controller secret>

3. I9IF nvme connect authentication @<, IIEEAFIEHIESdhchapZBia:

a. IIEFHdhchap®h:

$cat /sys/class/nvme-subsystem/<nvme-subsysX>/nvme*/dhchap secret

BREERRAHEL:

SR650-14-114:~ # cat /sys/class/nvme-subsystem/nvme-
subsysl/nvme*/dhchap secret

DHHC-
1:03:3JelnQCmjJLUKD62mpYbzlpuw00Iws86NBI6uNO/t3jbvhp7fjyRIDIRJOHGSE
wQtyel JCFSMkBQH3pTKGAYR10VI9gx00=:

DHHC-
1:03:3JelnQCmjJLUKD62mpYbzlpuw00Iws86NBI6uNO/t3jbvhp7fjyRIDIRJOHGSE
wQtyelJCFSMkBQH3pTKGAYR1OVI9gx00=:

DHHC-
1:03:3JelnQCmjJLUKD62mpYbzlpuw00Iws86NBI6uNO/t3jbvhp7fjyRIDIRJOHGSE
wQtyelJCFSMkBQH3pTKGAYR1OVI9gx00=:

DHHC-
1:03:3elnQCmjJLUKD62mpYbzlpuw00Iws86NB96uNO/t3jbvhp7fjyRI9bIRJOHGS
wQtyelJCFSMkBQOH3pTKGAYR1IOVSgx00=:

b. I§iFizEHI28dhchapZ A :

Scat /sys/class/nvme-subsystem/<nvme-
subsysX>/nvme*/dhchap ctrl secret

X e Bic B A% R



SR650-14-114:~ # cat /sys/class/nvme-subsystem/nvme-
subsys6/nvme*/dhchap ctrl secret

DHHC-
1:03:WorVEV83eYO053kV4Iel50pphbX5LAphO3F8fgH3913t1rkSGDBITt3crXeTUBSE
CwGbPsEyz6CXxdQJibkbn4IzmkFU=:

DHHC-
1:03:WorVEV83eYO053kV4Iel50pphbX5LAphO3F8fgH3913t1rkSGDBITt3crXeTUBSE
CwGbPsEyz6CXxdQJibkbn4IzmkFU=:

DHHC-
1:03:WorVEV83eYO053kV4Iel50pphbX5LAphO3F8fgH3913t1rkSGDBITt3crXeTUBSE
CwGbPsEyz6CXxdQJibkbn4IzmkFU=:

DHHC-
1:03:WorVEV83eYO053kV4Iel50pphbX5LAphO3F8fgH3913t1rkSGDBITt3crXeTUBSE
CwGbPsEyz6CXxdQJibkbn4IzmkFU=:

JSON X%
AT LUER /etc/nvme/config. json X nvme connect-all G ONTAP,

] AER A RLJSONX M —o EIMAE X E LB LRI, 152 INVMe Connect-allFAf 51,

P
1. BoE JSON 3Xf4:

112

# cat /etc/nvme/config.json
[
{

"hostngn":"ngn.2014-08.org.nvmexpress:uuid:12372496-59c4-4d1b-
be09-74362c0clafc",

"hostid":"3ael0b42-21af-48ce-a40b-cfb5bad81839",

"dhchap key":"DHHC-
1:03:Cu3zz2fIz1WM1gZFnCMgpAgn/T6EVOCcIFHez215U+Pow8 ) TgBF2UbNkKk3DK4AwWLk2E
ptWpnal rpwG5CndpOgxpRxh9m4lw=":"

br

"hostngn":"ngn.2014-08.org.nvmexpress:uuid:12372496-59c4-4d1b-
be09-74362c0clafc",
"subsystems": [
{

"ngn":"ngn.1992-
08.com.netapp:sn.48391d66clabllecaaa5d039%eal65514:subsystem.subsys C
LIENT116",

"ports": [

{



"transport":"tcp",
"traddr":"192.168.1.117",
"host traddr":"192.168.1.16",
"trsvcid":"4420",
"dhchap ctrl key":"DHHC-
1:01:0h58bcT/uulrCpGsDYU6ZHZVRUVgSYKUBRSONuOVPx5HEwWaZ : "
s
{
"transport":"tcp",
"traddr":"192.168.1.116",
"host traddr":"192.168.1.16",
"trsvcid":"4420",
"dhchap ctrl key":"DHHC-
1:01:0h58bcT/uulrCpGsDYU6ZHZVRUVgSYKUBRSONuOVPx5HEwWaZ : "
Hy
{
"transport":"tcp",
"traddr":"192.168.2.117",
"host traddr":"192.168.2.16",
"trsvcid":"4420",
"dhchap ctrl key":"DHHC-
1:01:0h58bcT/uul0rCpGsDYU6ZHZVRUVgsYKUBRSONuOVPx5HEwWaZz "
by
{
"transport":"tcp",
"traddr":"192.168.2.116",
"host traddr":"192.168.2.16",
"trsvcid":"4420",
"dhchap ctrl key":"DHHC-
1:01:0h58bcT/uulrCpGsDYU6ZHZVRUVgsYKUuBRSONuOVPx5HEwWaZ : "
}

[NOTE ]

In the preceding example, “dhchap key  corresponds to
“dhchap secret’™ and "dhchap ctrl key  corresponds to
“dhchap ctrl secret'.

2. {3 config JSONX 1% EIONTAPIE 28 :
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nvme connect-all -J /etc/nvme/config.json

Nl

traddr=192.168.
traddr=192.168.
traddr=192.168.
traddr=192.168.
traddr=192.168.
traddr=192.168.
traddr=192.168.
traddr=192.168.
traddr=192.168.
traddr=192.168.
traddr=192.168.
traddr=192.168.

.116 is already connected
.116 is already connected
.117 is already connected
.117 is already connected
.117 is already connected
.117 is already connected
.116 is already connected
.116 is already connected
.116 is already connected
.116 is already connected
.117 is already connected

P N PN EREDNNDEDN RN RN

.117 is already connected

3. WIFR B ENENFARFARMENITH 232 Adhchap @3 .

a. IHiFEHldhchapZ$A:

# cat /sys/class/nvme-subsystem/nvme-subsys0/nvme0/dhchap secret

Tl

DHHC-1:01:NunEWY7AZ1XgxITGheByarwzdQvU4debZg9HOjIr6nOHEkxJg::

b. ISIFTHI28dhchapZ$h:

# cat /sys/class/nvme-subsystem/nvme-
subsys0/nvme0/dhchap ctrl secret

Nk

DHHC-
1:03:2YJinsxa2v3+m8gqCiTnmgBZoH6mIT6G/6£0aG08viVZB4VLNLH4z8CvK7pVYxN
6S5fOAtaU3DNil2rieRMfdbg3704=:
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[SZ1E)

EHBONTAPhRZASAISUSE Linux Enterprise Server 15 SP4;%H EXla)7L,

iEFFXF ONTAP B9 SUSE Linux Enterprise Server 15 SP3
B9 NVMe-oF FAECE

A ANA (EXFREp R = 813418 )AISUSE Linux Enterprise Server 15 SP32 352 T W4ZLE
FIHINVMeZHNVMe-oF (E23ENVMe/FCHIE % 48). ANAENVMe-oFIF R HBIAUAZERL
~m. BaE@dNZNVMeZREL ., FRLLEE. ErTUEHAEFSUSE Linux
Enterprise Server 15 SP3EYANAFIONTAP{EN Bi5. BEAEBRZNVMeZBZHINVMe-
oF.

BXRXHRENERFAGER. BB ERFERTAS

* SUSE Linux Enterprise Server 15 SP352#NVMe/FCHIE fth1L 46,

* NVMe-oF R3z#F sanlun o At 7ESUSE Linux Enterprise Server 15 SP3_E. Linux Host Utilities <3z
FENVMe-oF . & AT LUK HIE B FNVMe-oF FYZSHINVMe-CLIER {461 12 AINetApplEftE, XM L1
BNVMe-oF &4,

* NVMeFISCSIRER UTER—FEN LiETT. Ehrl, XNZEFF BEHENEVEE. Flt. XF
SCSI. Er]LMEEE—HSCSI LUNEZE "dm-multipath' 25§ mpathi&. MINVMeZBREZRNTBAFEE
HEEEENVMe-oF 212185,

E AN PR
BRIRZFERANVMe-oF Y B EISAN.

EFA%Z NVMe %12

FRINER . SUSE Linux Enterprise ServerZE#1(fI80SUSE Linux Enterprise Server 15 SP3) EEEHAW
BNVMeZ iz, EHitt, AFEEZEMLEE, BEXZIFHEENERFAEE. BFEN TREERTAY,

NVMe-oF BapiEF
BEXSIHFRENERFAGE. BN BREEERTA"
1. #§IATESUSE Linux Enterprise Server 15 SP3 MUZEAH] k%3 T HEHIRIZFINVMe-CLI MUEEE,

Nl
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# uname -r
5.3.18-59.5-default

# rpm -galgrep nvme-cli
nvme-cli-1.13-3.3.1.x86 64

L3R NVMe-CLI MU B4 EIIEEIEUTRE:

° *NVMe/FC BahiEiEHA * — X Ea B TRNKBREURENEFHBshEAE, NVMe/FC Bnh (B
1) EIEFTEAVEIAS

# rpom -gl nvme-cli-1.13-3.3.1.x86 64

/etc/nvme

/etc/nvme/hostid

/etc/nvme/hostngn
/usr/lib/systemd/system/nvmefc-boot-connections.service
/usr/lib/systemd/system/nvmefc-connect. target
/usr/lib/systemd/system/nvmefc-connect@.service

° * NVMe udev rule* - AFHBFRERT S ZRERBF I EH T E2520A ONTAP FiE ONTAP &5 =i ByHT
udev LM :

# rpom -gl nvme-cli-1.13-3.3.1.x86 64

/etc/nvme

/etc/nvme/hostid

/etc/nvme/hostngn
/usr/lib/systemd/system/nvmefc-boot-connections.service
/usr/lib/systemd/system/nvmf-autoconnect.service
/usr/lib/systemd/system/nvmf-connect.target
/usr/lib/systemd/system/nvmf-connect@.service
/usr/lib/udev/rules.d/70-nvmf-autoconnect.rules
/usr/lib/udev/rules.d/71-nvmf-iopolicy-netapp.rules

# cat /usr/lib/udev/rules.d/71-nvmf-iopolicy-netapp.rules

# Enable round-robin for NetApp ONTAP and NetApp E-Series
ACTION=="add", SUBSYSTEM=="nvme-subsystem", ATTR{model}=="NetApp
ONTAP Controller", ATTR{iopolicy}="round-robin"

ACTION=="add", SUBSYSTEM=="nvme-subsystem", ATTR{model}=="NetApp E-
Series", ATTR{iopolicy}="round-robin"

o * JEFAT ONTAP 1&& I NetApp G * —IE R NetApp G EHITIEEL, LIALIE ONTAP iR =
E1
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2. 9EFEMN L /etc/nve/hostngn’ &HY hostngn FFFER, HIBRES ONTAP fE%5 L8R FHR 4 hostngn F

FFERIEMBILEDS, BIg0:

# cat /etc/nvme/hostngn

ngn.2014-08.o0rg.nvmexpress

::> vserver nvme subsystem

Vserver Subsystem
vs nvme 145 nvme 145 1
4la6-alfd-cf8262c8713f
nvme 145 2
4la6-alfd-cf8262c8713f
nvme 145 3
41a6-alfd-cf8262c8713f
nvme 145 4
4la6-alfd-cf8262c8713f
nvme 145 5
4la6-alfd-cf8262c8713f

nqgn.

nqgn.

ngn.

nqgn

nqgn.

5 entries were displayed.

:uuid:3cab59el1-5588-4fc4-b7d6-5ccfb0b9£054

host show -vserver vs fcnvme 145

Host NON

2014-08.

2014-08.

2014-08.

.2014-08.

2014-08.

RIEBEN LERR FCIEECEE, BEMITUTIE,

Bd& NVMe/FC

Broadcom/Emulex

1. BIEE RS AR BINAER R ME kA, F130:

org.

org.

org.

.nvmexpress

Lvmexpress

nvmexpress

nvmexpress

nvmexpress

# cat /sys/class/scsi host/host*/modelname

LPe32002-M2
LPe32002-M2

# cat /sys/class/scsi host/host*/modeldesc
Emulex LightPulse LPe32002-M2 2-Port 32Gb Fibre Channel Adapter
Emulex LightPulse LPe32002-M2 2-Port 32Gb Fibre Channel Adapter
# cat /sys/class/scsi host/host*/fwrev

12.8.340.8, sli-4:2:c
12.8.840.8, sli-4:2:c

ruuid:

ruuid:

ruuid:

ruuid:

ruuid:

c7b07bl6-az22e-

c7b07ble-a22e-

c7b07blo-a22e-

c7b07bl6-az22e-

c7b07blo-a22e-

° BHHY Ipfc IRTHAZRE (UWEFEFNAERE) B35 Ipfc_enable FC4 type BRINEE N 3, EIt, BFRBE

E1E ° /etc/modprobe.d/lpfc.conf HERIHIGEILIRE, REEHMEIE initrd. FRINERT, EEH

lpfc NVMe X#%:
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# cat /sys/module/lpfc/parameters/lpfc _enable fc4 type
3

° IAENRERAFE Ipfc BRopiEFELRRMMZA, HES NVMe/FC %, Elt, EEXHEZE Ipfc OOB
Kzpigrso

# cat /sys/module/lpfc/version
0:12.8.0.10

2. WitRmiEFHEOEE ERMAEEEIET.

# cat /sys/class/fc _host/host*/port name
0x100000109p579d5e

0x100000109b579d5¢f

# cat /sys/class/fc_host/host*/port state
Online

Online

==

3. WIANVMe/FCRIEFIHROERA. ErIUERBirmH. HFEMAEROYERMALERET. +EUTT
Blch. NERT T EMEFHEAFHBESHE N BIrEaARAXEGER:
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# cat /sys/class/scsi_host/host*/nvme info

NVME Initiator Enabled

XRI Dist 1lpfcO Total 6144 IO 5894 ELS 250

NVME LPORT lpfcO WWPN x100000109b579d5e WWNN x200000109b579d5e DID
x011c00 ONLINE

NVME RPORT WWPN x208400a098dfdd91 WWNN x208100a098dfdd91 DID x011503
TARGET DISCSRVC ONLINE

NVME RPORT WWPN x208500a098d£fdd91 WWNN x208100a098dfdd91 DID x010003
TARGET DISCSRVC ONLINE

NVME Statistics

LS: Xmt 0000000e49 Cmpl 0000000e49 Abort 00000000

LS XMIT: Err 00000000 CMPL: xb 00000000 Err 00000000

Total FCP Cmpl 000000003ceb594f Issue 000000003ce65dbe OutIO
fffffffffffb04e6f

abort 00000bd2 noxri 00000000 nondlp 00000000 gdepth 00000000 wgerr
00000000 err 00000000

FCP CMPL: xb 000014f4 Err 00012abd

NVME Initiator Enabled

XRI Dist 1lpfcl Total 6144 IO 5894 ELS 250

NVME LPORT lpfcl WWPN x100000109b579d5f WWNN x200000109b579d5f DID
x011b00 ONLINE

NVME RPORT WWPN x208300a098dfdd91 WWNN x208100a098d£fdd91 DID x010c03
TARGET DISCSRVC ONLINE

NVME RPORT WWPN x208200a098dfdd91 WWNN x208100a098dfdd91 DID x012a03
TARGET DISCSRVC ONLINE

NVME Statistics

LS: Xmt 0000000e50 Cmpl 0000000e50 Abort 00000000

LS XMIT: Err 00000000 CMPL: xb 00000000 Err 00000000

Total FCP Cmpl 000000003c9859ca Issue 000000003c93515e OutIO
fffffffffffaf794

abort 00000b73 noxri 00000000 nondlp 00000000 gdepth 00000000 wgerr
00000000 err 00000000

FCP CMPL: xb 0000159d Err 000135c3

4. EXEEEN.

[EF 1 MB /0 K/v (R]3%)

ONTAP 7£ "Identify Controller" (RZEIFHIZS) #HIEPIRE MTS ( MAX Data fFHiA/N) B8, XEKRERK
/0 IERA/NNEREEZH 1 MB, B2. EMRBroadcom NVMe/FCEHL AN 1 MBRII/OIER. IpfcBEk
‘Ipfc_sg_seg_cnt B MERINEG4IRH H256, IHIRERLL T iR TILLIRIE:

1. MMM modprobe lpfc.conf XEHMIANE 256 :
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# cat /etc/modprobe.d/lpfc.conf
options lpfc lpfc sg seg cnt=256

2. i&17 “dracut -f Ep S HEFBEIENo
3. EEENG, WINERNM sysfs BXRWIIETENALRISE:

# cat /sys/module/lpfc/parameters/lpfc sg seg cnt
256

IN7E, Broadcom NVMe/FC EAHIIZEENSTE ONTAP i 8 =alig&E L& % Ai1% 1 MB B9 1/0 3&K,

Marvell/QLogic

BEHBISUSE Linux Enterprise Server 15 SP3 MURZHE S MAHIINE qla2xxxIXohizF A8 =l LiFEE
B, XEEBEEFMTONTAPEZIFEEXEE,

1. WIHE RS IEEE TR ISR IRz F MEFhRZ, .
# cat /sys/class/fc _host/host*/symbolic name

QLE2742 FW:v9.06.02 DVR:v10.02.00.106-k
QLE2742 FW:v9.06.02 DVR:v10.02.00.106-k

2. WIFRBEIRE gl2xnvmeenable , LAfF Marvell iEAL238EW F{E NVMe/FC BEhigF:

" # cat /sys/module/gla2xxx/parameters/qgl2xnvmeenable 1°

BdE NVMe/TCP
5 NVMe/FC R[E], NVMe/TCP ;%E Brhi&EiZINEE, X KA Linux NVMe/TCP ENEFER N EERF:

* * MERREF=BohEHEE * NVMe/TCP LA BohEFHEZINEREXASG 10 HAMENRE, It
BEBHTEAME ctrl-los-tmtimer o

* * FHEshERE T B ohiERE * NVMe/TCP 5 E EME 5hHAE B ohiEiE.

BN RS ERZFHNERAREDIREN0S#. LUBLEB, ErLOEIEMCH_los_ TMOsitEYZ3HI{ER
i‘hﬂ%ﬁtﬁﬁﬁﬁo FAESMT:

HIE
1. WiFRmiERFIRORE R LUBE 22150 NVMe/TCP LIF 12BN A I B ENEHUE:
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# nvme discover -t tcp -w 192.168.1.8 -a 192.168.1.51
Discovery Log Number of Records 10, Generation counter 119

trtype: tcp

adrfam: ipvé

subtype: nvme subsystem
treqg: not specified
portid: O

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.56e362e%bb4dfllebbaded039%ealbSabec:subsystem.nvme 118 tcp
1

traddr: 192.168.2.56
sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem
treqg: not specified
portid: 1

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.56e362e%bbdfllebbaded039%ealbSabc:subsystem.nvme 118 tcp
1

traddr: 192.168.1.51
sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem

treqg: not specified

portid: O

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.56e362e%bbdfllebbaded039%ealbSabc:subsystem.nvme 118 tcp
2

traddr: 192.168.2.56

sectype: none

2. IHIEHE A NVMe/TCP BEhi2FF - BT LIF A& R EEMBATHREVR I H S TIE iR, FI9:
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id
#
id

nvme
nvme

nvme

3. i&1T nvme

BRE -1

H H= H H

nvme
nvme
nvme

nvme

discover -t tcp -w 192.168.1.8 -a 192.168.1.52
discover -t tcp -w 192.168.2.9 -a 192.168.2.56
discover -t tcp -w 192.168.2.9 -a 192.168.2.57

connect-all A%, MWRIFERKM ctrl loss tmo ITETEREIXEAPR(FIE0. 300%h. BII%
1800). MUEEAERIFERINERIKTE, FlU0:

connect-all -t tcp -w 192.168.1.8 -a 192.168.1.51 -1 1800
connect-all -t tcp -w 192.168.1.8 -a 192.168.1.52 -1 1800
connect-all -t tcp -w 192.168.2.9 -a 192.168.2.56 -1 1800
connect-all -t tcp -w 192.168.2.9 -a 192.168.2.57 -1 1800

I%3F NVMe-oF

1. BEREUTEIEIIERHIEEBARZ NVMe ZERZ:

# cat /sys/module/nvme core/parameters/multipath

Y

2. IOUFERZ ONTAP & R T E]HYE S NVMe-oF 1I8E (%0, model setto NetApp ONTAP Controller
and load balancing OPolicy setto round-robin) e lEMRMEENL:

# cat /sys/class/nvme-subsystem/nvme-subsys*/model
NetApp ONTAP Controller
NetApp ONTAP Controller

# cat /sys/class/nvme-subsystem/nvme-subsys*/iopolicy

round-robin

round-robin

3. 39IE ONTAP s & TEIR & IEMRBRTEEN Lo Fl40:

122

# nvme list
Node

SN Model Namespace

/dev/nvmelOnl 81CZ5BQUUNfGAAAAAAAB NetApp ONTAP Controller 1

Format FW Rev

85.90 GB / 85.90 GB 4 KiB + 0 B FFFFFFFF



WAy 1|

# nvme list
Node SN Model Namespace

85.90 GB / 85.90 GB 4 KiB + 0 B FFFFFFFF

4. WM RENITRISRRER T ENRSERT AT ERR ANA KT, fla0:

# nvme list-subsys /dev/nvmelnl

nvme-subsysl - NQN=ngn.1992-
08.com.netapp:sn.04ba0732530911ea8e8300a098dfdd91:subsystem.nvme 145 1
\

+- nvme2 fc traddr=nn-0x208100a098dfdd91:pn-0x208200a098dfdd9l

host traddr=nn-0x200000109b579d5f:pn-0x100000109b579d5f live non-
optimized

+- nvme3 fc traddr=nn-0x208100a098dfdd91:pn-0x208500a098dfdd9l

host traddr=nn-0x200000109b579d5e:pn-0x100000109b579d5e live non-
optimized

+- nvmed fc traddr=nn-0x208100a098dfdd91:pn-0x208400a098dfdd9l

host traddr=nn-0x200000109b579d5e:pn-0x1000001090579d5e live optimized
+- nvme6 fc traddr=nn-0x208100a098dfdd91:pn-0x208300a098dfddol

host traddr=nn-0x200000109b579d5f:pn-0x100000109b579d5f live optimized

F—1Mrbl:
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#nvme list-subsys /dev/nvmeOnl

nvme-subsys0 - NQN=ngn.1992-
08.com.netapp:sn.37ba7d9%cbfballeba35dd039%eal65514:subsystem.nvme 114 tcp
1

\

+- nvmeO tcp traddr=192.168.2.36 trsvcid=4420 host traddr=192.168.1.4
live optimized

+- nvmel tcp traddr=192.168.1.31 trsvcid=4420 host traddr=192.168.1.4
live optimized

+- nvmelO tcp traddr=192.168.2.37 trsvcid=4420 host traddr=192.168.1.4
live non-optimized

+- nvmell tcp traddr=192.168.1.32 trsvcid=4420 host traddr=192.168.1.4
live non-optimized

+- nvme20 tcp traddr=192.168.2.36 trsvcid=4420 host traddr=192.168.2.5
live optimized

+- nvme2l tcp traddr=192.168.1.31 trsvcid=4420 host traddr=192.168.2.5
live optimized

+- nvme30 tcp traddr=192.168.2.37 trsvcid=4420 host traddr=192.168.2.5
live non-optimized

+- nvme3l tcp traddr=192.168.1.32 trsvcid=4420 host traddr=192.168.2.5
live non-optimized

5. IIE NetApp R T NS ONTAP iR T EIZHE TR 7 IEMNE, Hla0:
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# nvme netapp ontapdevices -o column
Device Vserver Namespace Path

NSID UUID Size

1 23766b68-e261-444e-b378-2e84dbeleb5el 85.90GB

# nvme netapp ontapdevices -o json

{

"ONTAPdevices" : [
{
"Device" : "/dev/nvmelnl",
"Vserver" : "vserver fcnvme 145",
"Namespace Path" : "/vol/fcnvme 145 vol 1 0 O/fcnvme 145 ns",
"NSID" : 1,
"UUID" : "23766b68-e261-444e-b378-2e84dbelebel",
"Size" : "85.90GB",
"LBA Data Size" : 40096,
"Namespace Size" : 20971520
}
]
}
H— bl
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# nvme netapp ontapdevices -o column

Device Vserver Namespace Path

/dev/nvmeOnl vs tcp 114 /vol/tcpnvme 114 1 0 1/tcpnvme 114 ns
NSID UUID Size

1 abaee036-el12f-4b07-8e79-4d38a9165686 85.90GB

# nvme netapp ontapdevices -o json

{

"ONTAPdevices" : [
{
"Device" : "/dev/nvmeOnl",
"Vserver" : "vs tcp 114",
"Namespace Path" : "/vol/tcpnvme 114 1 0 1/tcpnvme 114 ns",
"NSID" : 1,
"UUID" : "a6aee036-el2f-4b07-8e79-4d38a9165686",
"Size" : "85.90GB",
"LBA Data Size" : 409¢,
"Namespace Size" : 20971520

E AR
RE B,

iEFFXF ONTAP HY SUSE Linux Enterprise Server 15 SP2
Y NVMe/FC EHiCE

NVMe/FCTESUSE LINUX Enterprise Server 15 SP2FJONTAP 9 6 B ShRA L=

. SUSE Linux Enterprise Server 15 SP2E#| i@ tHRIBY LT IBIE IB shiz & s in
AFEEHZEITNVMe/FCHIFCPRE, BXZIFHIFCEALEMITHIZEMTIR. FEN
"Hardware Universe"

BEXZFNEEMRTNERTIR, BN EREEERTA

@ ] UMER S IR A AL B 1S B REC B EIERIF S H T ONTAP BY Amazon FSX"HI=ZEF
iH"Cloud Volumes ONTAP",
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EXNPRE

BRI EANVMe-oF Y B EISAN,

7£SUSE Linux Enterprise Server 15 SP2_EZFANVMe/FC

1. FHKB)ZEIYAISUSE Linux Enterprise Server 15 SP2 MUR#ZhAR 7,
2. FHRIR4E NVMe-CLI B,

RS NVMe-CLI ZH B8 E NVMe/FC BhiEEMAs, BT NVMe ZRZERARMEHEHTEE ONTAP
udev #N LUK FAF ONTAP a8 Z[E]HY NetApp o

# rpm -galgrep nvme-cli

nvme-cli-1.10-2

.38.x86_64

3. TESUSE Linux Enterprise Server 15 SP2E# L. & EMENINQNFRIER /etc/nvme/hostngn. FHIE
HEEREG SONTAPPES EX R FR AR FENINONFRFE LA, fI40:

# cat /etc/nvme/hostngn

ngn.2014-08.o0rg

.nvmexpress

::> vserver nvme subsystem

Vserver Subsystem Host NQN

ruuid:

host

3cab59%el1-5588-4fc4-b7d6-5ccftb0b9£054

show -vserver vs fcnvme 145

vs_ fcnvme 145
nvme 145 1
ngn.2014-08.0rg
nvme 145 2

ngn.2014-08.0rg.

nvme 145 3

ngn.2014-08.0rg.

nvme 145 4
ngn.2014-08.0rg
nvme 145 5
ngn.2014-08.o0rg

.Nvmexpress:

nvmexpress

nvmexpress

.Nvmexpress

.nvmexpress

5 entries were displayed.

4. EFREIEN.

uuid

ruuid:

ruuid:

ruuid:

ruuid:

9 NVMe/FC E2& Broadcom FC i&Efdzs
1. B EANES LIS, AXTISNERRNYUTTIR, E8N TIREERTA",

:c7b07bl6-a22e-41la6-alfd-c£8262c8713f

c7b07bl6-a22e-41la6-alfd-c£8262c8713f

c7b07bl6-a22e-41lab-alfd-c£8262c8713f

c7b07bl6-a22e-41lab-alfd-c£8262c8713f

c7b07bl6-a22e-41lab-alfd-c£8262c8713f
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# cat /sys/class/scsi_host/host*/modelname
LPe32002-M2
LPe32002-M2

# cat /sys/class/scsi _host/host*/modeldesc
Emulex LightPulse LPe32002-M2 2-Port 32Gb Fibre Channel Adapter
Emulex LightPulse LPe32002-M2 2-Port 32Gb Fibre Channel Adapter

2. WIHEFRZEINH Broadcom Ipfc E4HH1R 4 W Fa IR hIE kit aso

# cat /sys/class/scsi _host/host*/fwrev
12.6.240.40, sli-4:2:c
12.6.240.40, sli-4:2:c

# cat /sys/module/lpfc/version
0:12.8.0.2

3. IS Ipfc_enable_ FC4_type @&HI&EN 3o

# cat /sys/module/lpfc/parameters/lpfc enable fc4 type
3

4. WiFRMREFHROEEERBHEETIET.

# cat /sys/class/fc_host/host*/port name
0x100000109b579d5e
0x100000109b579d5f

# cat /sys/class/fc _host/host*/port state
Online

Online

5. I8JE NVMe/FC BopfiEFin AT ERA, [EEETHREBRERBMRLIF .
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# cat /sys/class/scsi_host/host*/nvme info

NVME Initiator Enabled

XRI Dist 1lpfcO Total 6144 IO 5894 ELS 250

NVME LPORT 1lpfcO WWPN x100000109b579d5e WWNN x200000109b579d5e DID
x011c00 ONLINE

NVME RPORT WWPN x208400a098dfdd91 WWNN x208100a098dfdd91 DID x011503
TARGET DISCSRVC ONLINE

NVME RPORT WWPN x208500a098dfdd91 WWNN x208100a098dfdd91 DID x010003
TARGET DISCSRVC ONLINE

NVME Statistics

LS: Xmt 0000000e49 Cmpl 0000000e49 Abort 00000000

LS XMIT: Err 00000000 CMPL: xb 00000000 Err 00000000

Total FCP Cmpl 000000003ceb594f Issue 000000003ce65dbe OutIO
fffffffffffb04e6f

abort 00000bd2 noxri 00000000 nondlp 00000000 gdepth 00000000 wgerr
00000000 err 00000000

FCP CMPL: xb 000014f4 Err 00012abd

NVME Initiator Enabled

XRI Dist 1lpfcl Total 6144 IO 5894 ELS 250

NVME LPORT lpfcl WWPN x100000109b579d5f WWNN x200000109b579d5f DID
x011b00 ONLINE

NVME RPORT WWPN x208300a098dfdd91 WWNN x208100a098dfdd91 DID x010c03
TARGET DISCSRVC ONLINE

NVME RPORT WWPN x208200a098dfdd91 WWNN x208100a098dfdd91 DID x012a03
TARGET DISCSRVC ONLINE

NVME Statistics

LS: Xmt 0000000e50 Cmpl 0000000e50 Abort 00000000

LS XMIT: Err 00000000 CMPL: xb 00000000 Err 00000000

Total FCP Cmpl 000000003c9859ca Issue 000000003c93515e OutIO
fffffffffffaf794

abort 00000b73 noxri 00000000 nondlp 00000000 gdepth 00000000 wgerr
00000000 err 00000000

FCP CMPL: xb 0000159d Err 000135c3

I&iIF NVMe/FC

1. IOIELLT NVMe/FC i& &,

# cat /sys/module/nvme core/parameters/multipath
Y
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# cat /sys/class/nvme-subsystem/nvme-subsys*/model
NetApp ONTAP Controller

# cat /sys/class/nvme-subsystem/nvme-subsys*/iopolicy

round-robin

2. WA E L& =,

# nvme list
Node SN Model Namespace Usage Format FW Rev

/dev/nvmelnl 814vWBNRwfBGAAAAAAAB NetApp ONTAP Controller 1 85.90 GB /
85.90 GB 4 KiB + 0 B FFFFFFFF

3. IHIE ANA BRIZHIRES.

# nvme list-subsys /dev/nvmelnl

nvme-subsysl - NQN=ngn.1992-
08.com.netapp:sn.04ba0732530911ca8e8300a098dfdd91:subsystem.nvme 145 1
\

+- nvme2 fc traddr=nn-0x208100a098dfdd91:pn-0x208200a098dfdd9l

host traddr=nn-0x200000109b579d5f:pn-0x100000109b579d5f live
inaccessible

+- nvme3 fc traddr=nn-0x208100a098dfdd91:pn-0x208500a098dfdd9l

host traddr=nn-0x200000109b579d5e:pn-0x100000109b579d5e live
inaccessible

+- nvmed fc traddr=nn-0x208100a098dfdd91:pn-0x208400a098dfdd9l

host traddr=nn-0x200000109b579d5e:pn-0x100000109b579d5e live optimized
+- nvme6 fc traddr=nn-0x208100a098dfdd9l:pn-0x208300a098dfdd9l

host traddr=nn-0x200000109b579d5f:pn-0x100000109b579d5f live optimized

4. I9IFERTF ONTAP i&%&B NetApp .
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# nvme netapp ontapdevices -o column
Device Vserver Namespace Path NSID UUID Size

/dev/nvmelnl vserver fcnvme 145 /vol/fcnvme 145 vol 1 0 0/fcnvme 145 ns
1 23766b68-e261-444e-b378-2e84dbelebel 85.90GB

# nvme netapp ontapdevices -o json

{

"ONTAPdevices" : |
{
"Device" : "/dev/nvmelnl",
"Vserver" : "vserver fcnvme 145",
"Namespace Path" : "/vol/fcnvme 145 vol 1 0 0/fcnvme 145 ns",
"NSID" : 1,
"UUID" : "23766b68-e261-444e-b378-2e84dbelebel",
"Size" : "85.90GB",
"LBA Data Size" : 409¢,
"Namespace Size" : 20971520
y
]
}
[SFAEIf=1

=B ERIE,

79 Broadcom NVMe/FC S/ 1 MB 1/0 X/)\

ONTAPTEIRBIIEHIZSBUR IR S RAEIEE A/ (MDTS) A 8, XEKERA I/0 i5KA/NEHE 1IMB, E[A
Broadcom NVMe/FC E#1& H 1MB K/NEY 1/0 15K, ENIZIGNN "Ipfc’ BINME “Ipfc_sg_seg_cnt SEMERINE
64 BN 256,

(D)  XeEsSBRERFEENVMFCEM.

g
1. %% “Ipfc_sg_seg_cnt BEIGE 1256

cat /etc/modprobe.d/lpfc.conf

BNIZEBRIRMF AT RAIaV S
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options lpfc lpfc sg seg cnt=256

2. j&17 “dracut -F es S HEFBEIEN .
3. IRIFMIERT “Ipfc_sg_seg_cnt }3256:

cat /sys/module/lpfc/parameters/lpfc sg seg cnt

Ipfc IFHBAEIZR
R ENVMe/FCHIIpfcIREHEER o

Bt
1. 188 1pfc_log verbose FIRIEFIZENUTERELIZRNVMe/FCEH,

#define LOG NVME 0x00100000 /* NVME general events. */

#define LOG NVME DISC 0x00200000 /* NVME Discovery/Connect events. */
#define LOG NVME ABTS 0x00400000 /* NVME ABTS events. */

#define LOG NVME IOERR 0x00800000 /* NVME IO Error events. */

2. i&¢BEE. BT dracut-f SHEFBNEN.
3. BIFgE,

# cat /etc/modprobe.d/lpfc.conf options lpfc lpfc log verbose=0xf00083

# cat /sys/module/lpfc/parameters/lpfc log verbose 15728771

& T3 ONTAP B8y SUSE Linux Enterprise Server 15 SP1
#Y NVMe/FC A ECE

&8 LITEITZfTSUSE Linux Enterprise Server 15 SPAFIONTAPHI A LB EFHeh@E
AINVMe (NVMe/FC)EZE H1 B 1o

MONTAP 9.6F 88, LA TFhRZSHISUSE Linux Enterprise Serversz3NVMe/FC:

» SUSE Linux Enterprise Server 15 SP1

—y—

SUSE Linux Enterprise Server 15 SP1EAA] LB R 4T EE IS oitE & 28 im O B RTIETTNVMe/FC
HFCPRE. AXZIFMFCERLSSMITHIZZMTIR. BN "Hardware Universe" .

BEXXFHNEEMRABRRTIR, BN EEREERTAS
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* NVMe-CLI FEHEEFEE NVMe/FC BrhiEigiid, &r]LA7ESUSE Linux Enterprise Server 15 SP1_ £
FERRNEMNIpfcIREhIZEF.

BN PRH
BRI R ZHERANVMe-oF Y B EISAN,

7£SUSE Linux Enterprise Server 15 SP1_t/=2FANVMe/FC

1. A& F)ZEINAISUSE Linux Enterprise Server 15 SP2 MUK#%
2. FHRFIEINEI NVMe-CLI MU k7,
LENVMe-CLIE B 8 & AINVMe/FCBohiEiEfIzs. FEILEFTXFESUSE Linux Enterprise Server 15 SP1

FAH LR EBroadcomiBHAISMNEINVMe/FC B ohiEiZfzds, M EEREERAT A NVMe ZRRFZBBRERN
14789 ONTAP udev FLN LUKz FHF ONTAP & H) NetApp $hft

# rom -ga | grep nvme-cli
nvme-cli-1.8.1-6.9.1.x86 64

3. TESUSE Linux Enterprise Server 15 SP1EH L. EMFHIEHINQNFERFSE /etc/nvme/hostngn. F
IIFERE SONTAPEY L3N FRAENINONFRFERILES, F90:

# cat /etc/nvme/hostngn
ngn.2014-08.org.nvmexpress:uuid: 75953f3b-77fe-4e03-bf3c-09d5al56fbcd

*> vserver nvme subsystem host show -vserver vs nvme 10
Vserver Subsystem Host NON

sles 117 nvme ss 10 O
ngn.2014-08.org.nvmexpress:uuid: 75953£f3b-77fe-4e03-bf3c-09d5al56fbcd

4. EFEEN.
79 NVMe/FC EZ& Broadcom FC i&fas

1. BIFEFERANERZIFEAEE. BXZRNEEHENHEATIR, BERN EIRELERTA",

# cat /sys/class/scsi _host/host*/modelname
LPe32002-M2
LPe32002-M2
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# cat /sys/class/scsi_host/host*/modeldesc
Emulex LightPulse LPe32002-M2 2-Port 32Gb Fibre Channel Adapter
Emulex LightPulse LPe32002-M2 2-Port 32Gb Fibre Channel Adapter

2. WIHEFRRZEINH Broadcom Ipfc E4HH1R 4 W Fa IR hFZF kit aso

# cat /sys/class/scsi host/host*/fwrev
12.4.243.17, sil-4.2.c
12.4.243.17, sil-4.2.c

# cat /sys/module/lpfc/version
0:12.6.0.0

3. IS Ipfc_enable_ FC4 type @&HI&EN 3o

# cat /sys/module/lpfc/parameters/lpfc enable fcd4 type
3

4. WIFRERFH O RS 2R B EEET,

# cat /sys/class/fc_host/host*/port name
0x10000090faelecol
0x10000090faeleco?2

# cat /sys/class/fc _host/host*/port state
Online
Online

5. ISE NVMe/FC BopfiEFis AT ERA, [EEETHREBRERBMRLIF .
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# cat /sys/class/scsi_host/host*/nvme info

NVME Initiator Enabled

XRI Dist 1lpfcO Total 6144 NVME 2947 SCSI 2977 ELS 250

NVME LPORT 1lpfcO WWPN x10000090faelec6l WWNN x20000090faelec6l DID
x012000 ONLINE

NVME RPORT WWPN x202d00a098c80£f09 WWNN x202c00a098c80£f09 DID x010201
TARGET DISCSRVC ONLINE

NVME RPORT WWPN x203100a098c80£f09 WWNN x202c00a098c80£09 DID x010601
TARGET DISCSRVC ONLINE

NVME Statistics

I9iF NVMe/FC

1. IIELLT NVMe/FC 188,

# cat /sys/module/nvme core/parameters/multipath
Y

# cat /sys/class/nvme-subsystem/nvme-subsys*/model
NetApp ONTAP Controller
NetApp ONTAP Controller

# cat /sys/class/nvme-subsystem/nvme-subsys*/iopolicy
round-robin

round-robin

2. BWIIRBEREHRTE,

# nvme list
Node SN Model Namespace Usage Format FW Rev

/dev/nvmeOnl 80BADBKnB/JvAAAAAAAC NetApp ONTAP Controller 1 53.69 GB /
53.69 GB 4 KiB + 0 B FFFFFFFF

3. IHIF ANA BRIZHIIRTES.
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# nvme list-subsys/dev/nvmeOnl

Nvme-subsysf0 - NQN=nqgn.1992-
08.com.netapp:sn.341541339b9511e8a9%0500a098c80£09:subsystem.sles 117 nvm
e ss 10 0

\

+- nvmeO fc traddr=nn-0x202c00a098c80f09:pn-0x202d00a098c80f09

host traddr=nn-0x20000090faelec61l:pn-0x10000090faelec6l live optimized
+- nvmel fc traddr=nn-0x207300a098dfdd91:pn-0x207600a098dfddo1l

host traddr=nn-0x200000109b1c1204:pn-0x100000109b1c1204 live
inaccessible

+- nvme2 fc traddr=nn-0x207300a098dfdd91:pn-0x207500a098dfddo1l

host traddr=nn-0x200000109b1c1205:pn-0x100000109b1c1205 live optimized
+- nvme3 fc traddr=nn-0x207300a098dfdd91:pn-0x207700a098dfdd91 host
traddr=nn-0x200000109b1c1205:pn-0x100000109b1c1205 live inaccessible

4. I5IEEATF ONTAP &%/ NetApp itk

# nvme netapp ontapdevices -o column

Device Vserver Namespace Path NSID UuUID Size
/dev/nvmeOnl vs_nvme 10 /vol/sles 117 vol 10 0/sles 117 ns 10 O
1 55baf453-£629-4al18-9364-boaece3f50dad 53.69GB

# nvme netapp ontapdevices -o json

{

"ONTAPdevices" : [
{
Device" : "/dev/nvmeOnl",
"Vserver" : "vs nvme 10",
"Namespace Path" : "/vol/sles 117 vol 10 0/sles 117 ns 10 O",
"NSID" : 1,
"UUID" : "55baf453-£629-4a18-9364-b6aee3f50dad",
"Size" : "53.69GB",
"LBA Data Size" : 4096,
"Namespace Size" : 13107200

E AR
RA B,
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79 Broadcom NVMe/FC S/ 1 MB 1/0 X/\

ONTAPTEiR Bz HI2s $uBE IR S R ATIEE B A/ (MDTS) /I 8, XEBMKERA I/0 IFERA/NTHX 1MB, EME
Broadcom NVMe/FC FEHA&H 1MB A/N8Y 1/0 B3R, ERIZIEM Ipfc BIMNE “Ipfc_sg_seg_cnt SEMEIAE
64 BN 256,

()  =ESEREEFEENMe/FCEL

g
1. %% "Ipfc_sg_seg_cnt BEI&E 79256

cat /etc/modprobe.d/lpfc.conf
BRZ=E BRI T LU R AIEg46 H -
options lpfc lpfc sg seg cnt=256

2. 517 ‘dracut -F S8 S HEH BTN
3. IWIFMIERT “Ipfc_sg_seg_cnt }3256:

cat /sys/module/lpfc/parameters/lpfc sg seg cnt

Ipfc IFHBHAEIZER
RENVMe/FCHIpfcIREhAZFo
3
1. 188 1pfc_log verbose FIFIEFIZENUTERELIZRNVMe/FCEH,

#define LOG NVME 0x00100000 /* NVME general events. */

#define LOG NVME DISC 0x00200000 /* NVME Discovery/Connect events. */
#define LOG NVME ABTS 0x00400000 /* NVME ABTS events. */

#define LOG NVME IOERR 0x00800000 /* NVME IO Error events. */

2. i&¢BEE. BT dracut-f BSHEFBNEN.
3. IFgE,

# cat /etc/modprobe.d/lpfc.conf options lpfc lpfc log verbose=0xf00083

# cat /sys/module/lpfc/parameters/lpfc log verbose 15728771
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