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T fRA0{a{E A NVMe-oF EZE ONTAP SAN =4

BRI LB B 21509 SAN EALUER NVMe over Fabrics (NVMe-oF) Y3 LIONTAP{E
NEEBR. NVMe-oF B1EYt4HiBiE ERMINVMe (NVMe/FC) FITCP_EBINVMe

(NVMe/TCP) . tRIBEMENIRIERZEFIONTAPHRZS, &I LUEEHN LECEFLSIE
NVMe/FC 8 NVMe/TCP thi¥, &,

HEXES
* "NetAppXliRZE: T #2 NVMe-oF" .

58 NVMe-oF JJONTAPTZHEEZE AlX

IBM AIX FEEIA 1/0 BRSS 2% (VIOS)/PowerVM EHZFE B IEFFRan 2 TIalifir (ANA) B9
NVMe/FC . ANA 8% F iSCSI #1 FCP BB IEXMFRIZIE R TifhR) (ALUA) 2%

=o
BEXZEHEBNE WAL, FSR TIREERTAMT),

X FIES
BRI LU LT 2B MIhRES AIX EAAY NVMe-oF EHEE—iEFER, EHREBSREZA], XN ZEEEM
HIPR 1o

R

° MONTAP 9.13.1 7144, IBMAIX 7.2 TL5 SP6. AIX 7.3 TL1 SP2 #1 VIOS 3.1.4.21 &I 7 NVMe/FC
Eﬁ, FHAYEM EINERIRE T SAN Baiszis. BXIRE SAN BHIZIFINESZER, 1555 IBM X

° POWER9#1Power10 IBMARSZ 22 3ENVMe/FC,

° NVMe IREAFERIRE PCM (BRZEEHIRIR) , BISIAT AIX SCSI ZE&1ZE /0 (MPIO) SZHFEIEA
KRR

° VIOS 3.1.4.215| N\ 7 NetApp BN L 215 (VIOS/PowerVM), XTE{EFRPower10 IBMARSS 258INPIV
(N_portI DEEAME ) Z B B IR RN 2 1F,

* BFIRH:
° AIX E#1_EH Qlogic/Marvel 32G FC HBA 1323 NVMe/FC,
° fFM Power9 IBM AR5328H9 NVMe/FC &R SAN B5f,
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(FTERREXA)E. LUBRAXIRERARBIFITERENI/OBE, BXENMEREUKENNEINGESR
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* RIBER AIX bRZS, AIX EVIRERFARVIEFTIFRE R TR AR EERT (ANATT) 2RiA79 30 #4360 #s U0
RIZAEAA ANATT BIAEN 30 #, MIEEM IBM HILZRE IBM Interim Fix (ifix), 35 ANATT i&&E 7 60
b, LURIRFIEONTAP LIERIZ R &,

EIR1E NVMe/FC AIX 25, EATTE GA hiRZshY AIX OS &3 ifixe  VIOS/PowerVM OS
AFE ifixo

®

BEEEZANZBTEIEX ifix B9 AIX frads =4 ifix
“devices.pciex.pciexclass.010802.rte’ ER G £, UBIRER iIFIX AJRERSHMTEENR,

% ANATT i &5 60 7
AIX £B 51 72-TL5-SP6-2320 F1 AIX £&5! 73-TL1-SP2-2320 kR ZAsHYZRIA ANATT 9 30 7, IBM iBHT
— N iFIX, & ANATT I&E 9 60 7, EaILUES IBM 24§ ID TS018079082 £15 ifix, FHHERILLA
T AIX lREAREE:

o WFAIXRRZAS72-TL5-SP6-2320. &% 1J46710s6a.230509.epkyg.Z FEFE,

° XFFAIX Level 73-TL1-SP2-2320. &3 1J46711s2a.230509.epkg.Z FEFE,

2%\ ANATT 7 60 7
HFLUT AIX fRZS, ZRIAANATT 79 60 F4:

° AIX 5! 73-TL2-SP3-2446
° AIX £&k3l 73-TL2-SP2-2420
° AIX 3! 72-TL5-SP8-2420

(A]3%) & ANATT I&E 120 7

IBM 27— iFIX, 3 ANATTIREN 120 #), & ANATT iIRE A 120 #08Y, ©=IE5RONTAPIE(E
BT EHRRE MM AR, EATLUEE IBM 224 ID TS012877410 %18 ifix, FHBEaILIALLT AIX
RAREE:

° XF AIX K5l 73-TL3-SP0-2446, %Lk "1J53487s0a.250130.epkg.Z’ 8%,
° XF AIX K5l 72-TL5-SP9-2446, %3 '1J5344559a.250130.epkg.Z" B,

45 NVMe/FC B9 Power9 BRSS 28 FVERIEEARSS 28 E (R A< 9 FW 950,

®

BXxEEifixestViFMEE. 15BN "EEAX EWIEIMEERERE",

45 NVMe/FC B9 Power10 BRZ 23 RIRARZ 25 EHAR A/ FW 1010,

TR WIAZTNZRREE
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PIE
1. I8F NVMe ZRIEZREEBA:
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lsmpio -1 hdiskl

Rl
name path id status path status parent connection
hdiskl 8 Enabled Sel,Opt nvmel?2 fcnvmeO, 9
hdiskl 9 Enabled Sel,Non nvme65 fcnvmel, 9
hdiskl 10 Enabled Sel,Opt nvme37 fcnvmel, 9
hdiskl 11 Enabled Sel,Non nvme60 fcnvmeO, 9

S 2. FdE NVMelFC

EZEEH VIOS A Broadcom/Emulex &AC2SECE NVMe/FC, FEJF VIOS MM LT EE (VFC) AT
NVMe/FC {325, 32 FC FREZRABE B NVMe/FC il 1F.

p
1. "I IEE AR X FIERLEE" o
2. REINECERTIR:

lsmap -all -npiv

Bl

Name Physloc ClntID ClntName
ClntOS

vfchostO U9105.22A.785DB61-V2-C2 4 s1022-iop-
mcc—- AIX

Status:LOGGED IN

FC name: fcs4 FC loc code:U78DA.NDO.WZS01UY-PO-C7-
TO

Ports logged in:3
Flags:0xea<LOGGED IN, STRIP MERGE,SCSI CLIENT,NVME CLIENT>

VFC client name:fcsO VFC client DRC:U9105.22A.785DB61-V4-
C2

3. BTz T ER 2R LB AXNVMe/FCIMY I 1oscli vEcetrl VIOSER®SS:
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vfcctrl -enable -protocol nvme -vadapter vfchostO

ANt

The "nvme" protocol for "vfchost0" is enabled.

4. BIFRAEEERs LB

lsattr -E1 vfchostO

ERRH
alt site wwpn WWPN to use - Only set after migration
current wwpn O WWPN to use - Only set after migration
enable nvme yes Enable or disable NVME protocol for NPIV
label User defined label
limit intr false Limit NPIV Interrupt Sources
map_port fcs4 Physical FC Port
num per nvme 0 Number of NPIV NVME queues per range
num per range 0 Number of NPIV SCSI queues per range

S NFFEIEECER B ANVMe/FCRY:
a. B dflt _enabl nvme BIEM(E viosnpiv0 fHI&HE yeso
b. i&E enable nvme BMEN yes EAFABEVFCENILE.

chdev -1 viosnpiv0 -a dflt enabl nvme=yes

lsattr -El viosnpivO0

False
False
True
True
True
False
True

True



Bl

bufs per cmd 10 NPIV Number of local bufs per cmd

True

dflt enabl nvme yes Default NVME Protocol setting for a new NPIV
adapter True

num local cmds 5 NPIV Number of local cmds per channel

True
num per nvme 8 NPIV Number of NVME queues per range
True
num per range 8 NPIV Number of SCSI queues per range
True

secure va info no NPIV Secure Virtual Adapter Information

True

- IBE BN NIEEIEAC B ANVMe/FCIMY enable nvme VFCENIGERBMEMIE yeso

. JBIIE FC-NVMe Protocol Device B{EIRSE: LOIE:

lsdev |grep fcnvme

s
fcnvmeO Available 00-00-02 FC-NVMe Protocol Device
fcnvmel Available 00-01-02 FC-NVMe Protocol Device
- IERARSS2IPEIENVINQN:

lsattr -E1 fcnvmeO

et

attach switch

How this adapter is connected False

autoconfig available

Configuration State True

host ngn ngn.2014-08.org.nvmexpress:uuid: 64e039bd-27d2-421c-858d-
8a378dec31e8 Host NON (NVMe Qualified Name) True



lsattr -E1 fcnvmel

Bl

attach switch

How this adapter is connected False

autoconfig available

Configuration State True

host ngn ngn.2014-08.org.nvmexpress:uuid: 64e039bd-27d2-421c-858d-
8a378dec31e8 Host NON (NVMe Qualified Name) True

9. BEFHINQNHILIEE 2T SONTAPES| XN F R ENINQNFEFF R ITE :

vserver nvme subsystem host show -vserver vs s922-55-lpar2

Tl

Vserver Subsystem Host NON

vs s5922-55-1par2 subsystem s922-55-1parZ2 ngn.2014-
08.org.nvmexpress:uuid: 64e039bd-27d2-421c-858d-8a378dec31e8

10. BWitRoEFRASSERAELEREIT. FEETUER BirEa A,

SIE 3. ISIFE NVMe/FC
IWIFONTAPE Z 8|3 F NVMe/FC BC B B IEffo

P
1. IRIFONTAPSH B T al e B IEfRMIEEN L

lsdev -Cc disk |grep NVMe

Tl

hdiskl Available 00-00-02 NVMe 4K Disk



lsmpio -1 hdiskl

bzl
name path id
hdiskl 8
hdiskl 9
hdiskl 10
hdiskl 11

S 4. EREA)-A

status
Enabled
Enabled
Enabled
Enabled

path status

Sel, Opt
Sel,Non
Sel, Opt
Sel, Non

parent connection
nvmel?2 fcnvmeO, 9
nvme65 fcnvmel, 9
nvme37 fcnvmel, 9
nvme60 fcnvmeO, 9

HHEONTAPIZEAER AIX B9 NVMe/FC A B BT T E&Nn:

BURT ID tren
(BURT ID)

"1553249." BEKAIAIX NVMe/FCERIAAPDET(E]. A%

FMCCitRISMIRE 4

"1546017" AIX NVMe/FCIEANATT LFRIGE /960F0.

REONTAP AT HI120FD

"1541386" EAATTEIHAS. AIX NVMe/FCEEHEIO

"1541380" AIX NVMe/FCEHZFH/EAATTIZHR. AfE

TEANAAENZ [F1REI1/0

SIS HIEHR

Description

RIMBER T AXIRERZZFINVMe/FCIER
£RZXHF(APD)ERT{E20%), {BZ. ONTAP
MetroCluster B &t X|5M7I#R (Automatic
Undurrated SwitchOver. AUSO)FTiebfi#E
M EHAIIIR TR 5 B8] o] BE L AP DB Y
BOEZK—%. MNMSEI/OHEIR,

ONTAPTEITHIZZF MR A B/RANA (FEXSFRan &
==ia]ip1a)) T E B 9 120%), B, &)

IFIX. AIXZMITHIZFRIRIREXANA EHERY
EINREBI RS, NSBEEEREtEEEI60

o

3 FERITFE R PES% 1% (Storage Failover

. SFO)E#. tNRANA JEXFRE R Tialikn)
BRI 44 E B 1R ERIANAT BT EBR.
MAIX NVMe/FCENRERM. HERIOE
2. REGRTEAEEFANEGEITRARFN
i

IBM AIX NVMe/FCASZ1FONTAP A YR LE
FE@H(Aschronth =B, AEN), XX
{JEANAQEEHEE%EJ&SFB?;T%{’E,HHra‘J'réi;‘ﬁETx

to

TEHBRMEST NVMe/FC iFE 22 A1, BIIEEERIETHERERS TR IMT MM, MREFLAEFE, BB

Z"NetApp 5"
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ESXi

1EFAF X FEONTAP HIESXi 8.xHINVMe-oF A E

&R ATEIEITESXi 8. xF1ONTAP N ahizr £ L REFWEZLEFIHINVMe (NVMe-oF )R
BN B,

BEZEikd
* MNVMe. 1617784, FrEHtlZAIONTAP 9 = EIE S EINB BT B2 EL.
* MONTAP 9.9.1 P3F4. ESXi 8K EmARASZHFNVMe/FCIYo
* MMONTAP 9.10.1FF#5. ONTAP 3ZHiNVMe/TCP#Y
ThiE
* ESXiBahizRF M A LUE S ERYERC R i (1 FEHE1TNVMe/FCHIFCPAE, &I "Hardware Universe”
BXLIFM FC BALERMIEFINMNTIR, BB "NetApp BIZFME TE" BXTIFNEME BN RAT]

o

* WFESXi 8.0k EERA. HPP (SHEREEH)EBNVMeig &AL -

EX1PRH!
* AZFFRDMARET,

EF NVMe/FC
FNBR T TEvSpherehids. NVMe/FCATF B IR,

IOUEENINQN
BN BEESXiENINQNFERT R, HEIEE BT SONTAP [E7 XN F RS EHINQNFERT R ITHED,

# esxcli nvme info get

Tl

Host NQN: ngn.2014-08.org.nvmexpress:uuid:62al19711-ba8c-475d-c954-
0000c9flad36

# vserver nvme subsystem host show -vserver nvme fc

Tl
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Vserver Subsystem Host NON

nvme fc nvme ss ngn.2014-08.org.nvmexpress:uuid:62al9711-ba8c-475d-c954-
0000c9flad36

MR EHINONZERFBARCLE. MNEERE vserver nvme subsystem host add < AEFHENONTAP
NVMeF &% ERIIERENINQNFRF&H,

fic& Broadcom/Emulexf1Marvell/Qlogic

o lpfc WEPIEFM qlnativefc FRINER T vSphere 8. xHHIIXENIER E /28 FANVMe/FCINEE,
BN B FERT R U ERSDEFES S FITERE,

IIE NVMe/FC

TR UER LA MR (ED B SRIGIENVMe/FCo

p

1. I8 IENVMe/FCIEER RS 2 B YITEESXiEM L

# esxcli nvme adapter list

Tl

Adapter Adapter Qualified Name Transport Type Driver
Associated Devices

vmhba64 aqgn:1lpfc:100000109b579£f11 2C lpfc
vmhba65 agn:1lpfc:100000109p579f12 EC lpfc
vmhba66 agn:glnativefc:2100f4e9d456e286 FC glnativefc
vimhba67 agn:glnativefc:2100£4e9d456e287 FC glnativefc

2. PR BB IEHAIENVMe/FCR R T

LUTFRBIFAT UUID RS NVMe/FC 858 iBliR &,
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# esxcfg-mpath -b
uuid.llecb7ed99e574a0faf35ac2ecl115969d
(uuid.ll6cb7ed9%9e574a0faf35ac2ecl15969d)

NVMe Fibre Channel Disk

vmhba64:C0:TO0:L5 LUN:5 state:active fc Adapter: WWNN:
20:00:00:24:£f£:7f:4a:50 WWPN: 21:00:00:24:£ff:7£:4a:50 Target: WWNN:
20:04:d0:39%:ea:3a:b2:1f WWPN: 20:05:d0:39:ea:3a:b2:1f
vmhba64:C0:T1:1L5 LUN:5 state:active fc Adapter: WWNN:
20:00:00:24:£f£:7f:4a:50 WWPN: 21:00:00:24:£f£f:7f£:4a:50 Target: WWNN:
20:04:d0:39%:ea:3a:b2:1f WWPN: 20:07:d0:39:ea:3a:b2:1f
vmhba65:C0:T1:1L5 LUN:5 state:active fc Adapter: WWNN:
20:00:00:24:ff:7f:4a:51 WWPN: 21:00:00:24:£ff:7f:4a:51 Target: WWNN:
20:04:d0:39%9:ea:3a:b2:1f WWPN: 20:08:d0:3%9:ea:3a:b2:1f
vmhba65:C0:T0:L5 LUN:5 state:active fc Adapter: WWNN:
20:00:00:24:ff:7f:4a:51 WWPN: 21:00:00:24:£ff:7f:4a:51 Target: WWNN:
20:04:d0:39%9:ea:3a:b2:1f WWPN: 20:06:d0:39:ea:3a:b2:1f

TEONTAP 9.7/, NVMe/FCEr & ZaBIERINRA/ N4k, HEERIAAK/ING ESXi RFERS
b, ERESXiRIEGR AN, AIEGHRTEBRA/NMNMEKEN* 512 B*, ERILUERRITIR

DA
{’F vserver nvme namespace create pY.

NN

®

vserver nvme namespace create -vserver vs_ 1 -path
/vol/nssvol/namespacel -size 100g -ostype vmware -block-size 512B

BB "ONTAP 9 sn ¢ FATT" THREZFMES.

3. IIFFEN NVMe/FC fr A TEgEMIZ N ANA BRIZAPIRE:
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# esxcli storage hpp path list -d uuid.df960bebb5a74a3eaaalae55e6b3411d

£fc.20000024£f£f7£4a50:21000024£ff7£4a50~-
£fc.2004d039%ea3ab21f:2005d039%ea3ab21f-
uuid.df960bebb5a74a3eaaalaeb5e6b3411d

Runtime Name: vmhba64:C0:T0:L3

Device: uuid.df960bebb5a74a3eaaalaebbebb3411d

Device Display Name: NVMe Fibre Channel Disk
(uuid.df960bebb5a74a3ecaaalae55e6b3411d)

Path State: active unoptimized
Path Config: {ANA GRP id=4,ANA GRP_state=ANO, health=UP}

£c.20000024ff7f4a51:21000024£ff7£f4a51-
£fc.2004d039%ea3ab21f:2008d039%ea3ab21f-
uuid.df960bebb5a74a3eaaalaeb5e6b3411d

Runtime Name: vmhba65:C0:T1:L3

Device: uuid.df960bebbba74a3eaaalaeb55e6b3411d

Device Display Name: NVMe Fibre Channel Disk
(uuid.df960bebbb5a74a3caaalae55e06b3411d)

Path State: active
Path Config: {ANA GRP id=4,ANA GRP_state=AO, health=UP}

£fc.20000024£f£f7£4a51:21000024ff7f4a51~
£c.2004d039%ea3ab21f:2006d039%ea3ab21f-
uuid.df960bebb5a74a3eaaalaeb5e6b3411d

Runtime Name: vmhba65:C0:T0:L3

Device: uuid.df960bebb5a74a3eaaalaebbebb3411d

Device Display Name: NVMe Fibre Channel Disk
(uuid.df960bebb5a74a3eaaalaeb5e6b3411d)

Path State: active unoptimized
Path Config: {ANA GRP id=4,ANA GRP_state=ANO, health=UP}

£c.20000024ff7f4a50:21000024££f7£f4a50-
£fc.2004d039%ea3ab21f:2007d039%ea3ab21f-
uuid.df960bebb5a74a3ecaaalaebbe6b3411d

Runtime Name: vmhba64:C0:T1:L3

Device: uuid.df960bebb5a74a3eaaalae55e6b3411d

Device Display Name: NVMe Fibre Channel Disk
(uuid.df960bebbba74a3caaalae55e0b3411d)

Path State: active
Path Config: {ANA_GRP_id:4,ANA_GRP_state=AO,health=UP}
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BECE NVMe/TCP

7EESXi 8.xF. BINER FRMEBFAFHINVMe/TCPIEIR, EELEMLEHINVMe/TCPIEEIEE. 1HE M VMware
vSphereX#4,

IIENVMe/TCP
TR AGER LA MR (D B SRIQUENVMe/TCP,

PIE
1. ISENVMe/TCPIEEC 22 HIRTS |

esxcli nvme adapter list

Tl

Adapter Adapter Qualified Name Transport Type Driver
Associated Devices

vmhba65 agn:nvmetcp:ec-2a-72-0f-e2-30-T TCP nvmetcp
vmnicO
vmhba66 agn:nvmetcp:34-80-0d4d-30-d1-a0-T TCP nvmetcp
vmnic?2
vmhba67 agqn:nvmetcp:34-80-0d-30-dl1-al-T TCP nvmetcp
vmnic3

2. KRENVMe/TCPIEEYIR:

esxcli nvme controller list

Tl

12



Name Controller Number
Adapter Transport Type Is Online Is VVOL

ngn.2014-08.org.nvmexpress.discovery#vmhba64#192.168.100.166:8009 256

vmhba64 TCP true false

ngn.1992-
08.com.netapp:sn.89%pbla28a89%alled8a88d03%ea263f93:subsystem.nvme ss#vmhb
a644192.168.100.165:4420 258 vmhba64 TCP true false

ngn.1992-
08.com.netapp:sn.89pbla28a89alled8a88d039%ea263f93:subsystem.nvme ss#vmhb
a64#192.168.100.168:4420 259 vmhba64 TCP true false

ngn.1992-
08.com.netapp:sn.89%pbla28a89%alled8a88d03%ea263f93:subsystem.nvme ss#vmhb
a64#192.168.100.166:4420 260 vmhba64 TCP true false
ngn.2014-08.org.nvmexpress.discovery#vmhba64#192.168.100.165:8009 261
vmhba64 TCP true false
ngn.2014-08.org.nvmexpress.discovery#vmhba65#192.168.100.155:8009 262
vmhba65 TCP true false

ngn.1992-
08.com.netapp:sn.89%bla28a89%alled8a88d039%ea263f93:subsystem.nvme ss#vmhb
a64#192.168.100.167:4420 264 vmhba64 TCP true false

3. WENVMedn & TEIMERZE5IR:

esxcli storage hpp path list -d uuid.f4f14337c3ad4a639%9edf0e21de8b88bf

Tl



tcp.vmnic2:34:80:0d:30:ca:e0-tcp.192.168.100.165:4420-
uuid.f4f14337c3ad4a639%9edf0e21de8b88bf

Runtime Name: vmhba64:C0:T0:L5

Device: uuid.f4f14337c3ad4a639edf0e21de8b88bf

Device Display Name: NVMe TCP Disk
(uuid.f4f14337c3ad4a639%9edf0e21de8b88bf)

Path State: active

Path Config: {ANA GRP id=6,ANA GRP_state=AO, health=UP}

tcp.vmnic2:34:80:0d:30:ca:e0-tcp.192.168.100.168:4420-
uuid.f4f14337c3ad4a639%df0e21de8b88bf

Runtime Name: vmhba64:C0:T3:L5

Device: uuid.f4f14337c3ad4a639edf0e21de8b88bf

Device Display Name: NVMe TCP Disk
(uuid.f4f14337c3ad4a63%edf0e21de8b88bf)

Path State: active unoptimized

Path Config: {ANA_GRP_id=6,ANA;GRP_state=ANO,health=UP}

tcp.vmnic2:34:80:0d:30:ca:e0-tcp.192.168.100.166:4420-
uuid.f4£f14337c3ad4a639%9edf0e21de8b88bf

Runtime Name: vmhba64:C0:T2:L5

Device: uuid.f4f14337c3ad4a639edf0e21de8b88bf

Device Display Name: NVMe TCP Disk
(uuid.f4f14337c3ad4a63%edf0e21de8b88bf)

Path State: active unoptimized

Path Config: {ANA GRP id=6,ANA GRP_state=ANO, health=UP}

tcp.vmnic2:34:80:0d:30:ca:e0-tcp.192.168.100.167:4420-
uuid.f4f14337c3ad4a639%edf0e21de8b88bf

Runtime Name: vmhba64:C0:T1:L5

Device: uuid.f4f14337c3ad4a639edf0e21de8b88bf

Device Display Name: NVMe TCP Disk
(uuid.f4f14337c3ad4a639%edf0e21de8b88bf)

Path State: active

Path Config: {ANA GRP id=6,ANA GRP_state=AO, health=UP}

NVMeBUE 7 AL

IFFESXi 8.0u2 2 E S AR AK29.16.1 9.161 R EShRAS. HIHEANVMeBUHE 2 ERs <,

FFNVMefi R BE. BEARBABED IS F. BUEDEEAITFFIRIERAAXVMFSEIREMEERIT UNMAP
"(BERRA"TRIMIEE, BEEBUHOERIE. TN UHEABRENIIER. AAXEHIERFIBESEN
iR, AR. FHEASTLURBRXLEEIER. LUET U EH M E FRXLETE,

L
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1. FESXiEM L. FIEDSMEUE D ECRIR BER B 32HFTP4040:
esxcfg-advcfg -g /Scsi/NVmeUseDsmTp4040
FER{E 90,

2. [AFADSMEGE A ECHIR B H S TP4040:
esxcfg-advcfg -s 1 /Scsi/NvmeUseDsmTp4040

3. BWIIREEREAEITP4040FEUH I BCDSMAYIRE :
esxcfg-advcfg -g /Scsi/NVmeUseDsmTp4040

FRERE N1,
BX1EVMware vSphereHEH 2 EENVMe NS 2. 15E(H "vSphere RV TEfE = 8] [E] UL

BEx0a)
{EFIONTAPHIESXi 8. xBINVMe-oF BB FZ7E LA T EXAIA:

NetApp f&iZ Hral Description
ID
"1420654,"  {EONTAP 9.9.1FfEFNVMe/FCHY ONTAP 9.9. 13 ENVMe"HLE" 8 <,
Bf. ONTAP i mRiBfT ZIONTAP U E|"FiE"sn < LA IE IEFE FHRFELEC

FESHINVMeRl & <it. S KEONTAP T
mAl, REFERANVMeRt & i< (FISNIESX)H
FAEE (FCERM TN A 2 &K IR R,

1543660 WNRFERAVNVMeEEL2EAILInux VMIBEEHK  iBfTvSphere 8 x X E SR AHEAEIANVMe

BJAIl Paths Down (APD)&E . M&A&4%1/0% (VNVME)EAL2SHILinux VM=IBEI/OEIR.

% EREIANERT. WNVMeZF iR 12EATFEZBIK
Bo AT BRIEFMEREFEXHEAI Paths
Down. APD)3kl/Ofa#ZEEHA 8 xE1TIHNZ
BJLinux VMIERE A #T. VMware5| N7 7]
JA"VSCSIDisableNvmeRetry" A2 FAVNVMeE
RRE,

BXER

"SKFAONTAPEIVMware vSphere" "NetApp MetroCluster 3z#F VMware vSphere 5.x , 6.x #1 7.x (2031038
) " "VMware vSphere 6.x#17.x3%z#fNetApp SnapMirror;&&h[E 5"

IEHATFHF ONTAP fJ ESXi 7.x B9 NVMe-oF F#EE

&R ATEIEITESXi 7. xF1ONTAP EahizF EH L RE FWLZLEHBINVMe (NVMe-oF )R
B B1T.
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EIz5iks
* MONTAP 9.7F#8. VMware vSpherehRAIE 11T M EFFeeH@ERINVMe (NVMe/FC)IZ #5o

* M7.0U3cHI8. ESXiFEIMMEIRIZFZIHFNVMe/TCPIIEE,
* MONTAP 9.10.1FF%4. ONTAP Z#ENVMe/TCPIHEE,

IhgE
* ESXi BoptzER A0l LUBIE B EIRVIEEC 28 in O FEHETT NVMe/FC #l FCP 2, BXXZHFHFCIEAisMIE
Hl28895R. 1BEE I "Hardware Universe" . BRRMIZZIFHEMRAETIER. B2 BIZ{FEERTE

"
o

* M ONTAP 9.9.1 P3 FF#4, ESXi 7.0 Update 3 3z#F NVMe/FC Ih&E,

* XF ESXi 7.0 REERA, HPP (B4%EEHEMH) & NVMe iIREHIEIAEH.
EX1PRH!
AL TERE:

* RDM B¢t

« VVOL
/2 NVMe/FC

1. ¥07 ESXi 41 NQN FEFE, HEIFEEES ONTAP [E5 LN FRFEM TN, NQN FIFHILE:

# esxcli nvme info get
Host NQN: ngn.2014-08.com.vmware:nvme:nvme-esx

# vserver nvme subsystem host show -vserver vserver nvme

Vserver Subsystem Host NON

vserver nvme ss_vserver nvme ngn.2014-08.com.vmware:nvme:nvme-esx

B & Broadcom/Emulex

1. BB RAKEMERDER/ EG T IR E Ti2FERTA",
2. 1§ & Ipfc IRTHTEFSE 1pfc enable FC4 type=3 BUTE 1pfc WehiZFH/EA NVMe/FC 4%, REE
mEEN.

@ M vSphere 7.0 Update 3 745, brcmnvmefc RapiZFABERIH. Alt, 1pfc RKehiZFIIE
BIESAIE bremnvme f o IREITEFIREHIE T HLFBEERN NVMe (NVMe/FC ) IhgE,

@ FRIANERT, B LPe35000 R IEAEERIZE 1pfc_enable FC4 type=3 B#, BN

LPe32000 £%I#0 LPe31000 R5i&fCes FenmZ B <, HAHITUTHES,
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# esxcli system module parameters set -m lpfc -p lpfc enable fc4 type=3

#esxcli system module parameters list
lpfc enable fc4 type int

are supported

#esxcli storage core adapter list

HBA Name Driver Link State UID
Capabilities Description
vmhbal lpfc link-up

Second Level Lun ID (0000:86:00.0)
Fibre Channel Adapter FC HBA
vmhba?2 lpfc link-up

Second Level Lun ID (0000:86:00.1)
Fibre Channel Adapter FC HBA
vmhba 64 lpfc link-up
(0000:86:00.0) Emulex Corporation
NVMe HBA

vimhba65 lpfc link-up
(0000:86:00.1) Emulex Corporation
NVMe HBA

fidE Marvell/QLogic

p

1. BEAREREREF/ Bt EEXIFRE BRFIERT

-m lpfc |

grep lpfc enable fc4 type
3 Defines what FC4 types

£c.200000109095456£:100000109095456f
Emulex Corporation Emulex LPe36000

£c.2000001090954570:1000001090954570
Emulex Corporation Emulex LPe36000

£c.200000109b95456£:100000109b95456f£
Emulex LPe36000 Fibre Channel Adapter

£c.200000109b954570:100000109b954570
Emulex LPe36000 Fibre Channel Adapter

E_ll

=< O

2. %8 glnativefc driver 3 ql2xnvmesupport=1 MTE glnativefc IKEIiEFFEH NVMe/FC 5

, AREFBEN.

" # esxcfg-module -s 'gl2xnvmesupport=1' glnativefc’

®

EECERF R ELL SR, DIRITU TR,

grep glnativefc
1912

esxcfg-module -1 |

glnativefc 4

3. KBS ERETRBHET NVMe :

ZHANBERT, QLE 277x RYIEARSIGE glnativetc driver 3, &5 QLE 277x &%/
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#esxcli storage core adapter list

HBA Name Driver Link State
Capabilities Description
vmhba3 glnativefc link-up
Second Level Lun ID (0000:5e:00.

Fibre Channel to PCIe Adapter
vmhba4
Second Level Lun ID

glnativefc link-up

(0000:5e:00
Fibre Channel to PCIe Adapter FC
vmhba 64 glnativefc
(0000:5e:00.0)
Adapter NVMe FC Adapter
vmhba 65 glnativefc
(0000:5e:00.1)

NVMe FC Adapter

link-up

link-up

Adapter

I5F NVMe/FC

1. I83F NVMe/FC i&fc2s 2B 57 ESXi EH L

# esxcli nvme adapter list
Adapter Adapter Qualified Name
Associated Devices

UID

£fc.20000024£f£f1817ae:21000024££f1817ae
0) QLogic Corp QLE2742 Dual Port 32Gb

FC Adapter

£fc.20000024££f1817af:21000024£ff1817af
.1) QLogic Corp QLE2742 Dual Port 32Gb

Adapter

£fc.20000024£ff1817ae:21000024££f1817ae
QLogic Corp QLE2742 Dual Port 32Gb Fibre Channel to PCIe

£fc.20000024££f1817af:21000024££f1817af
QLogic Corp QLE2742 Dual Port 32Gb Fibre Channel to PCIe

Transport Type

vmhba6d4 agn:glnativefc:21000024ff1817ae FC
vmhba65 agn:glnativefc:21000024£f£f1817af FC
vmhba66 agn:1pfc:100000109b579d9c FC
vmmhba67 agn:1pfc:100000109b579d9d FC

2. BIFREEEMEIZE NVMe/FC gp R %Ia]:
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LU TFRAIREY UUID s NVMe/FC 8 Fialig &,

Driver

glnativefc
glnativefc
lpfc
lpfc



# esxcfg-mpath -b
uuid.5084e29%a6bb24fbcabbal76eda8ecd7e
(uuid.5084e29%9a6bb24fbcabSbal76eda8ecd’e)

vmhba65:C0:T0:L1 LUN:1 state:active
20:00:34:80:0d:6d:72:69 WWPN: 21:00:34:
20:17:00:a0:98:df:e3:d1 WWPN: 20:2f:00:
vmhba65:C0:T1:1L1 LUN:1 state:active
20:00:34:80:0d:6d:72:69 WWPN: 21:00:34:
20:17:00:a0:98:df:e3:d1 WWPN: 20:1a:00:
vmhba64:C0:T0:L1 LUN:1 state:active
20:00:34:80:0d:6d:72:68 WWPN: 21:00:34:
20:17:00:a0:98:df:e3:d1 WWPN: 20:18:00:
vmhba64:C0:T1:1L1 LUN:1 state:active
20:00:34:80:0d:6d:72:68 WWPN: 21:00:34:
20:17:00:a0:98:df:e3:d1 WWPN: 20:19:00:

£ ONTAP 9.7 /,
Eitk, £/ ESXi gZE e BTy, e

®

ANl

NVMe Fibre

fc

80:
al:

fc

80:
al:

fc

80:
al:

fc

80:
al:

Adapter:

Od:6d:72:
98:df:e3:

Adapter:

Od:6d:72:
98:df:e3:

Adapter:

Od:6d:72:
98:df:e3:

Adapter:

Od:6d:72:
98:df:e3:

Channel Disk

WWNN :

69 Target:

dl
WWNN :

69 Target:

dl
WWNN :

68 Target:

dl
WWNN :

68 Target:

dl

WWNN :

WWNN :

WWNN :

WWNN :

NVMe/FC s8R BIRIBRINRA/NA 4k o LERINK/NG ESXi RFRE

TERA/NZEA 512b o EAJLUER

vserver nvme namespace create ﬁ%*ﬂ?ﬁﬁt*ﬁé«ﬁo

vserver nvme namespace create -vserver vs_ 1 -path /vol/nssvol/namespacel -size

100g -ostype vmware -block-size 512B

BZI "ONTAP 9 s S FHT" TRREZIFAES.

3. I9IEAER NVMe/FC S TIENRFHIE ANA BRIZRRPRES
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https://docs.netapp.com/ontap-9/index.jsp?topic=%2Fcom.netapp.doc.dot-cm-cmpr%2FGUID-5CB10C70-AC11-41C0-8C16-B4D0DF916E9B.html
https://docs.netapp.com/ontap-9/index.jsp?topic=%2Fcom.netapp.doc.dot-cm-cmpr%2FGUID-5CB10C70-AC11-41C0-8C16-B4D0DF916E9B.html
https://docs.netapp.com/ontap-9/index.jsp?topic=%2Fcom.netapp.doc.dot-cm-cmpr%2FGUID-5CB10C70-AC11-41C0-8C16-B4D0DF916E9B.html
https://docs.netapp.com/ontap-9/index.jsp?topic=%2Fcom.netapp.doc.dot-cm-cmpr%2FGUID-5CB10C70-AC11-41C0-8C16-B4D0DF916E9B.html
https://docs.netapp.com/ontap-9/index.jsp?topic=%2Fcom.netapp.doc.dot-cm-cmpr%2FGUID-5CB10C70-AC11-41C0-8C16-B4D0DF916E9B.html
https://docs.netapp.com/ontap-9/index.jsp?topic=%2Fcom.netapp.doc.dot-cm-cmpr%2FGUID-5CB10C70-AC11-41C0-8C16-B4D0DF916E9B.html
https://docs.netapp.com/ontap-9/index.jsp?topic=%2Fcom.netapp.doc.dot-cm-cmpr%2FGUID-5CB10C70-AC11-41C0-8C16-B4D0DF916E9B.html
https://docs.netapp.com/ontap-9/index.jsp?topic=%2Fcom.netapp.doc.dot-cm-cmpr%2FGUID-5CB10C70-AC11-41C0-8C16-B4D0DF916E9B.html
https://docs.netapp.com/ontap-9/index.jsp?topic=%2Fcom.netapp.doc.dot-cm-cmpr%2FGUID-5CB10C70-AC11-41C0-8C16-B4D0DF916E9B.html
https://docs.netapp.com/ontap-9/index.jsp?topic=%2Fcom.netapp.doc.dot-cm-cmpr%2FGUID-5CB10C70-AC11-41C0-8C16-B4D0DF916E9B.html
https://docs.netapp.com/ontap-9/index.jsp?topic=%2Fcom.netapp.doc.dot-cm-cmpr%2FGUID-5CB10C70-AC11-41C0-8C16-B4D0DF916E9B.html

esxcli storage hpp path list -d uuid.5084e29%a6bb24fbcabbal76eda8ecd’e
£c.200034800d6d7268:210034800d6d7268~
£fc.201700a098dfe3d1:201800a098dfe3dl-
uuid.5084e29%a6bb24fbcabbal76eda8ecd’e

Runtime Name: vmhba64:C0:T0:L1

Device: uuid.5084e29%a6bb24fbcabbal76eda8ecd7e

Device Display Name: NVMe Fibre Channel Disk
(uuid.5084e29%9a6bb24fbcabbal76eda8ecd’e)

Path State: active

Path Config: {TPG id=0,TPG state=A0,RTP id=0,health=UP}

£c.200034800d6d7269:210034800d6d7269~-
£fc.201700a098dfe3d1:201a00a098dfe3dl-
uuid.5084e29%a6bb24fbcabbal76eda8ecd’e

Runtime Name: vmhba65:C0:T1:L1

Device: uuid.5084e29%a6bb24fbcabbal76eda8ecd’e

Device Display Name: NVMe Fibre Channel Disk
(uuid.5084e29%a6bb24fbcabSbal76eda8ecd’e)

Path State: active

Path Config: {TPG id=0,TPG state=A0,RTP id=0,health=UP}

£c.200034800d6d7269:210034800d6d7269~-
£c.201700a098dfe3d1:202f00a098dfe3dl-
uuid.5084e29%a6bb24fbcabbal76eda8ecd’e

Runtime Name: vmhba65:C0:T0:L1

Device: uuid.5084e29%a6bb24fbcabbal76eda8ecd7e

Device Display Name: NVMe Fibre Channel Disk
(uuid.5084e29%9a6bb24fbcabSbal76eda8ecd’e)

Path State: active unoptimized

Path Config: {TPG id=0,TPG state=ANO,RTP_ id=0, health=UP}

£c.200034800d6d7268:210034800d6d7268~-
£c.201700a098dfe3d1:201900a098dfe3dl-
uuid.5084e29%a6bb24fbcabbal76eda8ecd’e

Runtime Name: vmhba64:C0:T1:L1

Device: uuid.5084e29%a6bb24fbcabbal76eda8ecd’e

Device Display Name: NVMe Fibre Channel Disk
(uuid.5084e29%a6bb24fbcabSbal76eda8ecd’e)

Path State: active unoptimized

Path Config: {TPG id=0,TPG state=ANO,RTP id=0,health=UP}

ACE NVMe/TCP

-

M7.0U3cH A BUINER FTRMBFIRIINVMe/TCPIER, BXEEEMEFNNVMe/TCPEEEFMER. &
JVMware vSphereX 14,
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I5IEFNVMe/TCP

p

&

1. ISENVMe/TCPIEHAC 2 HIIR A

[root@R650-8-45:~] esxcli nvme adapter list

Adapter Adapter Qualified Name

vmhba 64 agn:nvmetcp:34-80-0d-30-ca-e0-T
vmhba65 agn:nvmetc:34-80-13d-30-ca-el-T
list

Transport Type Driver Associated Devices
TCP nvmetcp vmnzc?2

TCP nvmetcp vmnzc3

2. BH|HENVMe/TCPIEE, BERAUTHS:

[root@R650-8-45:~] esxcli nvme controller list
Name

ngn.1992-
08.com.netapp:sn.5e347cf68e0511lec9ec2d039%eal3ebed: subsystem.vs name tcp
ss#vmhba64#192.168.100.11:4420

ngn.1992-
08.com.netapp:sn.5e347cf68e0511lec9ec2d039%eal3ebed: subsystem.vs name tcp
ss#vmhba64#192.168.101.11:4420

Controller Number Adapter Transport Type IS Online

1580 vmhba64 TCP true
1588 vmhba65 TCP true

3. ZFIHNVMerp & TERIERFE. FEAUTHL:
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[root@R650-8-45:~] esxcli storage hpp path list -d
uuid.400bf333abf74ab8b96dcl8ffadc3£99
tcp.vmnic2:34:80:0d:30:ca:eo-tcp.unknown-
uuid.400bf333abf74ab8b96dcl8ffadc3£99

Runtime Name: vmhba64:C0:T0:L3

Device: uuid.400bf333abf74ab8b96dcl8ffadc3£99

Device Display Name: NVMe TCP Disk
(uuid.400b£f333abf74ab8b9%6dcl8ffadc3£99)

Path State: active unoptimized

Path config: {TPG id=0,TPG state=ANO,RTP id=0, health=UP}

tcp.vmnic3:34:80:0d:30:ca:el-tcp.unknown-
uuid.400bf333abf74ab8b96dcl8ffadc3£99

Runtime Name: vmhba65:C0:T1:L3

Device: uuid.400bf333abf74ab8b96dcl8ffadc3£99

Device Display Name: NVMe TCP Disk
(uuid.400bf333abf74ab8b9%6dcl8ffadc3£99)

Path State: active

Path config: {TPG id=0,TPG state=A0,RTP id=0,health=UP}

B[R

fEFBONTAPHIESXi 7. xHINVMe-oF ENECEFE L FERIAI :

NetApp 82 tTell & B R RS
ID
"1420654," TZONTAP 9.9.15{EFANVMe/FCHHMY QB FH B IE AL L AT LR,
Bf. ONTAP P EFRIE(T MRXFERER. BHRIMEE tn) B R
REAMER .
HXEE

"SKFONTAPEIVMware vSphere" "NetApp MetroCluster 23 VMware vSphere 5.x , 6.x #1 7.x (2031038
) " "VMware vSphere 6.x#17.x32#FNetApp®SnapMirrorE ch[E 4"

Oracle Linux

T #ZONTAPYT Oracle Linux B9 =EFINEE,

£/ NVMe over Fabrics (NVMe-oF ) #1TEHECE P2 #589TNEEEIONTAPA Oracle Linux
HIRR AT o

IhRE Oracle Linux E#lik4&x  ONTAP hrzx

Oracle Linux EAFONTAPIZHI2E 2 [ali@id 9.4 HEBRAE 9.12.1 L EFhkZs
NVMe/TCP ¥R e0HmARF 9T,
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https://mysupport.netapp.com/site/bugs-online/product/ONTAP/BURT/1420654
https://docs.netapp.com/us-en/ontap-apps-dbs/vmware/vmware-vsphere-overview.html
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https://kb.vmware.com/s/article/2031038
https://kb.vmware.com/s/article/2031038
https://kb.vmware.com/s/article/2031038
https://kb.vmware.com/s/article/2031038
https://kb.vmware.com/s/article/2031038
https://kb.vmware.com/s/article/2031038
https://kb.vmware.com/s/article/2031038
https://kb.vmware.com/s/article/2031038
https://kb.vmware.com/s/article/2031038
https://kb.vmware.com/s/article/2031038
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https://kb.vmware.com/s/article/2031038
https://kb.vmware.com/s/article/83370
https://kb.vmware.com/s/article/83370
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https://kb.vmware.com/s/article/83370
https://kb.vmware.com/s/article/83370
https://kb.vmware.com/s/article/83370
https://kb.vmware.com/s/article/83370

IhgE Oracle Linux E#lAkZx  ONTAP kx4

NVMe/TCP @—I5e e FH I RINkE 9.0 ESHRA 9.10.1 HEFhZA
NVMe/TCP {ERRE & T el i & T8 ‘nvme-cli’ 8.2 SEShRZS 9.10.1 I ESHRZS
2E

FE—FH LE#F NVMe 1 SCSI =, NVMe-oF @R 7.7 HEShRE 9.4 ESHRZA

TialfEA NVMe %812, SCSILUN £/ dm &

A
=o

@ NetApp sanlun NVMe-oF Rz ENERERF. ErILUERZAY] nvme-cli&ATFiE NVMe-
oF 1?5@0

TR AR EPIEITHIONTAPRRZAS A, ONTAPSZ#FLLT SAN EAH1INEE,

Thie Oracle Linux E#iRZ
ZsH udev MUTE “nvme-cli BH A NVMe ZEREFIRHEATIRE AT 9.6 E=ARA
SAN BB NVMe/FC thil/E A 9.5 S E Sk
MZH NVMe ZE&1ZTHEEERIAIS NVMe @38 == (El/E Ao 8.3 UE=ARA
X ‘nvme-cli Z BB E BhEEMA, TRE=FHZ 8.3 AE=MRA
Z<H1 udev MMTE nvme-cli RN NVMe ZERZIRMIEIF A H T 8.3 HESMA

() sBrsspmEmHEEE, BSR TREERTIA,

=%

WNERA Oracle Linux fRANE...... THE......

9Z&7% "39 Oracle Linux 9.x B2 & NVMe"
8R! "JJ Oracle Linux 8.x it & NVMe"
785 "J9 Oracle Linux 7.x B2 & NVMe"
HXER

"T RO EIE NVMe X"

BZE Oracle Linux 9.x 1 NVMe-oF LI FHFONTAPEf#

Oracle Linux ENZHEFIHFEER NVMe (NVMe/FC) F1EF TCP BY NVMe
(NVMe/TCP) ¥, HZHHEEXIFRas& ==aliA1a] (ANA), ANA 125 iSCSI 1 FCP If1%
FREYIEIFFRIZEEER TTIAIR] (ALUA) FMBI 2 BRRINEE,

23


https://mysupport.netapp.com/matrix/
https://mysupport.netapp.com/matrix/
https://mysupport.netapp.com/matrix/
https://mysupport.netapp.com/matrix/
https://mysupport.netapp.com/matrix/
https://mysupport.netapp.com/matrix/
https://mysupport.netapp.com/matrix/
https://mysupport.netapp.com/matrix/
https://mysupport.netapp.com/matrix/
https://mysupport.netapp.com/matrix/
https://mysupport.netapp.com/matrix/
https://mysupport.netapp.com/matrix/
https://mysupport.netapp.com/matrix/
https://mysupport.netapp.com/matrix/
https://mysupport.netapp.com/matrix/
https://docs.netapp.com/us-en/ontap/san-admin/start-nvme-fc-service-svm-task.html
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https://docs.netapp.com/us-en/ontap/san-admin/start-nvme-fc-service-svm-task.html
https://docs.netapp.com/us-en/ontap/san-admin/start-nvme-fc-service-svm-task.html

T ##401a] A Oracle Linux 9.x B E NVMe over Fabrics (NVMe-oF) 41, MEBEZXFNINEEER, B

"Oracle Linux ONTAPZ 1 #IhRE",

NVMe-oF 5 Oracle Linux 9.x ZZE U T EXRE:

* X “nvme disconnect-all iZfH S 2R G RAENEEXE RS, AJRESSBARAARRE, BNEEE

NVMe-TCP 3 NVMe-FC s B =ia]M SAN BN RS _EHRITIEIEE,

F1%: (FIi%) B FHASANEL]

TR AR E EALAGER SAN BapkELEiBH RS AT B, EA"ERFIERTAE"TWIEER Linux 2R

%i. ENELIERCS (HBA). HBA B, HBA J55h BIOS FIONTAPhR A EE 2 4F SAN JS5f.

T
1. "BIE NVMe #p2 = 8 FH IS E AR B EH" o
2. 7£BR%328 BIOS H19 SAN Brian & =8|t IR /2 A SAN BE.

BXfIEA HBABIOS WER, BSMMNE T A,
3. EfRMENHARIHRERAR T ERNFETIET.

$IE 2. L% Oracle Linux 1 NVMe {4 HI0IFAC &
ER LT BRI R 3 FRERIE Oracle Linux 9.x ZXf4hRr4s,

g
1. 7ERR5388 LR % Oracle Linux 9.xo ZETMG, BRINEEITHIRIEER Oracle Linux 9.x NiZ,

uname -—-r

Oracle Linux RtZhRas745 :

6.12.0-1.23.3.2.el9%uek.x86 64

2. &% NVMe-CLI B
rpm -ga|grep nvme-cli

TENGIFRTRT nvme-cli FEEARZAS :

nvme-cli-2.11-5.e19.x86 64

3. L3 1ibnvme WHE:
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rpm —-gal|grep libnvme

TENGFRTRT libnvme B4 EhRZS

libnvme-1.11.1-1.e19.x86 64

4. 1 Oracle Linux 9.x £l L, & hostngn F/FE */etc/nvme/hostngn:

cat /etc/nvme/hostngn

TEFIFERT "hostngn hRZs:

ngn.2014-08.org.nvmexpress:uuid:b1d95cd0-1f7c-1lec-b8d1l-3a68dd6lalcbh

5. ZFONTAPARZH, WIFLLFEE: “hostngn ERIERICHE “hostngn ONTAPTEE R G IERN F RSN F R &

vserver nvme subsystem host show -vserver vs 203

Bl

Vserver Subsystem

Priority Host NQN

08.

08.

.0rg.

.org.

org.

org.

Nvmel

.nvmexpress

NvmelO

.nvmexpress

Nvmell
nvmexpress
Nvmel2
nvmexpress
Nvmel3
nvmexpress
Nvmel4

nvmexpress

regular ngn.2014-

:uuid:bld95cd0-1£f7c-1lec-b8dl-3a68ddelalch

regular ngn.2014-

:uuid:bldS95cd0-1£f7c-1lec-b8dl-3a68ddélalcb

regular ngn.2014-

:uuid:bl1d95cd0-1f7c-1lec-b8dl-3a68ddolalcb

regular ngn.2014-

:uuid:bld95cd0-1£f7c-1lec-b8dl-3a68ddelalch

regular ngn.2014-

:uuid:bldS95cd0-1£f7c-1lec-b8dl-3a68ddélalcb

regular ngn.2014-

:uuid:bl1d95cd0-1f7c-1lec-b8dl-3a68ddolalcb
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R hostngn FRAEARLA., ERIUFER “vserver modify @< EM hostngn 8
() monrarMFIFRELNTHE. FEHSENLNFHE /etc/nvme/hostngn IR

“hostngno

1% 3: BIE NVMe/FC 1 NVMe/TCP

f$£F3 Broadcom/Emulex % Marvell/QLogic i&ECESECE NVMe/FC, fERFon& MM EFIR(ERLE
NVMe/TCP,
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NVMe/FC - {&i&/Emulex
JIBroadcom/Emulexi&fczsEc ENVMe/FC,

TR
1. HINEERNRR G RES:

a. B EEIZIR:
cat /sys/class/scsi host/host*/modelname
NVE=EIIV @S il e

LPe36002-M64-D
LPe36002-M64-D

cat /sys/class/scsi_host/host*/modeldesc
BRIZ=ERIRMT LTRGBS

Emulex LPe36002-M64-D 2-Port 64Gb Fibre Channel Adapter
FEmulex LPe36002-M64-D 2-Port 64Gb Fibre Channel Adapter

2. WiINEERNZEREINABroadcom 1pfc BEHMRNBIREHIZF
a. BREHARZ:

cat /sys/class/scsi_host/host*/fwrev
T RBIEREGARA

14.4.576.17, sli-4:6:d
14.4.576.17, sli-4:6:d

b. BRUL R ENTE R RS -

cat /sys/module/lpfc/version
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U TFROZR T IEENAE A R -

0:14.4.0.8

=+
BXRZFNEERENIZFMEFIRENRMTIR, B ERFERTA"

. 1BHIE 1pfc_enable fc4 type BN 3:

cat /sys/module/lpfc/parameters/lpfc _enable fc4 type

- WIER BRI UEERDEFIKO:

cat /sys/class/fc host/host*/<port name>

TR EREORIR

0x2100f4c7aa9d7c5c
0x2100f4c7aa9d7c5d

- BIER IR O E B

cat /sys/class/fc host/host*/port state

EER L a

Online

Online

. IWIENVMe/FCERoIiEF RO S ERBEEREAEE I

cat /sys/class/scsi_host/host*/nvme info


https://mysupport.netapp.com/matrix/
https://mysupport.netapp.com/matrix/
https://mysupport.netapp.com/matrix/
https://mysupport.netapp.com/matrix/
https://mysupport.netapp.com/matrix/
https://mysupport.netapp.com/matrix/
https://mysupport.netapp.com/matrix/
https://mysupport.netapp.com/matrix/
https://mysupport.netapp.com/matrix/
https://mysupport.netapp.com/matrix/
https://mysupport.netapp.com/matrix/
https://mysupport.netapp.com/matrix/
https://mysupport.netapp.com/matrix/
https://mysupport.netapp.com/matrix/
https://mysupport.netapp.com/matrix/

Bl

NVME Initiator Enabled
XRI Dist 1lpfcO Total 6144 IO 5894 ELS 250
NVME LPORT lpfcO WWPN x100000620b3c0869 WWNN

DID x080e00
NVME RPORT
DID x021401
NVME RPORT
DID x02141f
NVME RPORT
DID x021429
NVME RPORT
DID x021003
NVME RPORT
DID x02100f
NVME RPORT
DID x021015

ONLINE

WWPN x2001d03%eabac36f
TARGET DISCSRVC ONLINE

WWPN x20e2d039%eabac36f
TARGET DISCSRVC ONLINE

WWPN x2011d039eabac36f
TARGET DISCSRVC ONLINE

WWPN x2002d03%eabac36f
TARGET DISCSRVC ONLINE

WWPN x20e4d039eabac36f
TARGET DISCSRVC ONLINE

WWPN x2012d039eabac36f
TARGET DISCSRVC ONLINE

NVME Statistics
LS: Xmt 0000027ccf Cmpl 0000027cca Abort 00000014

LS XMIT:

Err 00000005

CMPL:

WWNN

WWNN

WWNN

WWNN

WWNN

WWNN

%200000620b3c0869

x2000d039%eabac36f

x20e1d039%eabac36f

x2010d03%eabac36f

x2000d039%eabac36f

x20e1d039%eabac36f

x2010d03%eabac36f

xb 00000014 Err 00000014

Total FCP Cmpl 00000000000613ff Issue 00000000000613fc OutIO
fffffffffffffffd

abort 00000007 noxri 00000000 nondlp 00000000 gdepth
00000000 wgerr 00000000 err 00000000

FCP CMPL:

xb 0000000a Err 0000000d

NVME Initiator Enabled
XRI Dist 1lpfcl Total 6144 IO 5894 ELS 250
NVME LPORT lpfcl WWPN x100000620b3c086a WWNN

DID x080000
NVME RPORT
DID x021501
NVME RPORT
DID x02150f
NVME RPORT
DID x021515
NVME RPORT
DID x02110b
NVME RPORT
DID x02111f
NVME RPORT
DID x021129

ONLINE

WWPN x2004d03%eabac36f
TARGET DISCSRVC ONLINE

WWPN x20e3d039%eabac36f
TARGET DISCSRVC ONLINE

WWPN x2014d039eabac36f
TARGET DISCSRVC ONLINE

WWPN x2003d03%eabac36f
TARGET DISCSRVC ONLINE

WWPN x20e5d039%eabac36f
TARGET DISCSRVC ONLINE

WWPN x2013d039eabac36f
TARGET DISCSRVC ONLINE

NVME Statistics

WWNN

WWNN

WWNN

WWNN

WWNN

WWNN

x200000620b3c086a

x2000d039%eabac36f

x20e1d039%eabac36f

x2010d03%eabac36f

x2000d039%eabac36f

x20e1d039%eabac36f

x2010d03%eabac36f
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LS: Xmt 0000027ca3 Cmpl 0000027ca2 Abort 00000017

LS XMIT: Err 00000001 CMPL: xb 00000017 Err 00000017

Total FCP Cmpl 000000000006369d Issue 000000000006369a OutIO
fEffEffffffffffd

abort 00000007 noxri 00000000 nondlp 00000011 gdepth
00000000 wgerr 00000000 err 00000000
FCP CMPL: xb 00000008 Err 0000000c

NVMe/FC - Marvell/QLogic
JIMarvell/QLogici&Ac 23 ENVMe/FCo

p
1. BIHER B IEEIR TR XS AR R i2 A E ki -

cat /sys/class/fc host/host*/symbolic name

U TFRE SR T Eehi2 A E RS -

QLE2872 FW:v9.15.03 DVR:v10.02.09.300-k

2. JFWIF gl2xnvmeenable Bi&H, X, Marveli&ZEi28E ] HENVMe/FCREHIER:

cat /sys/module/glaZ2xxx/parameters/gl2xnvmeenable

FiRR%EIH 910

NVMe/TCP

NVMe/TCP XA B ahiEZigtE. Bk, ERILUEITHIT NVMe/TCP K& NVMe/TCP F&H 4 an

& Z58) "connect 2(#& connect-all' F&hiE{Eo

SHIE
1. Wi oEF RO E ] LUBE S 1FMINVMe/TCP LIFIREUA I B ETTEEE:

nvme discover -t tcp -w host-traddr -a traddr



Bl

nvme discover -t tcp -w 192.168.30.10 -a 192.168.30.58

trtype: tcp

adrfam: ipv4

subtype: current discovery subsystem

treq: not specified

portid: 8

trsvcid: 8009

subngn: ngn.1992-
08.com.netapp:sn.064a9p19b3eellf09dcad039%eabac370:discovery
traddr: 192.168.31.99

eflags: explicit discovery connections, duplicate discovery
information

sectype: none

trtype: tcp

adrfam: ipv4

subtype: current discovery subsystem

treq: not specified

portid: 6

trsvcid: 8009

subngn: nqgn.1992-
08.com.netapp:sn.064a9b19b3eell1f09dcad039%eabac370:discovery
traddr: 192.168.30.99

eflags: explicit discovery connections, duplicate discovery
information

sectype: none

trtype: tcp

adrfam: ipv4

subtype: current discovery subsystem

treq: not specified

portid: 7

trsvcid: 8009

subngn: ngn.1992-
08.com.netapp:sn.064a9p19b3eellf09dcad039%eabac370:discovery
traddr: 192.168.31.98

eflags: explicit discovery connections, duplicate discovery
information

sectype: none

trtype: tcp
adrfam: ipv4
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subtype: current discovery subsystem

treq: not specified

portid: 5

trsvcid: 8009

subngn: ngn.1992-
08.com.netapp:sn.064a9p19b3eellf09dcad039%eabac370:discovery
traddr: 192.168.30.98

eflags: explicit discovery connections, duplicate discovery
information

sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem

treq: not specified

portid: 8

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.064a9b19b3eellf09dcad039%eabac370:subsystem.subs

ys_kvm
traddr: 192.168.31.99
eflags: none

sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem

treq: not specified

portid: 6

trsvecid: 4420

subngn: ngn.1992-
08.com.netapp:sn.064a9p19b3eellf09dcad039%eabac370:subsystem. subs

ys_kvm
traddr: 192.168.30.99
eflags: none

sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem

treq: not specified

portid: 7

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.064a9b19b3eellf09dcad039%eabac370:subsystem. subs
ys kvm



traddr: 192.168.31.98
eflags: none
sectype: none

trtype: tep

adrfam: ipv4

subtype: nvme subsystem

treq: not specified

portid: 5

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.064a9p19b3eellf09dcad039%eabac370:subsystem.subs

ys_kvm
traddr: 192.168.30.98
eflags: none

sectype: none

2. BIFEHMNVMe/TCPEEHIER-BAFfLIFAS 2SI LURINIZEN A T B ETImEIE:

nvme discover -t tcp -w host-traddr -a traddr

Bl

nvme discover -t tcp -w 192.168.30.10 -a 192.168.30.58
nvme discover -t tcp -w 192.168.30.10 -a 192.168.30.59
nvme discover -t tcp -w 192.168.31.10 -a 192.168.31.58
nvme discover -t tcp -w 192.168.31.10 -a 192.168.31.59

3. iB1T nvme connect-all ETRPFAEZIZIFNNVMe/TCPEENTER-BIRSIP Lz T6H<:

nvme connect-all -t tcp -w host-traddr -a traddr

Bl

nvme connect-all -t tcp -w 192.168.30.10 -a 192.168.30.58
nvme connect-all -t tcp -w 192.168.30.10 -a 192.168.30.59
nvme connect-all -t tcp -w 192.168.31.10 -a 192.168.31.58
nvme connect-all -t tcp -w 192.168.31.10 -a 192.168.31.59



M Oracle Linux 9.4 74, NVMe/TCP BJI&E “ctrl_loss_tmo timeout BEh& B A XA, Fik:

* BRRELERY (TRER) -

* BAFEFEERER “ctrl_loss_tmo timeout AT "nvme connect I & "nvme connect-all' &5 (3%
W) .

* NRELERZHE, NVMe/TCP IZHIBA BN, HEITRABMRISER,

$E 4. (A%) B udev FINAHY iopolicy

F#1EA Oracle Linux 9.x ¥ NVMe-oF FIZRiA iopolicy i &N round-robin. M Oracle Linux 9.6 74, &
AT LA iopolicy BN queue-depth BIFIELR udev FNIS 4,

PTIE
1. {EH root INPRTEX A 4miE28PFTHF udev FRNIS

/usr/lib/udev/rules.d/71l-nvmf-netapp.rules

EER L a

vi /usr/lib/udev/rules.d/71-nvmf-netapp.rules

2. #F)i&ENetApp ONTAP#ZHI2S iopolicy FIARITILED,

AT RAIER T —5mFIRn

ACTION=="add", SUBSYSTEM=="nvme-subsystem", ATTR{subsystype}=="nvm",
ATTR{model }=="NetApp ONTAP Controller", ATTR{iopolicy}="round-robin"

3. BEFN, LUE round-robin LAY queue-depth:

ACTION=="add", SUBSYSTEM=="nvme-subsystem", ATTR{subsystype}=="nvm",
ATTR{model }=="NetApp ONTAP Controller", ATTR{iopolicy}="queue-depth"

4. EEFMNFudevil NI FAEX:

udevadm control --reload
udevadm trigger --subsystem-match=nvme-subsystem

S. IBEFRARHAF /0 KB, fHIEN, B<F RS> nvme-subsys0o

34



cat /sys/class/nvme-subsystem/<subsystem>/iopolicy

NVE=E VRSl K

queue-depth.

() #iopolicy 2EIENNIAFILAINetAPp ONTAPIZHIS ., EBER,

S8 5: \%E, EA NVMe/FC B9 1MB 1/0,

ONTAP7EIRFIIEHI 28 R IR E R AEUEE WA/ (MDTS) K 8, XEKERK I/0 IBERA/NAIX 1MB, EF
Broadcom NVMe/FC FE#A&H 1MB A/N8Y 1/0 B3R, ERIZIEM Ipfc BIME “Ipfc_sg_seg_cnt SEMEIAE
64 E{ I 256,

(D)  XeESBEREEFBENVMFCEH.

TE
1. %% "Ipfc_sg_seg_cnt BEiGE 57256

cat /etc/modprobe.d/lpfc.conf
BN IZRB R FUATRAIEE:

options lpfc lpfc sg seg cnt=256

2. 1&97 ‘dracut -f ep L HEFBEHEN.
3. IIFMERT Ipfc_sg_seg_cnt }1256:

cat /sys/module/lpfc/parameters/lpfc_sg seg cnt

$IZ 6. I0IF NVMe BohiRS

M Oracle Linux 9.5 744, “nvmefc-boot-connections.service 1 “nvmf-autoconnect.service' NVMe/FC 8 &

HEEIARS nvme-cli RFE BN = BB RIEE,
BoiERE, WiE nvmefc-boot-connections.service 1 “nvmf-autoconnect.service BEIIREZ E R FHo

g
1. BIFEE nvmf-autoconnect.service' B2 :

35



systemctl status nvmf-autoconnect.service

bkt

nvmf-autoconnect.service - Connect NVMe-oF subsystems automatically

during boot

Loaded: loaded (/usr/lib/systemd/system/nvmf-
autoconnect.service; enabled; preset: disabled)
Active: inactive (dead) since Tue 2025-10-07 09:48:11

week 0 days ago

Main PID: 2620 (code=exited, status=0/SUCCESS)

CPU: 19ms

Oct 07 09:48:11 R650xs5-13-211 systemd[1l]:

subsystems automatically during boot...

Oct 07 09:48:11 R650xs-13-211 systemd[1]:

Deactivated successfully.

Oct 07 09:48:11 R650xs-13-211 systemd[1l]:

subsystems automatically during boot.

2. IHIFRE “nvmefc-boot-connections.service' B2 A :

36

Starting Connect

nvmf-autoconnect.

Finished Connect

systemctl status nvmefc-boot-connections.service

EDT; 1

NVMe-oF

service:

NVMe-oF



btk

nvmefc-boot-connections.service - Auto-connect to subsystems on FC-
NVME devices found during boot

Loaded: loaded (/usr/lib/systemd/system/nvmefc-boot-
connections.service; enabled; preset: enabled)

Active: inactive (dead) since Tue 2025-10-07 09:47:07 EDT; 1
week 0 days ago

Main PID: 1651 (code=exited, status=0/SUCCESS)
CPU: 1l4ms

Oct 07 09:47:07 R650xs-13-211 systemd[1l]: Starting Auto-connect to
subsystems on FC-NVME devices found during boot...

Oct 07 09:47:07 R650xs-13-211 systemd[1l]: nvmefc-boot-
connections.service: Deactivated successfully.

Oct 07 09:47:07 R650xs-13-211 systemd[1l]: Finished Auto-connect to

subsystems on FC-NVME devices found during boot.

ST BWIISRRRE
BIFRIZNVMe ZBRIZIRE. ANAKRSHIONTAPS B B2 HEMRFNVMe-oF iR E,

HIE
1. WIFRTERBARIZNVMeZiRE:

cat /sys/module/nvme core/parameters/multipath

eVE=E VAR K

2. IBIFHERNONTAPEI & FERYE HNVMe-oF IR & (B30, B Si&E AINetApp ONTAPITHIZE. & Fiiopolicyi&
BRNRER RS EfRIREEN L

a. BRFRY:

cat /sys/class/nvme-subsystem/nvme-subsys*/model

NV =gl V@ T

37



3.

NetApp ONTAP Controller
NetApp ONTAP Controller

b. BRI

cat /sys/class/nvme-subsystem/nvme-subsys*/iopolicy

&R %eEE R iopolicy FEIGE, fIUl:

queue-depth
queue-depth

WIEREBEEEN LEIRHERA M E=TIE):

nvme list

ERF
Node Generic
Namespace Usage
/dev/nvmel02nl /dev/ngl02nl
Controller Ox1 2.25
9.17.1
/dev/nvmel02n2 /dev/ngl02n2
Controller 0x2 2.25
9.17.1
/dev/nvmel06nl /dev/nglO6énl
Controller Ox1 2.25
9.17.1
/dev/nvmel06n2 /dev/ngl06n2
Controller 0x2 2.25
9.17.1

SN
Format

81LLgNYTindCAAAAAAAk NetApp ONTAP
GB/ 5.37 GB 4 KiB + 0 B

81LLgNYTindCAAAAAAAk NetApp ONTAP
GB/ 5.37 GB 4 KiB + 0 B

81LLgNYTindCAAAAAAAs NetApp ONTAP
GB / 5.37 GB 4 KiB + 0 B

81LLgNYTindCAAAAAAAs NetApp ONTAP
GB / 5.37 GB 4 KiB + 0 B

4. WM RENITRIRRESRE AR S ERS AB ERMNANAKS:
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NVMe/FC

nvme list-subsys /dev/nvmedn5

Bl

nvme-subsys4 - NQN=ngn.1992-
08.com.netapp:sn.f9¢c6d0cb4fefl11£f08579d03%aa8l138c:discovery
hostngn=ngn.2014-08.org.nvmexpress:uuid:b1d95cd0-1f7c-11lec-b8d1l-
3a68dd6lalcb \ +- nvme2 fc traddr=nn-0x201ad039%eabac36f:pn-
0x201bd039%eabac36f,host traddr=nn-0x2000f4c7aa9d7c5c:pn-
0x2100f4c7aa9d7c5¢c live optimized

+- nvme8 fc traddr=nn-0x201ad039%eabac36f:pn-
0x201dd039%eabac36f,host traddr=nn-0x2000f4c7aa9d7c5d:pn-
0x2100f4c7aa9d7¢c5d live non-optimized

+- nvme2 fc traddr=nn-0x201ad039%eabac36f:pn-
0x201bd039%eabac36f,host traddr=nn-0x2000f4c7aa9d7c5c:pn-
0x2100f4c7aa9d7c5¢c live non-optimized

+- nvme8 fc traddr=nn-0x201ad039%eabac36f:pn-
0x201dd039%eabac36f,host traddr=nn-0x2000f4c7aa9d7c5d:pn-
0x2100f4c7aa9d7¢c5d live optimized

NVMe/TCP

nvme list-subsys /dev/nvmelnl
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nvme-subsys98 - NQN=ngn.1992-
08.com.netapp:sn.f9¢c6d0cb4fefl11£f08579d039%eaa8138c:subsystem
9
hostngn=ngn.2014-

08.org.nvmexpress:uuid:b1d95cd0-1f7c-11lec-b8d1l-3a68dd6lalcb
\

+- nvmel00 fc traddr=nn-0x20lad039%eabac36f:pn-
0x201dd039%eabac36f,host traddr=nn-0x2000f4c7aa9d7c5d:pn-
0x2100f4c7aa9d7¢c5d live non-optimized

+- nvmelOl fc traddr=nn-0x20lad039%eabac36f:pn-
0x201cd039%eabac36f,host traddr=nn-0x2000f4c7aa9d7c5c:pn-
0x2100f4c7aa9d7c5¢c live non-optimized

+- nvme98 fc traddr=nn-0x201ad039%eabac36f:pn-
0x201bd039%eabac36f,host traddr=nn-0x2000f4c7aa9d7c5c:pn-
0x2100f4c7aa9d7c5¢c live optimized

+- nvme99 fc traddr=nn-0x201ad039%eabac36f:pn-
0x20led039%ecabac36f,host traddr=nn-0x2000f4c7aa9d7c5d:pn-
0x2100f4c7aa9d7c5d live optimized

[root@SR630-13-203 ~1#

S. FIENetAppiF B E NENONTAP & Fa)ig & B RIEMINE:
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7

nvme netapp ontapdevices -o column

STRA)
Device Vserver Namespace Path NSID UUID
Size
/dev/nvmel02nl vs 203 /vol/Nvmevol35/ns35 1
00e760c9-edca-4d9f-b1d4-e9a930bf53c0 5.37GB
/dev/nvmel02n2 vs 203 /vol/Nvmevol83/ns83 2

1£fa97524-7dc2-4dbc-b4cf-5ddaS8e7095c0 5.37GB

JSON

nvme netapp ontapdevices -0 json

Bl

"ONTAPdevices": [
{

"Device":"/dev/nvmellnl",
"Vserver":"vs 203",
"Namespace Path":"/vol/Nvmevoll6/nslé",
"NSID":1,
"UUID":"18a88771-8b5b-4eb7-bff0-2ae261£488e4",
"LBA Size":409¢6,
"Namespace Size":5368709120,
"UsedBytes":2262282240,
"Version":"9.17.1"

}
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T8 RELTES TR DI
Oracle Linux 9.x EHFIONTAPIZHIZE Z 81381 NVMe/TCP XFZ £ HER &1 I0IE,

B ENTITH I EB LS5 — DH-HMAC-CHAP ZIAXKEX, A RERU L 2SI, DH-HMAC-CHAP %A
= NVMe EHNEITHIZEH NON 5EEREENSHIIERRANAS, ATERIENERNSH, NVMe EANH
IEHIZR A AURAR S X F 75 KEXRIZ THo

p

5 CLI S{ECE JSON XHZELXENFTHNE N KIE. NRFENRRNFRAIEE AR dnchap %A, &
&£/ config JSON X 14,

42



L ITRE

EABSITRAERERETRNE NI,

1. FREXEHINQN:

cat /etc/nvme/hostngn

2. 79 Linux EH4ERL dhchap %A,

LUTFHIHIREAT "gen-dhchap-key ss S5

nvime gen-dhchap-key -s optional secret -1 key length {3248|64} -m
HMAC function {0]1[2]|3} -n host ngn

. -s secret key in hexadecimal characters to be used to initialize
the host key

. -1 length of the resulting key in bytes

. -m HMAC function to use for key transformation

0 = none, 1- SHA-256, 2 = SHA-384, 3=SHA-512

. -n host NQN to use for key transformation

FELUTRAIA. BER—BENldhchapZ . HEFHMACIZRE N3 (SHA-512),

# nvme gen-dhchap-key -m 3 -n ngn.2014-
08.org.nvmexpress:uuid:4c4c4544-0056-5410-8048-c4c04£f425633

DHHC-
1:03:xhAfbADSIVLZDx1VbMFEOASJZ3F/ERGTXhHZZQJKgkYkTbPI9dhRyVtr4dBD+SG
1iAJO3by4FbnVtovlLmk+86+nNcek=:

3. TEONTAP#EHIZS E. ARIMENFIEER NdhchapZiA:

vserver nvme subsystem host add -vserver <svm name> -subsystem
<subsystem> -host-ngn <host ngn> -dhchap-host-secret
<authentication host secret> -dhchap-controller-secret
<authentication controller secret> -dhchap-hash-function {sha-
256|sha-512} -dhchap-group {none|2048-bit|3072-bit|4096-bit|6144-
bit|8192-bit}

4. FNZIFAMHEBENEMIRIESZE: BRMNE, EEN L. EZEIONTAPIEHISHIRIEFMES 1R
WA EFEEdhchapZ$A .



nvme connect -t tcp -w <host-traddr> -a <tr-addr> -n <host ngn> -S
<authentication host secret> -C <authentication controller secret>

5. I&JF nvme connect authentication #3<. IIEFHFIZHIEEdhchapZih:

a. IIEFHdhchap®h:

cat /sys/class/nvme-subsystem/<nvme-subsysX>/nvme*/dhchap secret

ERBEREENTAREE

cat /sys/class/nvme-subsystem/nvme-subsysl/nvme*/dhchap secret
DHHC-

1:03:Y5VkkESgmt TGNdX842gemNpFK6BXYVwwngErgt 3IQKP5Fbjje\/JSBOJG
5Ea3NBLRfuiAuUSDUto6eY\/GwKORp6AWGkw=":

DHHC-

1:03:Y5VkkESgmt TGNdX842gemNpFK6BXYVwwngErgt 3IQKP5Fbjje\/JSBOJG
5Ea3NBLRfuiAuUSDUto6eY\/GwKORp6AWGkw=":

DHHC-

1:03:Y5VkkESgmtTGNdX842gemNpFK6BXYVwwngErgt 3IQKP5Fbjje\/JSBOJG
5Ea3NBLRfuiAuUSDUto6eY\/GwKORp6AWGkw=":

DHHC-

1:03:Y5VkkESgmt TGNdX842gemNpFK6BXYVwwngErgt3TIQKP5Fbjje\/JSBOJG
5Ea3NBLRfuiAuUSDUto6eY\/GwKORp6AWGkw=":

b. I8iFiTHI28dhchap A :

cat /sys/class/nvme-subsystem/<nvme-
subsysX>/nvme*/dhchap ctrl secret



BN AEER A5

cat /sys/class/nvme-subsystem/nvme-
subsys6/nvme*/dhchap ctrl secret

DHHC-
1:03:frpL1TrnOYtcWDxPzg4ccxUlUrH2FjV7hYw5s2XEDB+10+TjMsOwHR\ /N
FtMOnBBidx+gdoyUcC5s6h0O0tTLDGcz0Kbs=:

DHHC-
1:03:frpL1TrnOYtcWDxPzg4ccxUlUrH2FjV7hYw5s2XEDB+10+TjMsOwHR\ /N
FtMOnBBidx+gdoyUcC5s6h0O0tTLDGcz0Kbs=:

DHHC-
1:03:frpL1TrnOYtcWDxPzq4ccxUlUrH2FjV7hYw5s2XEDB+10+TjMsOwHR\ /N
FtMOnBBidx+gdoyUcC5s6h0O0tTLDGcz0Kbs=:

DHHC-
1:03:frpL1TrnOYtcWDxPzg4ccxUlUrH2FjV7hYw5s2XEDB+10+TjMsOwHR\ /N
FtMOnBBidx+gdoyUcC5s6h0O0tTLDGcz0Kbs=:

JSON
WNERONTAPIEHIZSRELE R B Z MNVMeF R4, NAI B HSGHm<S4EE nvme connect-all  EH

“/etc/nvme/config.jsone
£ -0 EBURAER JSON X, BXELZEEIZT. EZSINVMe Connect-all =T,

1. B2& JSON Xf4:



Bl

"hostngn":"ngn.2014-08.org.nvmexpress:uuid:4c4c4544-0056-
5410-8048-c4c04£425633",
"hostid":"4c4c4544-0056-5410-8048-c4c04£425633",
"dhchap key":"DHHC-
1:01:nFg06gVOFNpXqoiLOFO0L+swULQpZU/PjU9v/McDeJHJTZF1F: ",
"subsystems": [
{

"ngn":"ngqn.1992-
08.com.netapp:sn.09035a8d8c8011£f0ac0£fd03%eabac370:subsystem. subs
ys",

"ports": [

{

"transport":"tcp",

"traddr":"192.168.30.69",

"host traddr":"192.168.30.10",

"trsvcid":"4420",

"dhchap ctrl key":"DHHC-
1:03:n3F8d+bvxKW/s+1EhgXaOohI2sxrQ9iLutzduuFg49JgdjjaFtTpDS0O9kQ1
/bvZij+Bo3rdHh3xPXeP6adxyhcRygdds=:"

@ E LRI, dhchap key MMNTF, “dhchap ctrl key X[
‘dhchap ctrl secret’F “dhchap secreto

2. {8 config JSONX 1% EIONTAPIZ 28 :

nvme connect-all -J /etc/nvme/config.json

3. WIERBENE N FRANMENITHIZR B AdhchapZty:

a. I9IFFAldhchapA:

cat /sys/class/nvme-subsystem/nvme-subsys0/nvme0/dhchap secret
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UTFRBIERT dhchap Z$A:

DHHC-1:01:nFg06gV0FNpXqoiLOFOL+swULQpZU/PjU9v/McDeJH]JTZF1F:

b. I&IFIFEHI28dhchapZ$A:

cat /sys/class/nvme-subsystem/nvme-
subsys0/nvme0/dhchap ctrl secret

BNIZZBEEMTF AT RAIs S

DHHC-
1:03:n3F8d+bvxKW/s+1EhgXaOohI2sxrQ9iLutzduuFg49JgdjjaFtTpDS09kQl /bvZz
J+Bo3rdHh3xPXePbadxyhcRygdds=:

Fow: EEEHMRA
=B EAMIEH,

B E Oracle Linux 8.x f1 NVMe-oF LIFBFONTAP7Zf&

Oracle Linux =X EHEFIHFEER NVMe (NVMe/FC) F1EF TCP BJ NVMe
(NVMe/TCP) ¥, FHZ1FIExFRana =Tialifhin] (ANA). ANA $ff5 iSCSI #1 FCP 15
PRYIEXFRIZ AR B TTIAIE) (ALUA) B9 BR1ZTHEE,

T #2A0{A 7 Oracle Linux 8.x BZE NVMe over Fabrics (NVMe-oF) E#l. MNEEZLIFMINEERER, BSIA
"Oracle Linux ONTAP3Z#¥F1Ih8E"

NVMe-oF 5 Oracle Linux 8.x ZZE U T EXIPRE:

* RL1FER NVMe-oF 1iSGHIT SAN BExi,.

* NetApp sanlun EHEAIEFEAZHF Oracle Linux 8.x E4H1_EAI NVMe-oF, 1Kk, ERILUKEBAYIFES
BINetAppiEF “nvme-cliEHTFFIE NVMe-oF EHEYE,

* XF Oracle Linux 8.2 XEERhRAS, nvme-cli 4B RIZEIRE NVMe/FC BohiEiEfzds, FH8 HBA 157
IR HEAYINER B shiE R RN,

* XFF Oracle Linux 8.2 XEEREhrA, EINERTAEN NVMe ZRFB BN EHIY%E . ESRLLINEE, 1B
BRI THE, #5 udev #0 ,

$& 1. &L¥ Oracle Linux 1 NVMe B4 HIIIEENACE
EARA LT BRI RIE Oracle Linux 8.x ZX{4hras,
HIE
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1. 1ERRSS 28 £ &% Oracle Linux 8.x, RETEMIG, BHIAEEITHIRIEER Oracle Linux 8.x Wi,
uname -—-r
Oracle Linux liZhRras=
5.15.0-206.153.7.1.el8uek.x86 64
2. 2% NVMe-CLI I HEL:
rpm -galgrep nvme-cli
TENGIFRBRT nvme-cli B4 EhRES:
nvme-cli-1.16-9.e18.x86 64

3. 3FF Oracle Linux 8.2 RERhA, ERMUTFRFBENRIND udev FN,
/lib/udev/rules.d/71-nvme-iopolicy-netapp-ONTAP.rules o XHEFLEI T NVMe ZHEH
HIB R EHIIE,

cat /lib/udev/rules.d/71-nvme-iopolicy-netapp-ONTAP.rules

Enable round-robin for NetApp ONTAP

ACTION=="add", SUBSYSTEMS=="nvme-subsystem", ATTRS{model}=="NetApp ONTAP
Controller", ATTR{iopolicy}="round-robin"

4. 7% Oracle Linux 8.x E#Hl L, ®&E hostngn FRFE /etc/nvme/hostngn:

cat /etc/nvme/hostngn

TEMNGFRRT hostngn hras:

ngn.2014-08.org.nvmexpress:uuid:edd38060-00f7-47aa-a9dc-4d8ae0cd969a

5. ZEONTAPZ4H, WIFLTER: “hostngn FHTERILAD “hostngn' ONTAPTEE R A HIEN FRARFRT A

vserver nvme subsystem host show -vserver vs coexistence LPE36002
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Bl

Vserver Subsystem Priority Host NOQN

vs_ coexistence LPE36002
nvme
regular ngn.2014-
08.org.nvmexpress:uuid:edd38060-00f7-47aa-a%dc-4d8ae0cd969%a
nvmel
regular ngn.2014-
08.org.nvmexpress:uuid:edd38060-00f7-47aa-a9%dc-4d8ae0cd969%a
nvme2
regular ngn.2014-
08.org.nvmexpress:uuid:edd38060-00f7-47aa-a9%dc-4d8ae0cd969%a
nvme3
regular ngn.2014-
08.org.nvmexpress:uuid:edd38060-00f7-47aa-a9%dc-4d8ae0cd969%a
4 entries were displayed.

R hostngn FRIBALE. BFEAH vserver modify @S EM “hostngn 18
() monrarMFIFRELNTHE. FEHSEHLNFHSE /etc/nvme/hostngn ILE

“hostngno

6. ttoh, AT ER—EN EEETT NVMe #1 SCSI RE, NetAppiRiXFTONTAPHERZ ZFafEARNZ NVMe
%812, “dm-multipath" 23U EZONTAP LUN, XN %A LUEONTAPER & = ialHEFRTESNe  “dm-
multipath’ FPELE “dm-multipath’ $E48 FEEAONTAPE & = 8)1& &

a. 0 “enable_foreign'i& & ‘/etc/multipath.conf X1,

cat /etc/multipath.conf
defaults {
enable foreign NONE

b. EFHB5N "multipathd SFHFHIEN FRESE.

systemctl restart multipathd

$12 2. BZE NVMel/FC 1 NVMe/TCP

f8£F3 Broadcom/Emulex 5% Marvell/QLogic i&EACESECE NVMe/FC, ZfERFoh&MAEFIR(EFRLE
NVMe/TCP,
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FC——Broadcom/Emulex
J9Broadcom/EmulexiE&EC 28 EC ENVMe/FC,

p
1. WA ERANER X FEARES:

a. BRREIZIR:

cat /sys/class/scsi _host/host*/modelname

ERER

LPe36002-M64
LPe36002-M64

b. BTREER

cat /sys/class/scsi _host/host*/modeldesc

BN ZRB BT AT RAIBY

Emulex LPe36002-M64 2-Port 64Gb Fibre Channel Adapter
Emulex LPe36002-M64 2-Port 64Gb Fibre Channel Adapter

2. WINEE RN EEINAIBroadcom 1pfc BEHFN BIXEHIER
a. BREHhRAS:

cat /sys/class/scsi_host/host*/fwrev

T B E Hhiras

14.4.317.10, sli-4:06:d
14.4.317.10, sli-4:6:d

b. BRUAFFEIREIAZ P AR -

cat /sys/module/lpfc/version



U TFROZR T IEENAE A R -

0:14.2.0.13

=+
BXRZFNEERENIZFMEFIRENRMTIR, B ERFERTA"

. WIFR T "Ipfc_enable_fc4 type i B H"3":
cat /sys/module/lpfc/parameters/lpfc enable fc4 type
- WIER BRI UEERERFIKO:
cat /sys/class/fc host/host*/<port name>
LRI 2RimO4RIR

0x100000109p£0449c
0x1000001090£0449d

- IR R iR O 2 S B
cat /sys/class/fc host/host*/port state
EREFIL TS

Online

Online

. IWIENVMe/FCEREEEFmO RS ERBEBFRIREORT AW

cat /sys/class/scsi_host/host*/nvme info
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Bl

NVME Initiator Enabled

XRI Dist 1lpfcO Total 6144 IO 5894 ELS 250

NVME LPORT 1lpfcO WWPN x1000001090£f0449c WWNN x200000109bf0449c
DID x061500 ONLINE

NVME RPORT WWPN x200bd039%ecab3le9c WWNN x2005d039eab3ledc
DID x020e06 TARGET DISCSRVC ONLINE
NVME RPORT WWPN x2006d039%eab31e9c WWNN x2005d039%9eab31le9c

DID x020a0a TARGET DISCSRVC ONLINE
NVME Statistics
LS: Xmt 000000002c Cmpl 000000002c Abort 00000000
LS XMIT: Err 00000000 CMPL: xb 00000000 Err 00000000
Total FCP Cmpl 000000000008ffe8 Issue 000000000008ffb9 OutIO
ffffffffffffffdl
abort 0000000c noxri 00000000 nondlp 00000000 gdepth
00000000 wgerr 00000000 err 00000000
FCP CMPL: xb 0000000c Err 0000000c
NVME Initiator Enabled
XRI Dist 1lpfcl Total 6144 IO 5894 ELS 250
NVME LPORT lpfcl WWPN x1000001090f0449d WWNN x2000001090f0449d
DID x062d00 ONLINE

NVME RPORT WWPN x201£d039%eab31le9c WWNN x2005d039%eab31le9c
DID x02090a TARGET DISCSRVC ONLINE
NVME RPORT WWPN x200cd039%eab3le9c WWNN x2005d039eab3ledc

DID x020d06 TARGET DISCSRVC ONLINE
NVME Statistics
LS: Xmt 0000000041 Cmpl 0000000041 Abort 00000000
LS XMIT: Err 00000000 CMPL: xb 00000000 Err 00000000
Total FCP Cmpl 00000000000936bf Issue 000000000009369%9a OutIO
ffffffffffffffdb
abort 00000016 noxri 00000000 nondlp 00000000 gdepth
00000000 wgerr 00000000 err 00000000
FCP CMPL: xb 00000016 Err 00000016

FC——Marvell/QLogic
JIMarvell/QLogici&HAr 23 ENVMe/FCo

p
1. B R B IEEIRI TR XS AR IR ehi2 A E ki -

cat /sys/class/fc _host/host*/symbolic_ name



R 2R T R EhAz e Al E iR -

QLE2772 FW:v9.15.00 DVR:v10.02.09.100-k
QLE2772 FW:v9.15.00 DVR:v10.02.09.100-k

2. B gl2xnvmeenable BI&E. X, MarveliE&fczs @ HENVMe/FCRTiEF:

cat /sys/module/glaZ2xxx/parameters/gl2xnvmeenable

PRkt 7910

TCP

NVMe/TCP XAz EohiEiEig(E. Rk, ERILLEEHIT NVMe/TCP RA& I NVMe/TCP F& % dn
&%) "connect' I & “connect-all FahigfE,

1. BB hiEF RSB o LUEE S 1FHINVMe/TCP LIFIRENA I B E T E iR

nvme discover -t tcp -w <host-traddr> -a <traddr>
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nvme discover -t tcp -w 192.168.6.1 -a 192.168.6.24 Discovery
Log Number of Records 20, Generation counter 45

trtype: tcp

adrfam: ipv4

subtype: unrecognized

treq: not specified

portid: 6

trsvcid: 8009

subngn: ngn.1992-
08.com.netapp:sn.e6cd438e66ac2llef%ab8d039%eab3le9d:discovery
traddr: 192.168.6.25

sectype: none

trtype: tcp

adrfam: ipv4

subtype: unrecognized

treq: not specified

portid: 1

trsvcid: 8009

subngn: ngn.1992-
08.com.netapp:sn.e6cd438e66ac2llef9%ab8d03%eab31le9d:discovery
traddr: 192.168.5.24

sectype: none

trtype: tcp

adrfam: ipv4

subtype: unrecognized

treq: not specified

portid: 4

trsvcid: 8009

subngn: ngn.1992-
08.com.netapp:sn.e6cd438e66ac2llef%ab8d03%ab3le9d:discovery
traddr: 192.168.6.24

sectype: none

trtype: tcp

adrfam: ipv4

subtype: unrecognized
treq: not specified
portid: 2

trsvcid: 8009

subngn: ngn.1992-



08.com.netapp:sn.e6cd438e66ac2llef%9ab8d03%ab3le9d:discovery
traddr: 192.168.5.25
sectype: none

trtype: tep

adrfam: ipv4

subtype: nvme subsystem
treq: not specified
portid: 6

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.e6cd438e66ac21l1ef%ab8d039%eab31e9d:subsystem.nvme
_tcp 4

traddr: 192.168.6.25
sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem

treq: not specified

portid: 1

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.e6cd438e66ac2llef%9ab8d039%eab31e9d: subsystem.nvme
tcp 4

2. WIFFR B EHMINVMe/TCP/ZshiEF-BirLIFAA S B & o] IR IR EUA I B & T1E#E |

nvme discover -t tcp -w <host-traddr> -a <traddr>

Bl

nvme discover -t tcp -w 192.168.6.1 -a 192.168.6.24
nvme discover -t tcp -w 192.168.6.1 -a 192.168.6.25
nvme discover -t tcp -w 192.168.5.1 -a 192.168.5.24
nvme discover -t tcp -w 192.168.5.1 -a 192.168.5.25

3. 11T nvme connect-all ENRPFAERZIFHNVMe/TCPEEIERF-BIRSIPLIEITH<:



nvme connect-all -t tcp -w host-traddr -a traddr -1
<ctrl loss timeout in seconds>

Bl

nvme connect-all -t tcp -w 192.168.5.1 -a 192.168.5.24
=1 =1
nvme connect-all -t tcp -w 192.168.5.1 -a 192.168.5.25
=1 =i
nvme connect-all -t tcp -w 192.168.6.1 -a 192.168.6.24
=1 =1
nvme connect-all -t tcp -w 192.168.6.1 -a 192.168.6.25
=1 =1

NetAppZiIZE “ctrl-loss-tmo option™ El| *-1" X4, HERFEEKE, NVMe/TCP %iciZF LR =X E %
%,

S8 3: \%, EA NVMe/FC B9 1MB 1/0,

ONTAPTEIRZIIE 2R IR IR S RABIRE AN (MDTS) A 8, XEMERA /0 iERANELE 1IMB, B[
Broadcom NVMe/FC EHL&H 1MB A/ 1/0 153K, ERIZIEM Ipfc BIMNME Ipfc_sg_seg_cnt SEMERINE
64 L 256,

()  =EsBEREEFEENMeFCEL

P
1. %% “Ipfc_sg_seg_cnt BEIGE 1256

cat /etc/modprobe.d/lpfc.conf
B ZE=BREMTF AT RAI8ES
options lpfc lpfc sg seg cnt=256

2. i&97 ‘dracut -f s L HEFBEIEN.
3. IIFMERT Ipfc_sg_seg_cnt }1256:
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cat /sys/module/lpfc/parameters/lpfc sg seg cnt

SR 4 WIS KRIFEE
IIFRZNVMe ZERIZIRE. ANAKRSHIONTAPH Z T B2 EHEAFNVMe-oF it E,

P
1. WIFRTERBANIZNVMeZiRE:

cat /sys/module/nvme core/parameters/multipath

ERER N

2. I9IFAEMN ONTAPER & FEERYIE HNVMe-oF IR E (FI90. B Si&E SINetApp ONTAPIZHIZE. A Fiopolicyi&

BNEIF) S EMRMRIEEN L

a. BRFREG:

cat /sys/class/nvme-subsystem/nvme-subsys*/model

ERER L

NetApp ONTAP Controller
NetApp ONTAP Controller

b. BRI

cat /sys/class/nvme-subsystem/nvme-subsys*/iopolicy

TREFIA TS

round-robin

round-robin

3. WIERABEEEN LEH EM LI =8
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nvme list

Bl

/dev/nvmeOnl 814vWBNRwf9HAAAAAAAB NetApp ONTAP Controller
/dev/nvmeOn2 814vWBNRwfOHAAAAAAAB NetApp ONTAP Controller
/dev/nvmeOn3 814vWBNRwfOHAAAAAAABR NetApp ONTAP Controller

Namespace Usage Format FW Rev
1 85.90 GB / 85.90 GB 4 KiB + 0 B FFFFFFFFE
85.90 GB / 85.90 GB 24 KiB + 0 B FFFFFFFF
85.90 GB / 85.90 GBR 4 KiB + 0 B EBEEBEEE

4. WIFSMRENITHIERESRE NENRSERS AR EHNANAKRE:

nvme list-subsys /dev/nvmeOnl

B~ NVMe/FC Rl

nvme-subsys0 - NQN=ngn.1992- 08.com.netapp:
4b4d82566aabllef9ab8d039%9eab31e9d: subsystem.nvme\

+- nvmel fc traddr=nn-0x2038d039%eab3le9c:pn-0x203ad039%eab31lelc
host traddr=nn-0x200034800d756a89:pn-0x210034800d756a89 live
optimized

+- nvme2 fc traddr=nn-0x2038d039%eab3le9c:pn-0x203cd039%eab31lelc
host traddr=nn-0x200034800d756a88:pn-0x210034800d756a88 live
optimized

+- nvme3 fc traddr=nn-0x2038d039%eab3le9c:pn-0x203ed039%eab31ledc
host traddr=nn-0x200034800d756a89:pn-0x210034800d756a89 live non-
optimized

+- nvme7 fc traddr=nn-0x2038d039%eab31le9c:pn-0x2039d039%eab31lelc
host traddr=nn-0x200034800d756a88:pn-0x210034800d756a88 live non-
optimized
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B~ NVMe/TCP fjl

nvme-subsys0 - NQN=ngn.1992- 08.com.netapp:
sn.e6c438e66ac2llef9ab8d03%eab3le9d:subsystem.nvme tcp 4

\
+- nvmel tecp traddr=192.
host traddr=192.168.5.1

168.5.25 trsvcid=4420
src _addr=192.168.5.1 live

+- nvmelO tecp traddr=192.168.6.24 trsvcid=4420

host traddr=192.168.6.1
+- nvme2 tcp traddr=192.
host traddr=192.168.5.1
+- nvme9 tecp traddr=192.
host traddr=192.168.6.1

src_addr=192.168.6.1 live
168.5.24 trsvcid=4420
src addr=192.168.5.1 live
168.6.25 trsvcid=4420
src _addr=192.168.6.1 live

S. BENetAppilift B E NEIONTAP & TE&E B R EMIE:

optimized

optimized

non-optimized

non-optimized
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7

nvme netapp ontapdevices -o column

ERTH
Device Vserver Namespace Path
NSID UUID Size
/dev/nvmelnl vs_coexistence QLE2772
/vol/fcnvme 1 1 0/fcnvme ns 1 159f9f88-be00-4828-aef6-
197d289d4bd9 10.74GB
/dev/nvme0On2 vs_coexistence QLE2772
/vol/fcnvme 1 1 1/fcnvme ns 2 2clef769-10c0-497d-86d7-
e848lled2df6 10.74GB
/dev/nvmeln3 vs_coexistence QLE2772
/vol/fcnvme 1 1 2/fcnvme ns 3 9b49bfla-8a08-4fa8-bafl-

cec6332ad5a4 10.74GB

JSON

nvme netapp ontapdevices -0 json



Bl

"ONTAPdevices" : |

{
"Device" : "/dev/nvmeOnl",
"Vserver" : "vs coexistence QLE2772",
"Namespace Path" : "/vol/fcnvme 1 1 0/fcnvme ns",
"NSID" : 1,
"UUID" : "159f9f88-be00-4828-aef6-197d289d4bd9",
"Size" : "10.74GBR",
"LBA Data Size" : 4009¢,
"Namespace Size" : 2621440

by

{
"Device" : "/dev/nvmeOn2",
"Vserver" : "vs coexistence QLE2772",
"Namespace Path" : "/vol/fcnvme 1 1 1/fcnvme ns",
"NSID" : 2,
"UUID" : "2clef769-10c0-497d-86d7-e84811led2df6",
"Size" : "10.74GB",
"LBA Data Size" : 409¢,
"Namespace Size" : 2621440

by

{
"Device" : "/dev/nvmeOn4",
"Vserver" : "vs coexistence QLE2772",
"Namespace Path" : "/vol/fcnvme 1 1 3/fcnvme ns",
"NSID" : 4,
"UUID" : "£f3572189-2968-41bc-972a-9eed42dfaed’",
"Size"™ : "10.74GB",
"LBA Data Size" : 4009¢,
"Namespace Size" : 2621440

by

HIE 5. A%, B 1MB 1/0 K/)

ONTAP7EIRFIIE ISR R PIRE R AR M A (MDTS) /1 8, XEMKERK I/0 IBFERA/NAIX 1MB, EH
Broadcom NVMe/FC EHAH 1MB A/N8Y I/0 15K, ERIZIENN Ipfc’ BINE “Ipfc_sg_seg_cnt SEMERIAE
64 BL{H 256,

()  =eESEREEFBENMe/FCEL

61



g
1. ¥ "Ipfc_sg_seg_cnt BEILE 79256

cat /etc/modprobe.d/lpfc.conf

BNIZZBEIEMTF AT RAIB S

options lpfc lpfc sg seg cnt=256

2. 1B17 “dracut -F S S HEMBNEN.
3. IIFRERT ‘Ipfc_sg_seg_cnt }9256:

cat /sys/module/lpfc/parameters/lpfc sg seg cnt

F6L . BHEEHMIR

XL B MR

NetApp &% ID IR Description
"1479047" Oracle Linux 8.x NVMe-oF EHEIEEER 7£ NVMe-oF AL, ERILFEA nvme
BAZIEHIZE (PDC) discover -p mn¥BliE PDC, fERAItES

<, 8N RER-BIFAERERIE—D
PDC, However, if you are running Oracle
Linux 8.x with an NVMe-oF host, a

duplicate PDC is created each time nvme
discover -p is executed. XSSHFEN

MBEfmg&E LR RN B EEFE.

BZE Oracle Linux 7.x 1 NVMe-oF LLFHFONTAPZEf&

Oracle Linux ENZHFEFIHFEER NVMe (NVMe/FC) F1EF TCP BY NVMe
(NVMe/TCP) ¥, HZiFIEXFRerR=TIaliAh1a) (ANA), ANA 125 iSCSI 1 FCP If1%
RRYIEFRIZIEE TTIAIR] (ALUA) Z5H9 % K12 THAE,

T #R40a] A Oracle Linux 7.x BLE NVMe over Fabrics (NVMe-oF) 41, MEEZXFNINEEER, 5
"Oracle Linux ONTAPSZ##1ThAE"

NVMe-oF 5 Oracle Linux 7.x 7Z7E LA T EENPES :

* RZH5ER NVMe-oF iNG#1T SAN B5h,

* NetApp sanlun EHEAIEFEFZ4F Oracle Linux 7.x EHL LA NVMe-oF, K, ErILUKEIANFPES
BINetApptEtF "nvme-cli & F B NVMe-oF ZHIIE,

* NVMe-CLI B+ BHRARRMHEE NVMe/FC BahiEizil4s, EA HBA L EiR HBYSME B ahiE A
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* NVMe ZEEZFIABER T RERIANEITE. BRAILINEE, BRS udev AN,

$IE 1. %% Oracle Linux 1 NVMe {4 H I EAIECE
EARA LTS BT R HMIRIE Oracle Linux 7.x Z4hr s,

PIE
1. 7ERR5388 E &% Oracle Linux 7.xo RETRG, BHRIAEEITINEISER Oracle Linux 7.x WiZ.

uname -—-r

Oracle Linux R#Zhkzs3 451

5.4.17-2011.6.2.el7uek.x86 64

2. &% NVMe-CLT BREEL:

rpom -ga | grep nvme-cli

TENGIFERRT nvme-cli & RRZS

nvme-cli-1.8.1-3.el7.x86 64

3. BLUUTFERBEARMAEIRA udev M /1ib/udev/rules.d/71-nvme-iopolicy-netapp-
ONTAP.rules, XHEHFAILIM T NVMe ZERIZRVEC I fa 39T,

cat /lib/udev/rules.d/71-nvme-iopolicy-netapp-ONTAP.rules

Enable round-robin for NetApp ONTAP

ACTION=="add", SUBSYSTEMS=="nvme-subsystem", ATTRS{model}=="NetApp ONTAP
Controller", ATTR{iopolicy}="round-robin"

4. 1 Oracle Linux 7.x £#l L, & hostngn F/FE */etc/nvme/hostngn:

cat /etc/nvme/hostngn

TEHFIFRRT hostngn hRZs:

ngn.2014-08.org.nvmexpress:uuid:497ad959-e6d0-4987-8dc2-a89267400874

5. ZEFONTAPRLH, IIELLTEE: “hostngn FRTERILHD “hostngn’ ONTAPTEE RSB F R AL FRT £
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*> vserver nvme subsystem host show -vserver vs nvme 10
vl

Vserver Subsystem Host NON

ol 157 nvme ss 10 O
ngn.2014-08.org.nvmexpress:uuid:497ad959-e6d0-4987-8dc2-a89267400874

MR hostngn FRIEARLEHL, FFEA "vserver modify <SEH “hostngn 1B
() montarMFIFRELMTHE. FEHSEHENFHSE /etc/nvme/hostngn IR

“hostngnoe

6. EMRIEMN.

1% 2: FCE NVMe/FC

JaBroadcom/Emulexi&EC 28 B2 B NVMe/FC,
1. BN EANER S IFNER SRR S :

a. BRRBEIR:
cat /sys/class/scsi host/host*/modelname
NVE=EIIV @S il e

LPe32002-M2
LPe32002-M2

b. BRIERIEA:
cat /sys/class/scsi host/host*/modeldesc
BN ZEBFIRMUT AT RAFIB

Emulex LightPulse LPe32002-M2 2-Port 32Gb Fibre Channel Adapter
Emulex LightPulse LPe32002-M2 2-Port 32Gb Fibre Channel Adapter
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2. IFR® ‘Ipfc_enable_fc4_type & EH"3":

cat /sys/module/lpfc/parameters/lpfc _enable fcd4 type

3. REWER Ipfc BRNEIZHIZ:

rpm -ivh nvmefc-connect-12.8.264.0-1.noarch.rpm

4. WIABEhEEMABERE:

rpm —-ga | grep nvmefc

ERER L :

nvmefc-connect-12.8.264.0-1.noarch

O. IR hiE R i R BB

a. BRimORHR:

cat /sys/class/fc_host/host*/port name

NVE=EIVRS ik

0x10000090faelecol
0x10000090faeleco62

cat /sys/class/fc host/host*/port state

(NVE =gl V@ T

Online

Online

6. IWIENVMe/FCRIIEFIHOREERARBMKEARE M.
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cat /sys/class/scsi host/host*/nvme info
vl

NVME Initiator Enabled

XRI Dist 1pfcO Total 6144 NVME 2947 SCSI 2947 ELS 250

NVME LPORT lpfcO WWPN x10000090faelec6l WWNN x20000090faelec6l DID
x012000 ONLINE

NVME RPORT WWPN x202d00a098c80£f09 WWNN x202c00a098c80f09 DID x010201
TARGET DISCSRVC ONLINE

NVME RPORT WWPN x203100a098c80£f09 WWNN x202c00a098c80f09 DID x010601
TARGET DISCSRVC ONLINE

S8 3. mik, ZA NVMe/FC B9 1MB 1/0,

ONTAP7EIRFIIE 2R SR IR E R AEIEE WA (MDTS) K 8, XEMKERA I/0 IFERA/NAIX 1MB, EA
Broadcom NVMe/FC EH&H 1MB A/N8Y I/0 1K, ERIZIENN "Ipfc’ BINE “Ipfc_sg_seg_cnt SEMERIAE
64 BN 256,

(D)  xesSBEREEFEENVMFCEH.

TE
1. %% “Ipfc_sg_seg_cnt BEIEE 1256

cat /etc/modprobe.d/lpfc.conf
B ZSB R R MTF AT RAInES
options lpfc lpfc sg seg cnt=256

2. =17 ‘dracut -F @S HEHRBNEN.
3. IWIFMIERT “Ipfc_sg_seg_cnt }3256:

cat /sys/module/lpfc/parameters/lpfc sg seg cnt

TR 4. BIEZRERE

BIFRIZNVMe ZBRIZIRE. ANAKRSHIONTAPS B =EEHEMB FNVMe-oF iR E,
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TR
1. BIFREERARZNVMe L HIZ:

cat /sys/module/nvme core/parameters/multipath

EER L a

2. I9IFFEN ONTAPES & FERYIE HNVMe-oF IR E (FI90. B Si&E SINetApp ONTAPITHIZE. A Fiopolicyi&
BRER) RS ERRMEENL:
a. BERFRY:
cat /sys/class/nvme-subsystem/nvme-subsys*/model

(NVE=EIVR il K

NetApp ONTAP Controller
NetApp ONTAP Controller

cat /sys/class/nvme-subsystem/nvme-subsys*/iopolicy

(N =gl V@Rl

round-robin

round-robin

3. WIFEREEENLEIEH EML MR (6.

nvme list
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Bl

Node SN Model Namespace Usage Format FW Rev

/dev/nvmeOnl 80BADBKnB/JvAAAAAAAC NetApp ONTAP Controller 1 53.69 GB
/ 53.69 GB 4 KiB + 0 B FFFFFFFF

4. WIESMRENIEHIZERESEE NENRSERSAB ERHNANAKRTE:

5.

68

nvme list-subsys /dev/nvmeOnl

Bl

Nvme-subsysf0 - NQN=ngn.1992-
08.com.netapp:sn.341541339%909511e8a90500a098c80£f09:subsystem.ol 157 n
vme ss 10 0

\

+- nvmeO fc traddr=nn-0x202c00a098c80£09:pn-0x202d00a098c80£09

host traddr=nn-0x20000090faelec6l:pn-0x10000090faelec6l live
optimized

+- nvmel fc traddr=nn-0x207300a098dfdd91:pn-0x207600a098dfdd91l

host traddr=nn-0x200000109b1c1204:pn-0x100000109b1c1204 live
inaccessible

+- nvme2 fc traddr=nn-0x207300a098dfdd91:pn-0x207500a098dfdd91l

host traddr=nn-0x200000109b1cl1205:pn-0x100000109b1c1205 live
optimized

+- nvme3 fc traddr=nn-0x207300a098dfdd91:pn-0x207700a098dfdd91 host
traddr=nn-0x200000109b1c1205:pn-0x100000109b1c1205 live inaccessible

FIENetApptafF B 5 S NONTAP #p & Tialig s ERIEMIE:



7

nvme netapp ontapdevices -o column

Bl

Device Vserver Namespace Path

NSID UUID Size

/dev/nvmelnl vs_nvme 10
/vol/rhel 141 vol 10 0/ol 157 ns 10 0 1 55baf453-£629-
4a18-9364-boaee3f50dad 53.69GB
JSON
nvme netapp ontapdevices -o json
BRI
{
"ONTAPdevices" : [
{
Device" : "/dev/nvmeOnl",
"Vserver" : "vs nvme 10",
"Namespace Path"
"/vol/rhel 141 vol 10 0/ol 157 ns 10 0",
"NSID" : 1,
"UUID" : "55baf453-f629-4a18-9364-bbaece3f50dad",
"Size" : "53.69GB",
"LBA Data Size" : 4009¢,
"Namespace Size" : 13107200

TR 5. EEEARA
=B EMIE,



T iR
T #Z Proxmox EHXTONTAP Bz #5F1ThEE

f£F NVMe over Fabrics (NVMe-oF) i##1T EHEC & Pz 3 FHITHEEEIONTAPHI Proxmox HY
ENTIE=

ONTAPIHEE ProxmoxE#hkZs ONTAP iRz
NVMe/TCP @—IN=eSZE#HMNegkInge 9.0 9.10.1 KBS
{EFRES IR NVMe/FC 1 NVMe/TCP #5 8.0 9.10.1 HESARZA
ZZEHIONTAPIFA{E & "nvme-cli 2%,

E—3#_E3F NVMe #1 SCSI 2, NVMe- 8.0 9.4 EBRE

oF SR T afEER NVMe %&1&, SCSILUN
£ dm ZER?Z.

T RFIREFIZTTHIONTAPHRZA UM, ONTAPSZHFLLT SAN EAIN8E.

IhRE ProxmoxE#lhkZx
X “nvme-cli ZHG B E S BEEMA, TEE=FHE, 9.0
ZsH udev FNTE nvme-cli BHH NVMe ZERIZIRMEEIF 1 5 F & 9.0
BINBERTBARYE NVMe ZE81Z, 8.0

() srsspmENHEEE, BSR TRELRTIA,

T

WNERTH Proxmox VE fRAEZ...... THE......

9Z&7% "33 Proxmox VE 9.x Bid & NVMe"
8% "9 Proxmox VE 8.x it & NVMe"
HXERE

"TRRIAI EIE NVMe iy

AicE Proxmox VE 9.x LAz NVMe-oF F1ONTAP7Efi#

Proxmox VE 9.x EHZIFE T HLFEER NVMe (NVMe/FC) F1ETF TCP BY NVMe
(NVMe/TCP) ¥, FHZIFIEXIFRan®=TIalihinl (ANA). ANA $Efit5 iSCSI #l FCP IfiR
FRRYIEXSFRIZ IR TTIAIR] (ALUA) MM Z BRI TIEE,

T ##4901a1 4 Proxmox VE 9.x BZE NVMe over Fabrics (NVMe-oF) £#l. INEELHIFMINEEER, BESIF
"ONTAPSZ:¥F1ThEE"S
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NVMe-oF 5 Proxmox VE 9.x 121 LA T EXIRS:

* R#F NVMe-FC # SAN B S,

$IE 1. L% Proxmox VE 1 NVMe {4 HIOIEEECE
E NVMe-oF FEE XH, LEBLREITHM NVMe HEE, BEZKREIFE, HIWIFEN NQN BB,

S
1. 7EBR%528 £ &% Proxmox VE 9.xo BEFTHE, BHIAEIZITIEER Proxmox VE 9.x A%

uname -—-r

Proxmox VE 9.x RiZhRAsR

6.14.8-2-pve

2. L& NVMe-CcLT TR

apt list|grep nvme-cli

TERNGIFRTT nvme-cli 2 EhRZA:

nvme-cli/stable,now 2.13-2 amd64

3. L3 1ibnvme W

apt list|grep libnvme

TENFIFRTRT libnvme 4 EhRZs :

libnvme-dev/stable 1.13-2 amd64

4 EFEMLE, ¥E hostngn FRIH /ete/nvme/hostngn -

cat /etc/nvme/hostngn

TEHFIFERT "hostngn fME:
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ngn.2014-08.org.nvmexpress:uuid:39333550-3333-4753-4844-32594d4a524c

5. ZEONTAPRLH, IELLTER: “hostngn FRFEBILEAD "hostngn’ ONTAPEAA R N FRARF RIS

::> vserver nvme subsystem host show -vserver vs proxmox FC NVMeFC
Bl

Vserver Subsystem Priority Host NQN

vs_proxmox FC NVMeFC
sub 176
regular ngn.2014-
08.org.nvmexpress:uuid:39333550-3333-4753-4844-32594d4a4834
regular ngn.2014-
08.org.nvmexpress:uuid:39333550-3333-4753-4844-32594d4a524c
2 entries were displayed

(D R “hostngn FRTRBARILAD, 1ERERA vserver modify 3<% 3R EH "hostngn {HEZONTAPZ %
RAF AR EMNF R LILE "hostngn' FRFER R “/etc/nvme/hostngn 7EFEA L,

$IE 2. FCE NVMe/FC 71 NVMe/TCP

f8£F3 Broadcom/Emulex % Marvell/QLogic i&ECESECE NVMe/FC, fERFoh&MAEFIR(EFRE
NVMe/TCP,
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NVMe/FC - {&i&/Emulex
JIBroadcom/Emulexi&fczsEc ENVMe/FC,

TR
1. BT ERRNERRE S EE R

a. BREEIZFR:

cat /sys/class/scsi host/host*/modelname

S ER L a

SN1700E2P
SN1700E2P

cat /sys/class/scsi_host/host*/modeldesc

BN ZRBFIRMUT AT RAFIB

HPE SN1700E 64Gb 2p FC HBA
HPE SN1700E 64Gb 2p FC HBA

2. WiINEERNZEREINABroadcom 1pfc BEHMRNBIREHIZF
a. BREHARZ:

cat /sys/class/scsi_host/host*/fwrev

Zan <R B i s -

14.4.473.14, sli-4:6:d
14.4.473.14, sli-4:6:d

b. BRUL R ENTE R RS -

cat /sys/module/lpfc/version
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U TFROZR T IEENAE A R -

0:14.4.0.7

BRXFFEEC R FME R ARIRMTIR, BESR ERFERTA"

- JBRIE 1pfc_enable fc4 type BN 3:

cat /sys/module/lpfc/parameters/lpfc enable fc4 type

- WIEREAIUEERDEFIKEO:

cat /sys/class/fc _host/host*/port name

BB B/RFEIATF LA TSRS |

0x10005ced8c531948
0x10005ced8c531949

- BIERiEF IR O = R EA

cat /sys/class/fc host/host*/port state

(NVE=EIVR ik

Online

Online

. IWIENVMe/FCEBEEFmO RS ERBEBRIREORT AW

cat /sys/class/scsi_host/host*/nvme info
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i
MEZ7IN

Nl

NVME Initiator Enabled

XRI Dist 1lpfcO Total 6144 IO 5894 ELS 250

NVME LPORT lpfcO WWPN x10005ced8c531948 WWNN x20005ced8c531948
DID x082400 ONLINE

NVME RPORT WWPN x200ed03%eac79573 WWNN x200d4d039%9eac79573
DID x060902 TARGET DISCSRVC ONLINE
NVME RPORT WWPN x2001d039eac79573 WWNN x2000d039%eac79573

DID x060904 TARGET DISCSRVC ONLINE

NVME Statistics
LS: Xmt 0000000034 Cmpl 0000000034 Abort 00000000
LS XMIT: Err 00000000 CMPL: xb 00000000 Err 00000000
Total FCP Cmpl 0000000000142cfb Issue 0000000000142cfc OutIO
0000000000000001
abort 00000005 noxri 00000000 nondlp 00000000 gdepth
00000000 wgerr 00000000 err 00000000
FCP CMPL: xb 00000005 Err 00000005

NVME Initiator Enabled

XRI Dist 1lpfcl Total 6144 IO 5894 ELS 250

NVME LPORT lpfcl WWPN x10005ced8c531949 WWNN x20005ced8c531949
DID x082500 ONLINE

NVME RPORT WWPN x2010d03%eac79573 WWNN x200dd039%eac79573
DID x062902 TARGET DISCSRVC ONLINE
NVME RPORT WWPN x2007d039%eac79573 WWNN x2000d039eac79573

DID x062904 TARGET DISCSRVC ONLINE

NVME Statistics
LS: Xmt 0000000034 Cmpl 0000000034 Abort 00000000
LS XMIT: Err 00000000 CMPL: xb 00000000 Err 00000000
Total FCP Cmpl 00000000000d39f1 Issue 00000000000d39f2 OutIO
0000000000000001
abort 00000005 noxri 00000000 nondlp 00000000 gdepth
00000000 wgerr 00000000 err 00000000
FCP CMPL: xb 00000005 Err 00000005

NVMe/FC - Marvell/QLogic
7IMarvell/QLogiciaft2sfc ENVMe/FCo

-
1. BOE

AN SRS EFME AR DR
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cat /sys/class/fc host/host*/symbolic name

TR SR T Rehi2 R E RS

SN1700Q FW:v9.15.05 DVR:v10.02.09.400-k
SN1700Q FW:v9.15.05 DVR:v10.02.09.400-k

2. JEIIE gl2xnvmeenable BI&E. X, Marveli&fitzs@r HYENVMe/FCRTHIEF:

cat /sys/module/glaZxxx/parameters/gl2xnvmeenable

FiRR%EIH 910

NVMe/TCP

NVMe/TCP MY A 235 B ohiEiEiefE, 8k, ErILUEIHIT NVMe/TCP K& NVMe/TCP F&R %M e
& Z58) "connect 2#& connect-all' F&hig{E.

PIE
1. KEBIRIHOSE T UESEHN NVMe/TCP LIF FEUA I B ST mEmEE:

nvme discover -t tcp -w host-traddr -a traddr



Bl

nvme discover -t tcp -w 192.168.165.72 -a 192.168.165.51
Discovery Log Number of Records 4, Generation counter 47

trtype: tcp

adrfam: ipv4

subtype: current discovery subsystem

treq: not specified

portid: 3

trsvcid: 8009

subngn: ngn.1992-
08.com.netapp:sn.c770be5d934811f0b624d03%ac809%ba:discovery
traddr: 192.168.165.51

eflags: explicit discovery connections, duplicate discovery
information

sectype: none

trtype: tcp

adrfam: ipv4

subtype: current discovery subsystem

treq: not specified

portid: 1

trsvcid: 8009

subngn: ngn.1992-
08.com.netapp:sn.c770be5d934811f0b624d03%ac809%ba:discovery
traddr: 192.168.166.50

eflags: explicit discovery connections, duplicate discovery
information

sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem

treq: not specified

portid: 3

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.c770be5d934811£f0b624d039%eac809%ba:subsystem.sub

176
traddr: 192.168.165.51
eflags: none

sectype: none

trtype: tcp
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adrfam: ipv4

subtype:
treq:

nvme subsystem

not specified

portid: 1
trsvcid: 4420

subngn:

176

traddr:

eflags: none

sectype: none

ngn.1992-
08.com.netapp:sn.c770be5d934811f0b624d039%eac809%ba:subsystem.sub

192.168.166.50

2. i&1T nvme connect-all EFTRHFIEZZFMINVMe/TCPEIIIEF-BARSIP LIz T

nvme connect-all -t tcp -w host-traddr -a traddr

Bl

nvme
nvme
nvme

nvme

NVMe/TCP BJI&E “ctrl_loss_tmo timeout BE& & A XA,

connect-all
connect-all
connect-all
connect-all

* ERREOLEARY (ERER) -

* BAFREFHEEEREN ctrl_loss_tmo timeout f£AES "nvme connect &% “nvme connect-all i<

W) o

tcp -w
tcp —-w
tcp -w
tcp -w

192.
192.
192.
192.

168.
168.
168.

168

166.73 -a
166.73 -a
165.73 -a
.165.73 -a

S]line

192.
192.
192.
192.

* IRRERZHE, NVMe/TCP izHIZZASIEE, HEASTIREIMRITER,

SR 3: , B NVMe/FC # 1MB 1/O,

ONTAPTEIRAIZHIZS B PIR S
Broadcom NVMe/FC EHAH 1MB A/N8Y 110 153K, ERIZIENN "Ipfc’ BINE “Ipfc_sg_seg_cnt SEAMERIAE

64 B9 256,

() xESBRERTEENMe/FCEHL
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168.
168.
168.
168.

166.50
166.51
165.50
165.51

(i

A ?Ef?&@k/J\(MDTS)?jBO XEKRERK /0 1EKRA/NAE 1MB, EH



1. %% "Ipfc_sg_seg_cnt' 8IS E 17256

cat /etc/modprobe.d/lpfc.conf

BN ZRB BT AU RAIBE

options lpfc lpfc sg seg cnt=256

2. 3517 "update-initramfs <L HER EHo
3. IWIFMIERT “Ipfc_sg_seg_cnt }3256:

cat /sys/module/lpfc/parameters/lpfc sg seg cnt

$I% 4: I63F NVMe BEHARSE

X “nvmefc-boot-connections.service 1 “nvmf-autoconnect.service' NVMe/FC FE1 S M B EIARSS "nvme-cli' &

KRN, RHEsBIER.
Bri5EiE, iE nvmefc-boot-connections.service 1 “nvmf-autoconnect.service' BoifRS EE Fo

TR

1. IFRE 3 nvmf-autoconnect.service B2 A

systemctl status nvmf-autoconnect.service
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btk

o nvmf-autoconnect.service - Connect NVMe-oF subsystems
automatically during boot

Loaded: loaded (/usr/lib/systemd/system/nvmf-
autoconnect.service; enabled; preset: enabled)

Active: inactive (dead) since Thu 2025-10-16 18:00:39 IST;

days ago
Invocation: el46e0b2c339432aad6e0555a528872c¢
Process: 1787 ExecStart=/usr/sbin/nvme connect-all
-—context=autoconnect (code=exited, status=0/SUCCESS)
Main PID: 1787 (code=exited, status=0/SUCCESS)
Mem peak: 2.4M

CPU: 12ms
Oct 16 18:00:39 HPE-DL365-14-176 systemd[l]: Starting nvmf-
autoconnect.service - Connect NVMe-oF subsystems automatically

during boot...

Oct 16 18:00:39 HPE-DL365-14-176 systemd[l]: nvmf-
autoconnect.service: Deactivated successfully.

Oct 16 18:00:39 HPE-DL365-14-176 systemd[1l]: Finished nvmf-
autoconnect.service - Connect NVMe-oF subsystems automatically
during boot.

2. IHIFZR S “nvmefc-boot-connections.service' B2 A :

80

systemctl status nvmefc-boot-connections.service

6



btk

nvmefc-boot-connections.service - Auto-connect to subsystems on FC-
NVME devices found during boot
Loaded: loaded (/usr/lib/systemd/system/nvmefc-boot-
connections.service; enabled; preset: enabled)
Active: inactive (dead) since Thu 2025-10-16 18:00:35 IST; 6
days ago
Invocation: acf73aclef7a402198d6ecc4d075fab0
Process: 1173 ExecStart=/bin/sh -c echo add >
/sys/class/fc/fc_udev_device/nvme discovery (code=exited,
status=0/SUCCESS)
Main PID: 1173 (code=exited, status=0/SUCCESS)
Mem peak: 2.1M
CPU: 1lms

Oct 16 18:00:35 HPE-DL365-14-176 systemd[1l]: nvmefc-boot-
connections.service: Deactivated successfully.

Oct 16 18:00:35 HPE-DL365-14-176 systemd[1l]: Finished nvmefc-boot-
connections.service - Auto-connect to subsystems on FC-NVME devices

found during boot.

SR 5. WIEZKRFEE
IIIERZNVMe ZERIZIRES. ANAIKREHIONTAPER & =Bl 2 B1&A FNVMe-oF iR E,

TR
1. BIFREERARZNVMe L HE:

cat /sys/module/nvme core/parameters/multipath

ERERI T

2. WIEFH LR EEHRET T ONTAPE & TIBIRIMERL NVMe-oF & & (I, HESI1EE FINetApp ONTAP
Controller, #3551 #t9%] iopolicy IR E A round-robin) :

a. B RFRSA:

cat /sys/class/nvme-subsystem/nvme-subsys*/model
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NVE=E IVl K

NetApp ONTAP Controller
NetApp ONTAP Controller

cat /sys/class/nvme-subsystem/nvme-subsys*/iopolicy
NVE=E V@R il

queue-depth
queue-depth

3. WIFEREEEN LEIEHEHL MR (8.

nvme list

B
Node Generic SN Model
Namespace Usage Format FW Rev

/dev/nvme2nl /dev/ng2nl 81PgYFYg2aVAAAAAAAABR NetApp ONTAP

Controller 0x1 17.88 GB / 171.80 GB 4 KiB + 0 B
9.17.1

4. WIESMREITHIZERESEE NENRSERS AR EHNANAKRE:
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NVMe/FC

nvme list-subsys /dev/nvme3n9

Bl

nvme-subsys3 - NQN=ngn.1992-
08.com.netapp:sn.94929fdb84ebl1f0b624d039%eac809%ba:subsystem.sub
176
hostngn=ngn.2014-08.org.nvmexpress:uuid:39333550-

3333-4753-4844-32594d4a524c

\

+- nvmel fc traddr=nn-0x200dd039%eac79573:pn-
0x2010d039eac79573,host traddr=nn-0x20005ced8c531949:pn-
0x10005ced8c531949 live optimized

+- nvme3 fc traddr=nn-0x200dd039%eac79573:pn-
0x200ed039eac79573,host traddr=nn-0x20005ced8c531948:pn-
0x10005ced8c531948 live optimized
+- nvmeb5 fc traddr=nn-0x200dd039%eac79573:pn-
0x200£d039eac79573,host traddr=nn-0x20005ced8c531949:pn-
0x10005ced8c531949 live non-optimized

+- nvme7 fc traddr=nn-0x200dd039%eac79573:pn-
0x2011d039%eac79573,host traddr=nn-0x20005ced8c531948:pn-
0x10005ced8c531948 live non-optimized

NVMe/TCP

nvme list-subsys /dev/nvme2n3



Bl

nvme-subsys2 -

NQN=ngn.1992-

08.com.netapp:sn.c770be5d934811£0b624d039%eac809%ba:subsystem.sub

176

3333-4753-4844-

\

+- nvme2 tcp

traddr=192.168.
c_addr=192.168.

+- nvme4d tcp

traddr=192.168.
c _addr=192.168.

+- nvmeb6 tcp

traddr=192.168.

c _addr=192.168
+- nvme8 tcp

traddr=192.168.
c _addr=192.168.

hostngn=ngn.2014-08.org.nvmexpress:uuid: 39333550~

32594d4a524c

166.50, trsvcid=4420, host traddr=192.

166.73 live optimized

165.51, trsvcid=4420, host traddr=192.

165.73 live optimized

166.51,trsvcid=4420, host traddr=192.
.166.73 live non-optimized

165.50, trsvcid=4420, host traddr=192.

165.73 live non-optimized

5. ISIFNetAppiEF BB NEINONTAP s 2 FEhE & B 1EHMI(E:

84

168.

168.

168.

168.

166.

165.
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7

nvme netapp ontapdevices -o column

Bl

Device Vserver Namespace Path

/dev/nvme2n9 vs proxmox FC NVMeFC /vol/vol 180 data nvmefc4/ns

NSID UuID Size
1 e3d3d544-de8b-4787-93af-bfec7769e909 32.21GB
JSON

nvme netapp ontapdevices -o json

Bl

"Device":"/dev/nvme2n9",
"Vserver":"vs proxmox FC NVMeFC",
"Subsystem":"sub 176",

"Namespace Path":"/vol/vol 180 data nvmefc4/ns",
"NSID":9,
"UUID":"e3d3d544-de8b-4787-93af-bfec7769909",
"LBA Size":409¢,

"Namespace Size'":32212254720,
"UsedBytes":67899392,

"Version":"9.17.1"

$Fe6d . BHEEMIA
BB BRI,
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AicE Proxmox VE 8.x LA NVMe-oF FIONTAP7Zfi#

Proxmox VE 8.x EHZ#FF4HEiE LAY NVMe (NVMe/FC) 1 TCP _EAY NVMe
(NVMe/TCP) ¥, HZ1FIEXFRErRZTIaA1a) (ANA), ANA 125 iSCSI # FCP If1%
RHIERFRIZIEE TTIAIR] (ALUA) Z5H9 %2 K12 THAE,

T f2AN{A1 79 Proxmox VE 8.x ECE NVMe over Fabrics (NVMe-oF) E£#l. MNEEZLIFMINEEE, 15SH
"ONTAPZF§F1ThEE"S

NVMe-oF 5 Proxmox VE 8.x 121 LA T EXIPRE:

* A% NVMe-FC 89 SAN BrhfitE,

B 1. R Proxmox VE # NVMe R+ HIIEERECE
£/ NVMe-oF ELE XN, BEELEIHNMN NVMe 46, BRAZRE, FIRIEEN NCON EBBE.

I
1. 1£ARS328 £ 2% Proxmox 8.x, RETMG, BERINEEITHREIEER Proxmox 8.x Ni%:

uname -r
M TFREIETT Proxmox RiZhREs :
6.8.12-10-pve
2. B¥ nvMe-CcLT HFE:
apt list|grep nvme-cli
TEMGIFERT nvme-cli B4R
nvme-cli/oldstable,now 2.4+really2.3-3 amdo64
3. BE 1ibnvme EE:
apt list|grep libnvme

TENGIFERT libnvme B EAR A :

libnvmel/oldstable,now 1.3-1+debl2ul amdé4

86



4. FEMN L, ¥E hostngn ERFE /etc/nvme/hostngn -

cat /etc/nvme/hostngn

TEBFIFRRT “hostngn ME:

ngn.2014-08.o0rg.nvmexpress:uuid:1536c9%9a6-f954-11ea-b24d-0a%4efbdceaf
5. ZZONTAPRLA, KIFLLTERS: “hostngn' FRIBITAD "hostngn’ ONTAPELA R R FRAMF RIS
::> vserver nvme subsystem host show -vserver proxmox 120 122
Bl

Vserver Subsystem Priority Host NQN
proxmox 120 122
proxmox 120 122
regular ngn.2014-
08.org.nvmexpress:uuid:1536c9%9a6-£954-11ea-b24d-0a9%4efbdbeaf
regular ngn.2014-
08.org.nvmexpress:uuid:991a7476-£f9%pf-11ea-8b73-0a9%94efbd6c3b
proxmox 120 122 tcp
regular ngn.2014-
08.org.nvmexpress:uuid:1536c%a6-£954-11ea-b24d-0a9%4efbidbeaf
regular nqgn.2014-08.org.nvmexpress:uuid:991a7476-
f9bf-11ea-8b73-0a94efbd6c3b
2 entries were displayed.

(D R “hostngn' FRTRARILAR, iEfEMA vserver modify i< K EH “hostngn' #HRN ONTAPTZf%
AAF RS LBFRBLLA hostngn' FRFERE Jetc/nvme/hostngn 7ZEEMN L.

$ & 2. ECE NVMe/FC 71 NVMe/TCP

£/ Broadcom/Emulex 3 Marvell/QLogic &HAc23E0E NVMe/FC, FfERFoh A IMMEIZIR(ECE
NVMe/TCP,
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NVMe/FC - {&i&/Emulex
JIBroadcom/Emulexi&fczsEc ENVMe/FC,

TR
1. BT ERRNERRE S EE R

a. B EEIZIR:
cat /sys/class/scsi host/host*/modelname
NVE=EIIV @S il e

LPe35002-M2
LPe35002-M2

cat /sys/class/scsi_host/host*/modeldesc
BRIZ=ERIRMT LTRGBS

Emulex LPe35002-M2 2-Port 32Gb Fibre Channel Adapter
Emulex LPe35002-M2 2-Port 32Gb Fibre Channel Adapter

2. WiINEERNZEREINABroadcom 1pfc BEHMRNBIREHIZF
a. BREHARZ:

cat /sys/class/scsi_host/host*/fwrev
Zep Rl E kA

14.0.505.12, sli-4:6:d
14.0.505.12, sli-4:6:d

b. BRUL R ENTE R RS -

cat /sys/module/lpfc/version



U TFROZR T IEENAE A R -

0:14.2.0.17

BRXFFEEC R FME R ARIRMTIR, BESR ERFERTA"

- JBRIE 1pfc_enable fc4 type BN 3:

cat /sys/module/lpfc/parameters/lpfc enable fc4 type

- WIEREAIUEERDEFIKEO:

cat /sys/class/fc _host/host*/port name

BB B/RFEIATF LA TSRS |

0x100000109b95467e
0x100000109b95467f£

- BIERiEF IR O = R EA

cat /sys/class/fc host/host*/port state

(NVE=EIVR ik

Online

Online

. IWIENVMe/FCEBEEFmO RS ERBEBRIREORT AW

cat /sys/class/scsi_host/host*/nvme info
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https://mysupport.netapp.com/matrix/
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Bl

NVME Initiator Enabled

XRI Dist 1lpfcO Total 6144 IO 5894 ELS 250

NVME LPORT lpfcO WWPN x10005ced8c531948 WWNN x20005ced8c531948
DID x082400

ONLINE

NVME RPORT WWPN x200ed039%eac79573 WWNN x200dd039%eac79573 DID
x060902

TARGET DISCSRVC ONLINE

NVME RPORT WWPN x2001d039eac79573 WWNN x2000d03%eac79573 DID
x060904

TARGET DISCSRVC ONLINE

NVME Statistics LS: Xmt 0000000034 Cmpl 0000000034 Abort
00000000 LS XMIT: Err 00000000 CMPL: xb 00000000 Err 00000000
Total FCP Cmpl 0000000000142cfb Issue 0000000000142cfc OutIO
0000000000000001 abort 00000005 noxri 00000000 nondlp 00000000
gdepth 00000000 wgerr 00000000 err 00000000 FCP CMPL: xb
00000005 Err 00000005 NVME Initiator Enabled XRI Dist lpfcl
Total 6144 IO 5894 ELS 250 NVME LPORT lpfcl WWPN
x10005ced8c531949 WWNN x20005ced8c531949 DID x082500

ONLINE

NVME RPORT WWPN x2010d039eac79573 WWNN x200dd039%eac79573 DID
x062902

TARGET DISCSRVC ONLINE

NVME RPORT WWPN x2007d039eac79573 WWNN x2000d03%eac79573 DID
x062904

TARGET DISCSRVC ONLINE

NVME Statistics LS: Xmt 0000000034 Cmpl 0000000034 Abort
00000000 LS XMIT: Err 00000000 CMPL: xb 00000000 Err 00000000
Total FCP Cmpl 00000000000d39f1 Issue 00000000000d39f2 OutIO
0000000000000001 abort 00000005 noxri 00000000 nondlp 00000000
gdepth 00000000 wgerr 00000000 err 00000000 FCP CMPL: xb
00000005 Err 00000005

NVMe/FC - Marvell/QLogic
JIMarvell/QLogici&HAr 23 ENVMe/FCo

1. IS ERRER R R NE SR E R 2

cat /sys/class/fc host/host*/symbolic name

UTFRE SR T a2 A E RS -



QLE2872 FW:v9.15.00 DVR:v10.02.09.300-k
QLE2872 FW:v9.15.00 DVR:v10.02.09.300-k

2. JBIIE gl2xnvmeenable BI8EH, X, Marveli&ZEi23E ] HENVMe/FCREITER .

cat /sys/module/gla2xxx/parameters/gl2xnvmeenable

FRERSEIH 91,

NVMe/TCP

NVMe/TCP XA ZHFEohiEER(E, Bk, ErILUBIHIT NVMe/TCP &I NVMe/TCP FR 4 dn
Z=58] “connect & "connect-all' FEhiE{E,

S
1. KEBBFREOSE T UERIFN NVMe/TCP LIF SREVA I B ETTEEUE:

nvme discover -t tcp -w host-traddr -a traddr
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Bl

nvme discover -t tcp -w 192.168.2.22 -a 192.168.2.30

Discovery Log Number of Records 12, Generation counter 13

trtype: tcp

adrfam: ipv4

subtype: current discovery subsystem

treq: not specified

portid: 10

trsvcid: 8009

subngn: ngn.1992-
08.com.netapp:sn.ae9f2d55a7ecllef8751d03%a9%e891c:discovery
traddr: 192.168.2.30

eflags: explicit discovery connections, duplicate discovery
information

sectype: none

trtype: tcp

adrfam: ipv4

subtype: current discovery subsystem

treq: not specified

portid: 9

trsvcid: 8009

subngn: ngn.1992-
08.com.netapp:sn.ae9f2d55a7ecllef8751d03%a9%e891c:discovery
traddr: 192.168.1.30

eflags: explicit discovery connections, duplicate discovery
information

sectype: none

trtype: tcp

adrfam: ipv4

subtype: current discovery subsystem

treq: not specified

portid: 12

trsvcid: 8009

subngn: ngn.1992-
08.com.netapp:sn.ae9f2d55a7ecl1ef8751d039%a%e891c:discovery
traddr: 192.168.2.25

eflags: explicit discovery connections, duplicate discovery
information

sectype: none



trtype: tcp

adrfam: ipv4

subtype: current discovery subsystem

treq: not specified

portid: 11

trsvcid: 8009

subngn: ngn.1992-
08.com.netapp:sn.ae9f2d55a7ecllef8751d03%a%e891c:discovery
traddr: 192.168.1.25

eflags: explicit discovery connections, duplicate discovery
information

sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem
treq: not specified
portid: 10

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.ae9f2d55a7ecllef8751d039%a%e891c:subsystem.prox
mox 120 122

traddr: 192.168.2.30
eflags: none

sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem
treq: not specified
portid: 9

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.ae9f2d55a7ecl1ef8751d039%ea%e891c:subsystem.prox
mox 120 122

traddr: 192.168.1.30
eflags: none

sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem
treq: not specified
portid: 12

trsveid: 4420

subngn: ngn.1992-



94

08.com.netapp:sn.ae9f2d55a7ecllef8751d039%a%e891c:subsystem.prox
mox 120 122

traddr: 192.168.2.25

eflags: none

sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem
treq: not specified
portid: 11

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.ae9f2d55a7ecl1ef8751d039%ea%e891c:subsystem.prox
mox 120 122

traddr: 192.168.1.25
eflags: none

sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem
treq: not specified
portid: 10

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.ae9f2d55a7ecllef8751d039%a%e891c:subsystem.prox
mox 120 122 tcp

traddr: 192.168.2.30
eflags: none

sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem
treq: not specified
portid: 9

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.ae9f2d55a7ecllef8751d039%ca%e891c:subsystem.prox
mox 120 122 tcp

traddr: 192.168.1.30
eflags: none

sectype: none

trtype: tcp



adrfam: ipv4

subtype: nvme subsystem
treq: not specified
portid: 12

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.ae9f2d55a7ecllef8751d039%ea%e891c:subsystem.prox
mox 120 122 tcp

traddr: 192.168.2.25
eflags: none

sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem
treq: not specified
portid: 11

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.ae9f2d55a7ecll1ef8751d03%a%e891c:subsystem.prox
mox 120 122 tcp

traddr: 192.168.1.25
eflags: none

sectype: none

2. ISIFELfth NVMe/TCP 25h28-B45 LIF A8 2B el MR A MBS EEEE:

nvme discover -t tcp -w host-traddr -a traddr

Bl

nvme discover -t tcp -w 192.168.1.22 -a 192.168.1.30
nvme discover -t tcp -w 192.168.2.22 -a 192.168.2.30
nvme discover -t tcp -w 192.168.1.22 -a 192.168.1.25
nvme discover -t tcp -w 192.168.2.22 -a 192.168.2.25

3. JB1T nvme connect-all ETRPFFAEZSZIFNNVMe/TCPEENER-BIRSIP LIZ TS :

nvme connect-all -t tcp -w host-traddr -a traddr



Bl

nvme connect-all -t tcp -w 192.168.1.22 -a 192.168.1.30
nvme connect-all -t tcp -w 192.168.2.22 -a 192.168.2.30
nvme connect-all -t tcp -w 192.168.1.22 -a 192.168.1.25
nvme connect-all -t tcp -w 192.168.2.22 -a 192.168.2.25

NVMe/TCP BJI&E “ctrl_loss_tmo timeout BENEE N “XH", Eitk:

* ERRILARS (ERER) -

* BAFEFHEEERFED ctrl_loss_tmo timeout A Y "nvme connect & "nvme connect-all a5 (3%
W) o

* NREERIZHEE, NVMe/TCP IZHISB A BT, HEZTIRAAMRENERE,

I8 3. 3%, B NVMe/FC BY 1MB 1/0,

ONTAP7EIR Bz S MR PR S R AEURE A/ (MDTS) 9 8, XEMERA /0 iHRA/NEIX 1MB, B
Broadcom NVMe/FC E#H&H 1MB A/NBY 1/0 &R, ERAZIEN Ipfc FIME “Ipfc_sg_seg_cnt SEMERIAE
64 EH 256,

(D)  xeSBEREEFBENVMFCEH.

g
1. ¥ "Ipfc_sg_seg_cnt BEILE /9256

cat /etc/modprobe.d/lpfc.conf
B ZEB R X MTF AT RFInvES
options lpfc lpfc sg seg cnt=256

2. 3517 "update-initramfs G <L HER FHo
3. IIFMMERT ‘Ipfc_sg_seg_cnt }9256:

cat /sys/module/lpfc/parameters/lpfc sg seg cnt
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HI2 4: I63F NVMe BEHRSE

{#H Proxmox 8.x, ‘nvmefc-boot-connections.service 1 “nvmf-autoconnect.service'NVMe/FC FEEHIEEH

ARS3 “nvme-cli RGBS BB RREE,
Boi5EiE, iF nvmefc-boot-connections.service 1 “nvmf-autoconnect.service' BofRSZ EE o

TR

1. IFE A nvmf-autoconnect.service' BB :

systemctl status nvmf-autoconnect.service

Bt

0 nvmf-autoconnect.service - Connect NVMe-oF subsystems
automatically during boot

Loaded: loaded (/lib/systemd/system/nvmf-autoconnect.service;
enabled; preset: enabled)

Active: i1nactive (dead) since Fri 2025-11-21 19:59:10 IST; 8s
ago

Process: 256613 ExecStartPre=/sbin/modprobe nvme-fabrics
(code=exited, status=0/SUCCESS)

Process: 256614 ExecStart=/usr/sbin/nvme connect-all
(code=exited, status=0/SUCCESS)

Main PID: 256614 (code=exited, status=0/SUCCESS)

CPU: 18ms
Nov 21 19:59:07 SR665-14-122.lab.eng.btc.netapp.in systemd[1l]:
Starting nvmf-autoconnect.service - Connect NVMe-oF subsystems

automatically during boot...

Nov 21 19:59:10 SR665-14-122.lab.eng.btc.netapp.in nvme[256614]:
Failed to write to /dev/nvme-fabrics: Invalid argument

Nov 21 19:59:10 SR665-14-122.lab.eng.btc.netapp.in nvme[256614]:
Failed to write to /dev/nvme-fabrics: Invalid argument

Nov 21 19:59:10 SR665-14-122.lab.eng.btc.netapp.in systemd[1l]: nvmf-
autoconnect.service: Deactivated successfully.

Nov 21 19:59:10 SR665-14-122.lab.eng.btc.netapp.in systemd[1l]:
Finished nvmf-autoconnect.service - Connect NVMe-oF subsystems
automatically during boot.

2. ISIF2R A “nvmefc-boot-connections.service' EE A ;

systemctl status nvmefc-boot-connections.service
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btk

o0 nvmefc-boot-connections.service - Auto-connect to subsystems on
FC-NVME devices found during boot
Loaded: loaded (/lib/systemd/system/nvmefc-boot-
connections.service; enabled; preset: enabled)
Active: inactive (dead) since Thu 2025-11-20 17:48:29 IST; 1
day 2h ago
Process: 1381 ExecStart=/bin/sh -c echo add >
/sys/class/fc/fc_udev_device/nvme discovery (code=exited,
status=0/SUCCESS)
Main PID: 1381 (code=exited, status=0/SUCCESS)
CPU: 3ms

Nov 20 17:48:29 SR665-14-122.lab.eng.btc.netapp.in systemd[1l]:
Starting nvmefc-boot-connections.service - Auto-connect to
subsystems on FC-NVME devices found during boot..

Nov 20 17:48:29 SR665-14-122.lab.eng.btc.netapp.in systemd[1l]:
nvmefc-boot-connections.service: Deactivated successfully.

Nov 20 17:48:29 SR665-14-122.lab.eng.btc.netapp.in systemd[1]:
Finished nvmefc-boot-connections.service - Auto-connect to
subsystems on FC-NVME devices found during boot...

S 5 WIS KRIFEE
IIFRZNVMe Z IR 1IZIRES. ANARSHIONTAPE BT RIE2 T EHRFNVMe-oF iR E,

p
1. BIER B ERARNVMeZHKIZ:

cat /sys/module/nvme core/parameters/multipath

Ve =g V@l

2. WIFFEN EREBIEMETR T ONTAPH & IEIHIAEL NVMe-oF I8 (g0, KA Si&E SINetApp ONTAP
Controller, F¥& 1 #39%i iopolicy & & round-robin) :

a. BRFRSA:
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cat /sys/class/nvme-subsystem/nvme-subsys*/model

NVE=E VRSl K

NetApp ONTAP Controller
NetApp ONTAP Controller

b. BRERE:

cat /sys/class/nvme-subsystem/nvme-subsys*/iopolicy

ERERI T

round-robin

round-robin

3. WIFEREEEN LEIEHEHL MR (8.

nvme list

EFRH)
Node Generic SN
Model Namespace Usage
Format FW Rev
/dev/nvme2n20 /dev/ng2n20 81K13BUDdAygsAAAAAAAG
NetApp ONTAP Controller 10 5.56 GB /
91.27 GB 4 KiB + 0 B 9.18.1

4. WIS M REITFIRRESEE NEIRS ERS A ERNANAKE:



NVMe/FC

nvme list-subsys /dev/nvme2n20

Bl

nvme-subsys2 - NQN= ngn.1992-
08.com.netapp:sn.ae9f2d55a7ecllef8751d039%a%e891c:subsystem.prox
mox 120 122 tcp

\

+- nvmel fc traddr=nn-0x200dd039%eac79573:pn-
0x2010d039eac79573,host traddr=nn-0x20005ced8c531949:pn-
0x10005ced8c531949 live optimized

+- nvme3 fc traddr=nn-0x200dd039%eac79573:pn-
0x200ed03%eac79573,host traddr=nn-0x20005ced8c531948:pn-
0x10005ced8c531948 live optimized

+- nvmeb5 fc traddr=nn-0x200dd039%eac79573:pn-
0x200£d03%eac79573,host traddr=nn-0x20005ced8c531949:pn-
0x10005ced8c531949 live non-optimized

+- nvme7 fc traddr=nn-0x200dd039%eac79573:pn-
0x2011d03%eac79573,host traddr=nn-0x20005ced8c531948:pn-
0x10005ced8c531948 live non-optimized

NVMe/TCP

nvme list-subsys /dev/nvme2n3
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Bl

nvme-subsys?2 - NQN= gn.1992-
08.com.netapp:sn.ae9f2d55a7ecllef8751d039%a%e891c:subsystem.prox
mox 120 122 tcp

\

+- nvme2 tcp

traddr=192.168.1.30,trsvcid=4420,host traddr=192.168.1.22,src ad
dr=192.168.1.22 live optimized

+- nvmed tcp

traddr=192.168.2.30,trsvcid=4420,host traddr=192.168.2.22,src ad
dr=192.168.2.22 live optimized

+- nvmeb6 tcp

traddr=192.168.1.25,trsvcid=4420,host traddr=192.168.1.22,src ad
dr=192.168.1.22 live non-optimized

+- nvme8 tcp

traddr=192.168.2.25,trsvcid=4420,host traddr=192.168.2.22,src ad
dr=192.168.2.22 live non-optimized

S. FIENetAppiF B E NS NONTAP & Ta)ig & B RIEMINE:
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7

nvme netapp ontapdevices -o column

B
Device Vserver Namespace Path
/dev/nvme2nll proxmox 120 122 / /vol/vml20 tcpl/ns
NSID UuUID Size
1 S5aefea74-£f0cf-4794-a7e9-ell3c465%aca 37.58GB
JSON

nvme netapp ontapdevices -o json

Bl

"Device":"/dev/nvme2nll",
"Vserver":"proxmox 120 122",

"Namespace Path":"/vol/vml20 tcpl/ns",
"NSID":1,
"UUID":"5aefea74-f0cf-4794-a7e¢9-e113c465%aca",
“Size”:”37.58GB”,

"LBA Data Size":4096,

"Namespace Size'":32212254720

F6w . EEEMRA
=B ERMIEH,
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RHEL

THEONTAPY RHEL 4189 F1ThEE

£ NVMe over Fabrics (NVMe-oF) 1#1T ENEC & P sz 1 FHITHEEEIONTAPA] RHEL BIRR

Ao

IheE RHEL F#hk7s

RHEL EAFONTAPIZHI2S 2~ /8382 NVMe/TCP % 9.3 Sl E S k4
RZ2WFEREHEIE,

NVMe/TCP FRRE & T Eie M & =E nvme-cli’ 8.2 BSR4
a=x
NVMe/TCP B—IN e F W RIhEE 9.0 HESHRA

E—EHM L NVMe 1 SCSI i, NVMe-oF % 8.2 E Sk~
=8fEF NVMe %ZE&1E, SCSILUN {#/H dm %

=o
T RFIREFIZTTHIONTAPHRZAINMf, ONTAPSZHFLLT SAN EAII8E.

TheE

BINBER T RERAERE NVMe ZH81Z,

ZH], udev MMFE “nvme-cli-EFA NVMe ZEZIZMUATIRE R H T
SAN BEIE&EE NVMe/FC il /S

X nvme-cli iZHF B B S BihEEMZE, TEH=AHE,

Z<H1 udev FMTE nvme-cli BHH NVMe ZEIZIRMEIF t2 2 1

() axssREBEO¥EES, BRI TEEEETA,

%

MNREH RHEL fRAEZ... THR...

1055/ "9 RHEL 10.x EZ& NVMe"
9Z&7% " RHEL 9.x Bt & NVMe"
8% "3 RHEL 8.x Bt & NVMe"
HXEE

"TRRI{AI B IE NVMe thiY"

ONTAP ks
9.12.1 HEFhRZA

9.10.1 HEFhRZA

9.10.1 EFhZs

9.4 HEShiA

RHEL F#hk7s
10.0 HEShas

9.6 WEShRA

9.4 HEShiA

8.2 WE SR

8.2 N EShika
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BdE RHEL 10.x UA{E NVMe-oF F1ONTAP7Zfi&

Red Hat Enterpirse Linux (RHEL) ENZ FEBIEXFRapE =alIA18] (ANA) B9 NVMe over
Fibre Channel (NVMe/FC) 1 NVMe over TCP (NVMe/TCP) %, ANA {25 iSCSI #
FCP IFEFRRYIEIT FRZ AR T ihiR] (ALUA) M % B 1ZThEE.

T #2919 RHEL 10.x B & NVMe over Fabrics (NVMe-oF) 4. MNEEZFMINEEE S, 1555 "RHEL
ONTAPZ#HITAEE"S

NVMe-oF 5 RHEL 10.x £ LA T EXIPRH:

* X ‘nvme disconnect-all iZip SR MR G R ANIBUIBEXH RS, FE2SBAARRE. B7EES
NVMe-TCP 8f NVMe-FC &&= [B]M SAN FEjJE’J%?EJ:?ﬂ‘TTUZtB‘%T’Eo

FE1P: (A%E)SHESANZE

WEJL,LEEEIMLM@EH SAN BoiRfE v HEFIRE Y B FA"EIRFERTAE ISR Linux 2ER
. EHELLIERES (HBA). HBA EfF. HBA EEh BIOS FIONTAPKRZAZRE 215 SAN BEh,

g
1. "BIE NVMe &332 =8l FH IS EARGT R EH" -
2. 7£RR%528 BIOS ) SAN Brhan & = ia]iREd 2 A9 O /2 B SAN BE.

BXWNEEA HBABIOS HIE R, A5 RN BT AN,
3. EfRMENHARIHRERAR T ERNFETIET.

HIE 2. L RHEL 1 NVMe {4 HIGIFEHEIE
Ef NVMe-oF FEE N, BEBELEITNM NVMe B8, BEZEREZE, HIEEN NQN BBE,

p
1. EARS B LRE RHEL 10.x. RETME, BHRINEEBITHZAMEN RHEL 10.x WZ:

uname -—-r

RHEL R#Zhr4Rf1:

6.12.0-124.8.1.e110 1.x86 64
2. % NVMe-CLI HFEL:
rpm -galgrep nvme-cli

TENFIFERTRT nvme-cli FEEARZAS
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nvme-cli-2.13-2.e110.x86 64
3. Z% 1ibnvme HHE:
rpm -galgrep libnvme

TENGIFERT libnvme R EAR A :

libnvme-1.13-1.e110.x86 64

4. FEM L, ¥FE hostngn FFFEH /etc/nvme/hostngn -

cat /etc/nvme/hostngn

TENGIFRRT hostngn hras:

ngn.2014-08.org.nvmexpress:uuid:4c4c4544-0056-5410-8048-c7c04£425633

5. ZEONTAPZ4H, WIELTER: “hostngn' FHTERILAD “hostngn' ONTAPTEE R FFRIEN F R AR F T A

::> vserver nvme subsystem host show -vserver vs coexistence QLE2872
rdavaN ]
ERRG

Vserver Subsystem Priority Host NQN

vs coexistence QLE2872
subsystem 1
regular ngn.2014-
08.org.nvmexpress:uuid:4c4c4544-0056-5410-8048-c7c04£f425633
subsystem 10
regular ngn.2014-
08.org.nvmexpress:uuid:4c4c4544-0056-5410-8048-c7c04£f425633
subsystem 11
regular ngn.2014-
08.org.nvmexpress:uuid:4c4c4544-0056-5410-8048-c7c04£f425633
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@ YR “hostngn' ERFEARILHD, BER vserver modify T8 REH “hostngn 18R ONTAPTE(E R
RF ALK LFRFERULE hostngn' FRFERE “/etc/nvme/hostngn 7EEH L,

+ & 3. ECE NVMe/FC 71 NVMe/TCP

£/ Broadcom/Emulex 3% Marvell/QLogic i&Ac2sAic & NVMe/FC, T ERFohAMMEZIR(FRLE
NVMe/TCP,
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NVMe/FC - {&i&/Emulex
JIBroadcom/Emulexi&fczsEc ENVMe/FC,

TR
1. BT ERRNERRE S EE R

a. BREEIZFR:

cat /sys/class/scsi host/host*/modelname

S ER L a

SN1700E2P
SN1700E2P

cat /sys/class/scsi_host/host*/modeldesc

BN ZRBFIRMUT AT RAFIB

HPE SN1700E 64Gb 2p FC HBA
HPE SN1700E 64Gb 2p FC HBA

2. WiINEERNZEREINABroadcom 1pfc BEHMRNBIREHIZF
a. BREHARZ:

cat /sys/class/scsi_host/host*/fwrev

Zan <R B i s -

14.4.393.25, sli-4:6:d
14.4.393.25, sli-4:6:d

b. BRUL R ENTE R RS -

cat /sys/module/lpfc/version
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U TFROZR T IEENAE A R -

0:14.4.0.9

BRXFFEEC R FME R ARIRMTIR, BESR ERFERTA"

3. JBWIE 1pfc_enable fc4 type REN 3:

cat /sys/module/lpfc/parameters/lpfc enable fc4 type

4. WIERB I UEEREFKO:

cat /sys/class/fc _host/host*/port name

BB B/RFEIATF LA TSRS |

0x10005cba2cfca7de
0x10005cba2cfca77df

o. WIERThiZRF s B S B

cat /sys/class/fc host/host*/port state

(NVE=EIVR ik

Online

Online

6. IWIENVMe/FCEIEFIRARTEBEAEEINEOE N :

cat /sys/class/scsi_host/host*/nvme info
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Bl

NVME Initiator Enabled

XRI Dist 1lpfcO Total 6144 IO 5894 ELS 250

NVME LPORT lpfcO WWPN x10005cbaZ2cfca7de WWNN x20005cba2cfca7de
DID x080f00 ONLINE

NVME RPORT WWPN x2023d039%9eac03c33 WWNN x2021d039%eac03c33
DID x082209 TARGET DISCSRVC ONLINE
NVME RPORT WWPN x200ed039%eac03c33 WWNN x200cd039eac03c33
DID x082203 TARGET DISCSRVC ONLINE
NVME RPORT WWPN x2022d039eac03c33 WWNN x2021d039%eac03c33
DID x082609 TARGET DISCSRVC ONLINE
NVME RPORT WWPN x200dd039%9eac03c33 WWNN x200cd039%eac03c33

DID x082604 TARGET DISCSRVC ONLINE

NVME Statistics

LS: Xmt 0000000501 Cmpl 0000000501 Abort 00000000

LS XMIT: Err 00000000 CMPL: xb 00000000 Err 00000000

Total FCP Cmpl 00000000000583b7 Issue 000000000005840d OutIO
0000000000000056

abort 0000010f noxri 00000000 nondlp 00000000 gdepth 00000000
wgerr 00000000 err 00000000

FCP CMPL: xb 0000010f Err 0000010f

NVME Initiator Enabled

XRI Dist 1lpfcl Total 6144 IO 5894 ELS 250

NVME LPORT lpfcl WWPN x10005cbaZ2cfca7df WWNN x20005cbaZ2cfca’7df
DID x080b00 ONLINE

NVME RPORT WWPN x2024d039eac03c33 WWNN x2021d03%eac03c33
DID x082309 TARGET DISCSRVC ONLINE
NVME RPORT WWPN x200£d039%eac03c33 WWNN x200cd039eac03c33
DID x082304 TARGET DISCSRVC ONLINE
NVME RPORT WWPN x2025d039%9eac03c33 WWNN x2021d039%eac03c33
DID x082708 TARGET DISCSRVC ONLINE
NVME RPORT WWPN x2010d039%eac03c33 WWNN x200cd039eac03c33

DID x082703 TARGET DISCSRVC ONLINE

NVME Statistics

LS: Xmt 00000006eb Cmpl 00000006eb Abort 00000000

LS XMIT: Err 00000000 CMPL: xb 00000000 Err 00000000

Total FCP Cmpl 000000000004d600 Issue 000000000004d65f OutIO
000000000000005f

abort 000001cl noxri 00000000 nondlp 00000000 gdepth 00000000
wgerr 00000000 err 00000000

FCP CMPL: xb 000001cl Err 000001c2
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NVMe/FC - Marvell/QLogic
JIMarvell/QLogici&Ar 23 ENVMe/FCo

p
1. IS RS R R EFHEG R AR B R 2

cat /sys/class/fc _host/host*/symbolic name

TR SR T a2 R A E RS

QLE2872 FW:v9.15.06 DVR:v10.02.09.400-k
QLE2872 FW:v9.15.06 DVR:v10.02.09.400-k

2. JFWIE gl2xnvmeenable Bi&H, X, MarveliEZEi28E ] HENVMe/FCREHTER:

cat /sys/module/gla2xxx/parameters/gl2xnvmeenable

FiRR%EIH 91,

NVMe/TCP

NVMe/TCP MY AR Z3F B ohiEiEiefE. ik, EILUEIHIT NVMe/TCP K& NVMe/TCP FR %M
& Z58) “connect Z#& “connect-all’ Fohig{E,

PIE
1. KEBRIEOSE A U ES 1 NVMe/TCP LIF FEVA I B ETTEEIE:

nvme discover -t tcp -w host-traddr -a traddr
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Bl

nvme discover -t tcp -w 192.168.20.21 -a 192.168.20.28
Discovery Log Number of Records 8, Generation counter 10

trtype: tcp

adrfam: ipv4

subtype: current discovery subsystem

treq: not specified

portid: 8

trsvcid: 8009

subngn: ngn.1992-
08.com.netapp:sn.17e32b6e8c7£f11£09545d03%ac03c33:discovery
traddr: 192.168.21.29

eflags: explicit discovery connections, duplicate discovery
information

sectype: none

trtype: tcp

adrfam: ipv4

subtype: current discovery subsystem

treq: not specified

portid: 6

trsvcid: 8009

subngn: ngn.1992-
08.com.netapp:sn.17e32b6e8c7£11£09545d03%ac03c33:discovery
traddr: 192.168.20.29

eflags: explicit discovery connections, duplicate discovery
information

sectype: none

trtype: tcp

adrfam: ipv4

subtype: current discovery subsystem

treq: not specified

portid: 7

trsvcid: 8009

subngn: ngn.1992-
08.com.netapp:sn.17e32b6e8c7£11£09545d03%ac03c33:discovery
traddr: 192.168.21.28

eflags: explicit discovery connections, duplicate discovery
information

sectype: none

trtype: tcp

1M
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adrfam: ipv4

subtype: current discovery subsystem

treq: not specified

portid: 5

trsvcid: 8009

subngn: ngn.1992-
08.com.netapp:sn.17e32b6e8c7£f11£09545d03%ac03c33:discovery
traddr: 192.168.20.28

eflags: explicit discovery connections, duplicate discovery
information

sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem
treq: not specified
portid: 8

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.17e32b6e8c7£11£09545d03%ac03c33:subsystem.Bidi
rectional DHCP 1 O
traddr: 192.168.21.29
eflags: none

sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem
treqg: not specified
portid: 6

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.17e32b6e8c7£f11£09545d03%ac03c33:subsystem.Bidi
rectional DHCP 1 O
traddr: 192.168.20.29
eflags: none

sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem

treq: not specified

portid: 7

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.17e32b6e8c7f11f09545d03%eac03c33:subsystem.Bidi



rectional DHCP 1 O
traddr: 192.168.21.28
eflags: none

sectype: none

trtyp
adrfa
subty
treq:
porti

trsvc

e: tcp

m: ipv4

pe: nvme subsystem
not specified

d: 5

id: 4420

subngn: ngn.1992-
08.com.netapp:sn.17e32b6e8c7£f11£09545d039%ac03c33:subsystem.Bidi

rectional DHCP 1 O
traddr: 192.168.20.
eflags: none

sectype: non

2. IOIFEh NVMe/TCP J35h28-B1T LIF A5 2E& v IR R I H

28

nvme discover -t tcp -w host-traddr -a traddr

bt

nvme
nvme
nvme

nvme

discover -t tcp —-w
discover -t tcp -w
discover -t tcp -w
discover -t tcp —-w

connect-all T RHFIBERZZFHHINVMe/TCPEEHiZRF-BARSIP LIZ1T<:

192.168.
192.168.
192.168.
192.168.

20
21
20.
21.

nvme connect-all -t tcp -w host-traddr -a traddr

BRI

nvme
nvme
nvme

nvme

connect-all
connect-all
connect-all
connect-all

tcp -w
tcp —-w
tcp -w

tcp -w

192.
192.
192.
192.

168
168
168
168

.20.21
.21.21
.20.21
.21.21

FPALEETE 6/
.21 -a 192.168.20.28
.21 -a 192.168.21.28
21 -a 192.168.20.29
21 -a 192.168.21.29

192.
192.
192.
192.

168.20.
168.21.
168.20.
168.21.

28
28
29
29
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M RHEL 9.4 FF#4, NVMe/TCP BJI&E “ctrl_loss_tmo timeout BEh&B A XA, Hlt:

* BERREOLERY (TRER) -

* BAFEFEERER “ctrl_loss_tmo timeout fEARY{ "nvme connect I & "nvme connect-all' &5 (3%
W) .

* NRELERFHE, NVMe/TCP IZHIBARIER, HEITRABMRISER,

$E 4. (A%) B udev FINAHY iopolicy

RHEL 10.0 3% NVMe-oF BYERiA iopolicy BN round-robin. WREERAME RHEL 10.0 HEBEEX
iopolicy, 1EHITUUTIRIE: "queue-depth {EZX udev FNISCHEHINT:

TR
1. f5F8 root SURTEX A4RiE2EFFTFF udev AN :

/usr/lib/udev/rules.d/71-nvmf-netapp.rules

EER L a

vi /usr/lib/udev/rules.d/71-nvmf-netapp.rules

2. #F)7INetApp ONTAPIZEHI281% & iopolicy 8917, SO TFHIFRR:

ACTION=="add", SUBSYSTEM=="nvme-subsystem", ATTR{subsystype}=="nvm",
ATTR{model }=="NetApp ONTAP Controller", ATTR{iopolicy}="round-robin"

3. BRI, LUE round-robin LR “queue-depth:

ACTION=="add", SUBSYSTEM=="nvme-subsystem", ATTR{subsystype}=="nvm",
ATTR{model }=="NetApp ONTAP Controller", ATTR{iopolicy}="queue-depth"

4. EFTINFudeviRNH R FAERL:

udevadm control --reload
udevadm trigger --subsystem-match=nvme-subsystem

S IBIEFRARILA /0 K&, Hli0, Bi<FRL> nvme-subsys0 o

cat /sys/class/nvme-subsystem/<subsystem>/iopolicy
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NVE=E IVl K

queue-depth.

() ## iopolicy £ EEhRAFILEMINetAPp ONTAPIESIS iR, LERER.

S8 5: \%E, EA NVMe/FC #9 1MB 1/0,

ONTAP7EIRFIIEHI 28 BUR IR E R AEUEZ WA/ (MDTS) K 8, XEKERK I/0 IBERA/NAIX 1IMB, EH
Broadcom NVMe/FC FE#A&H 1MB A/N8Y 1/0 B3R, ERIZIEM Ipfc BIME “Ipfc_sg_seg_cnt SEMEIAE
64 BN 256,

(D)  XeESBEREEFBENMFCEH.

TE
1. % "Ipfc_sg_seg_cnt SIS E 57256

cat /etc/modprobe.d/lpfc.conf
B IZRB R M T AT RAIHEE:

options lpfc lpfc sg seg cnt=256

2. 1&97 ‘dracut -f Sp L HEFBEHEWN.
3. IIFMERT Ipfc_sg_seg_cnt }256:

cat /sys/module/lpfc/parameters/lpfc_sg seg cnt

HIZ 6. IOIF NVMe BohiRS

X “nvmefc-boot-connections.service 1 “nvmf-autoconnect.service' NVMe/FC FEEHIRB RS "nvme-cli’ &

FEN, RHE=EIER.
BoisEiE, WiE nvmefc-boot-connections.service 1 “nvmf-autoconnect.service BEIIREZ E R FHo

P
1. IFEE nvmf-autoconnect.service' B2 :

systemctl status nvmf-autoconnect.service
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btk

nvmf-autoconnect.service - Connect NVMe-oF subsystems automatically
during boot
Loaded: loaded (/usr/lib/systemd/system/nvmf-
autoconnect.service; enabled; preset: disabled)
Active: inactive (dead) since Sun 2025-10-12 19:41:15 IST; 1
day 1lh ago
Invocation: 7b5b99929c6b41199d493fa25b629f6¢C
Main PID: 10043 (code=exited, status=0/SUCCESS)
Mem peak: 2.9M
CPU: 50ms

Oct 12 19:41:15 localhost.localdomain systemd[1l]: Starting nvmf-
autoconnect.service - Connect NVMe-oF subsystems automatically
during boot...

Oct 12 19:41:15 localhost.localdomain systemd[1l]: nvmf-
autoconnect.service: Deactivated successfully.

Oct 12 19:41:15 localhost.localdomain systemd[1l]: Finished nvmf-
autoconnect.service - Connect NVMe-oF subsystems automatically
during boot.

2. BIIFRE “nvmefc-boot-connections.service' B2 A ;

systemctl status nvmefc-boot-connections.service
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btk

nvmefc-boot-connections.service - Auto-connect to subsystems on FC-
NVME devices found during boot
Loaded: loaded (/usr/lib/systemd/system/nvmefc-boot-
connections.service; enabled; preset: enabled)
Active: inactive (dead) since Sun 2025-10-12 19:40:33 IST; 1
day 1lh ago
Invocation: 0ec258a9f8c342ffb82408086d409%bcb
Main PID: 4151 (code=exited, status=0/SUCCESS)
Mem peak: 2.9M
CPU: 17ms

Oct 12 19:40:33 localhost systemd[1l]: Starting nvmefc-boot-
connections.service - Auto-connect to subsystems on FC-NVME devices
found during boot...

Oct 12 19:40:33 localhost systemd[1l]: nvmefc-boot-
connections.service: Deactivated successfully.

Oct 12 19:40:33 localhost systemd[l]: Finished nvmefc-boot-
connections.service - Auto-connect to subsystems on FC-NVME devices
found during boot.

SBRT. RIEZREERE
IIIERZNVMe ZERIZIRES. ANAIKREHIONTAPER & =Bl 2 B1&A FNVMe-oF iR E,

TIE
1. BIFEH LR BIEHE TR 7T HNONTAPEZZa/#) NVMe-oF 188 (740, 158 S8 8 SINetApp ONTAP

Controller, #5139 iopolicy iIRE queue-depth) :
a. BERFRY:
cat /sys/class/nvme-subsystem/nvme-subsys*/model

Ve =g V@l

NetApp ONTAP Controller
NetApp ONTAP Controller

b. BRI

117



cat /sys/class/nvme-subsystem/nvme-subsys*/iopolicy

NVE=E VRSl K

queue-depth
queue-depth

2. WIERREAEN LEIRHERL MR =TIE:

nvme list

kbl
Node Generic SN
Model
/dev/nvmellnl /dev/ngllnl 810cqJIXhgWt sAAAAAAAT

NetApp ONTAP Controller

Namespace Usage Format FW Rev

Ox1 951.90 MB / 21.47 GB 4 KiB + 0 B 9.18.1

3. WIES MRENEHBSRESES N ESNRSERTEE EMIANAKTES:
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NVMe/FC

nvme list-subsys /dev/nvme9n2

Bl

nvme-subsys9 - NQN=ngn.1992-
08.com.netapp:sn.7¢c34ab26675e11f0a6c0d03%ac03c33:subsystem. subs
ystem 46
hostngn=ngn.2014-08.org.nvmexpress:uuid:4c4cd4544-

0056-5410-8048-c7c04£425633

\

+- nvmel05 fc traddr=nn-0x2018d039eac03c33:pn-
0x201bd039eac03c33,host traddr=nn-0x2000f4c7aalcd7c3:pn-
0x2100f4c7aalcd7c3 live optimized

+- nvmelO07 f£c traddr=nn-0x2018d039eac03c33:pn-
0x2019d039eac03c33,host traddr=nn-0x2000f4c7aalcd7c2:pn-
0x2100f4c7aalcd7c2 live optimized

+- nvmed2 fc traddr=nn-0x2018d039%eac03c33:pn-
0x201cd039eac03c33,host traddr=nn-0x2000f4c7aalcd/c3:pn-
0x2100f4c7aalcd7c3 live optimized

+- nvmed44d fc traddr=nn-0x2018d039%eac03c33:pn-
0x201ad039eac03c33,host traddr=nn-0x2000f4c7aalcd7c2:pn-
0x2100f4c7aalcd7c2 live optimized

NVMe/TCP

nvme list-subsys /dev/nvmedn?2
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Bl

nvme-subsys4 - NQN=nqgn.1992-
08.com.netapp:sn.17e32b6e8c7£11£09545d03%ac03c33:subsystem.Bidi
rectional DHCP 1 O
hostngn=ngn.2014-08.org.nvmexpress:uuid:4cd4cd4544-

0054-5110-8039-c3c04£523034

\

+- nvme4d tcp
traddr=192.168.20.28, trsvcid=4420, host traddr=192.168.20.21,src_
addr=192.168.20.21 live optimized

+- nvmeb tcp
traddr=192.168.20.29, trsvcid=4420, host traddr=192.168.20.21,src_
addr=192.168.20.21 live optimized

+- nvme6 tcp
traddr=192.168.21.28, trsvcid=4420,host traddr=192.168.21.21,src_
addr=192.168.21.21 live optimized

+- nvme7 tcp
traddr=192.168.21.29, trsvcid=4420,host traddr=192.168.21.21,src_
addr=192.168.21.21 live optimized

4. IBIENetApplEF =B NENONTAP R T EIEE B RIEHAE:
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7

nvme netapp ontapdevices -o column

Bl

Device Vserver Subsystem
Namespace Path

/dev/nvmeOnl vs_nvme sanboot tcp rhel sanboot tcpl70
tcp 97
NSID UUID Size
1 982c0f2a-6b8b-11f0-a6c0-d039%eac03c33 322.12GB
JSON

nvme netapp ontapdevices -0 json

Bl
{
"ONTAPdevices": [
{
"Device":"/dev/nvmeOnl",
"Vserver":"vs nvme sanboot tcp",

"Subsystem":"rhel sanboot tcpl70",

"Namespace Path":"tcp 97",

"NSID":1,
"UuUID":"982c0f2a-6b8b-11f0-a6c0-d039%9eac03c33",
"LBA Size":409¢,

"Namespace Size":322122547200,
"UsedBytes":16285069312,

"Version":"9.18.1"
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T 8. IKBELREHNHREIE
Z#nEid NVMe/TCP 7£ RHEL 10.x EHFIONTAPIEFIZE 2 8 # TR £ HH N & 95831,

BPENTIEHBLNE— DH-HMAC-CHAP ZIARIKER £ HHWIE, "DH-HMAC-CHAP Z3AZ NVMe
FENEIEFIZEH NON 5EEREENS HIRIERANAS. ENENSFEFHITHHIIE. NVMeEHSizH] 23
IR 5 3 E 5 KEXBV Ao

p

£ CLI HE2E JSON XHEBEREHAHEMREIE. MRFBENFBRNFRFAIEEARRdhchapZZH. M7
&£ config JSONX 4,
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L ITRE

FAGSITREmEELSERNE NI,
1. FREXEHINQN:

cat /etc/nvme/hostngn

2. /3 RHEL 10.x EM4ERK dhchap %R

PUTFHIHEART "gen-dhchap-key sn S5

nvime gen-dhchap-key -s optional secret -1 key length {3248|64} -m
HMAC function {0]1[2]|3} -n host ngn

. -s secret key in hexadecimal characters to be used to initialize
the host key

. -1 length of the resulting key in bytes

. -m HMAC function to use for key transformation

0 = none, 1- SHA-256, 2 = SHA-384, 3=SHA-512

. -n host NQN to use for key transformation

FELUTRAIA. BER—BENldhchapZ . HEFHMACIZRE N3 (SHA-512),

nvme gen-dhchap-key -m 3 -n ngn.2014-
08.org.nvmexpress:uuid:4c4c4544-0054-5110-8039-c3c04£523034
DHHC-

1:03:AppJHkJIygA6ZCABxyQNtIST+4k4I0v4TMATJkOXBITWwFOHIC2nV/uE04RoSpylz2
SXYgNW1bhLe9hJ+MDHigGexaG2Ig=:

3. TEONTAP#EHIZS E. ARIMENFIEER NdhchapZiA:

vserver nvme subsystem host add -vserver <svm name> -subsystem
<subsystem> -host-ngn <host ngn> -dhchap-host-secret
<authentication host secret> -dhchap-controller-secret
<authentication controller secret> -dhchap-hash-function {sha-
256|sha-512} -dhchap-group {none|2048-bit|3072-bit|4096-bit|6144-
bit|8192-bit}

4. FNZIFAMHEBENEMIRIESZE: BRMNE, EEN L. EZEIONTAPIEHISHIRIEFMES 1R
WA EFEEdhchapZ$A .
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124

nvme connect -t tcp -w <host-traddr> -a <tr-addr> -n <host ngn> -S
<authentication host secret> -C <authentication controller secret>

5. I&JF nvme connect authentication #3<. IIEFHFIZHIEEdhchapZih:

a. IIEFHdhchap®h:

cat /sys/class/nvme-subsystem/<nvme-subsysX>/nvme*/dhchap secret

ERBEREENTAREE

cat /sys/class/nvme-subsystem/nvme-subsys4/nvme*/dhchap secret
DHHC-1:01:2G71sg9PMO00h1IWf1g4QtPOXT11kREzOgVulLm2xvZdbaWR/g:
DHHC-1:01:2G71sg9PMO00hIWEf1g4QtPOXT11kREzOgVulm2xvZdbaWR/g:
DHHC-1:01:2G71sg9PMO00hIWEf1g4QtPOXT11kREzOgVulm2xvZdbaWR/qg:
DHHC-1:01:2G71sg9PMO00h1IWf1g4QtPOXT11kREzOgVulLm2xvZdbaWR/g:

b. ISIFTHI28dhchapZ$h:

cat /sys/class/nvme-subsystem/<nvme-
subsysX>/nvme*/dhchap ctrl secret

BN AE BTG5

cat /sys/class/nvme-subsystem/nvme-
subsys4/nvme*/dhchap ctrl secret

DHHC-
1:03:5CgWULVNUSHUOWP1IMNg95pkiUAwWayiO+IvrALZR8HpeJIHW3xyHdAG1Tnv
EJ81HD]jBb+fGteUgIn0fj8ASHZIgkuFIx8=:

DHHC-
1:03:5CgWULVNUSHUOWP1IMNGg95pkiUAwWayiO+IvrALZR8HpeJIHW3xyHdAG1Tnv
EJ81HDjBb+fGteUgIn0fj8ASHZIgkuFIx8=:

DHHC-
1:03:5CgWULVNUSHUOWP1IMNg95pkiUAwWayiO+IvrALZR8HpeJIHW3xyHdG1Tnv
EJ81HDjBb+fGteUgIn0fj8ASHZIgkuFIx8=:

DHHC-
1:03:5CgWULVNUSHUOWP1IMNg95pkiUAwWayiO+IvrALZR8HpeJIHW3xyHAG1Tnv
EJ81HDjBb+fGteUgIn0fj8ASHZIgkuFIx8=:



JSON

L ONTAPIZHIZR LB Z 1 NVMe FRZ TR, EBILAER “/etc/nvme/config.json' X5 ‘nvme
connect-all &%,

R -0 ETRER JSON X, BXEZIBELEIN, 15507 NVMe connect-all FA T,

1. BoE JSON X4,

(D EULTTRBIH, dhchap key MMF “dhchap secret '# “dhchap ctrl key’
MRMF “dhchap ctrl secreto
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126

Bl

"hostngn":"ngn.2014-08.org.nvmexpress:uuid:4c4c4544-0054-
5110-8039-c3c04£523034",
"hostid":"44454c4c-5400-1051-8039-c3c04£523034",
"dhchap key":"DHHC-
1:01:2G71sg9PMO00h1IWf1g4QtPOXT11kREZzOgVuLm2xvzdbaWR/g:",
"subsystems": [
{

"ngn":"ngn.1992-
08.com.netapp:sn.5857¢c8c9022411£08d0ed039%ac03c33:subsystem.Bidi
rectional DHCP_1 0",

"ports": [

{

"transport":"tcp",

"traddr":"192.168.20.28",

"host traddr":"192.168.20.21",

"trsvcid":"4420",

"dhchap ctrl key":"DHHC-
1:03:5CgWULVNUSHUOWP1MNG95pkiUAwayiO+IvrALZR8HpeJIHW3xyHAGLTnvEJ
81HDjBb+fGteUgInOfj8ASHZIgkuFIx8=:"

b
{

"transport":"tcp",

"traddr":"192.168.20.29",

"host traddr":"192.168.20.21",

"trsvcid":"4420",

"dhchap ctrl key":"DHHC-
1:03:5CgWULVNUSHUOWP1IMNg95pkiUAwWayiO+IvrALZR8HpeJIHW3xyHAG1TnvEJ
81HDjBb+£fGteUgIn0fj8ASHZIgkuFIx8=:"

b
{

"transport":"tcp",

"traddr":"192.168.21.28",

"host traddr":"192.168.21.21",

"trsvcid":"4420",

"dhchap ctrl key":"DHHC-
1:03:5CgWULVNUSHUOWP1IMNGg95pkiUAwWayiO+IvrALZR8HpeJIHWw3xyHAG1TnvEJ
81HDjBb+fGteUgIn0fj8ASHZIgkuFIx8=:"

by
{

"transport":"tcp",
"traddr":"192.168.21.29",



"host traddr":"192.168.21.21",

"trsvcid":"4420",
"dhchap ctrl key":"DHHC-

1:03:5CgWULVNUSHUOWP1MNG95pkiUAwayiO+IvrALZR8HpeJIHW3xyHAG1TnvEJ

81HD]jBb+fGteUgIn0fj8ASHZIgkuFIx8=:"

}

2. fEfconfig JSONX HiE#EEIONTAPIZH28 :

nvme connect-all -J /etc/nvme/config.json

Ebnwnt]

traddr=192.168.20.28
traddr=192.168.20.28
traddr=192.168.20.29
traddr=192.168.20.29

is
is
is

is

already
already
already
already

connected
connected
connected
connected

3. WIS N FRLANMENITHIZE T ERA dhchap HlZ,

a. IBiFEHldhchapZ$A:

cat /sys/class/nvme-subsystem/nvme-subsys4/nvme4/dhchap secret

UTRBIERT dhchap Z%A:

DHHC-1:01:2G71sg9PMO00hIWEf1g4QtPOXT11kREzOgVulm2xvZdbaWR/g:

b. I&IFIFEHI28dhchapZ$A:

cat /sys/class/nvme-subsystem/nvme-

subsys4/nvme4/dhchap ctrl secret

BNIZZB R TF AT RAIB S

127



DHHC-
1:03:5CgWULVNUSHUOWPIMNg95pkiUAwayiO+IvrALZR8HpeJIHW3xyHAG1TnvEJ81HD
JBb+fGteUgInOfj8ASHZIgkuFIx8=:

E9w . EEEHRM
=B ERIEH,

BtE RHEL 9.x LI{EH NVMe-oF f1ONTAPZf&

Red Hat Enterpirse Linux (RHEL) FENZFEBIEXFRasE =alIA1a (ANA) B9 NVMe over
Fibre Channel (NVMe/FC) 1 NVMe over TCP (NVMe/TCP) 1%, ANA {25 iSCSI #
FCP MR HRRVIEXIFRIZFE B TTiAIR] (ALUA) FWH ZERI1ZTHEE.

T f23{a 5 RHEL 9.x BEZ& NVMe over Fabrics (NVMe-oF) £#l. MNEELZHIFMINEEE R, 158% "RHEL
ONTAPXZ #FHIINEE"S

NVMe-oF 5 RHEL 9.x ZE A FTEXIRH!:

* X ‘nvme disconnect-all Zm S IR X4 RAMBIBX GRS, 7] SHAAZRRTE. BT ET
NVMe-TCP 3§ NVMe-FC #r& =g SAN Fnbﬂ’]%,,.,J:?ﬁ,ﬁﬁths{’Eo

$1%: (FIiE)ZASANET

TR AECE EALAGER SAN BapkEEiBH RS Y B, A" ERFIERTA"TIEER Linux 1R
gi. EHSLLEECE (HBA). HBAEf4. HBA B3 BIOS FIONTAPRRASZ S 245 SAN Bl

Pz
1. "83# NVMe & TiE1F G EHBRETEIEMN" o
2. 7£RR%528 BIOS A5 SAN BEnhan & = ieET B AYiE O /EF SAN BEf,.

BXM{I/ZFE HBABIOS B R, AN ENEET A X1,
3. EMRMENHLIHRERZRT ERMHIEEEIT,

HI% 2. L RHEL 1 NVMe P4 H I EHECE
EJy NVMe-oF BRBXH], BEEREITHM NVMe B8, BRZSKREZE, HWIEEH NON BEE.

p
1. 7£BR5588 E %% RHEL 9.xo RESTM/GE, BHIAKIEITRIZFIHRR RHEL 9.x WiZ:

uname -—-r
RHEL RZhrA<Rf1:
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5.14.0-611.5.1.el19 7.x86 64

. REE NVMe-CLT A
rpm -galgrep nvme-cli

TENFIFERT nvme-cli B EhRA:
nvme-cli-2.13-1.e19.x86 64

. &% libnvme G
rpm -galgrep libnvme

TENFIFRRT libnvme 4G hRas:
libnvme-1.13-1.e19.x86 64

- EFEMNLE, ¥FE hostngn FFFE /etc/nvme/hostngn :

cat /etc/nvme/hostngn

TENGIFRRT hostngn hzZs:

ngn.2014-08.org.nvmexpress:uuid:4c4c4544-0056-5410-8048-b9c04£f425633

. TEONTAPZLZH, FIELATER: “hostngn' FRFEILED hostngn' ONTAPTEER A HERN FRANFFTH

::> vserver nvme subsystem host show -vserver vs 188

129



Bl

Vserver Subsystem Priority Host NOQN

vs 188 Nvmel
regular ngn.2014-
08.org.nvmexpress:uuid:4c4c4544-0056-5410-8048-b9c04£f425633
NvmelO
regular ngn.2014-
08.org.nvmexpress:uuid:4c4c4544-0056-5410-8048-b9c04£f425633
Nvmell
regular ngn.2014-
08.org.nvmexpress:uuid:4c4c4544-0056-5410-8048-b9c04f425633
Nvmel?2
regular ngn.2014-
08.org.nvmexpress:uuid:4c4c4544-0056-5410-8048-b9c04f425633
48 entries were displayed.

@ MR “hostnqn FIFRARILAD, 5 "vserver modify 5% R E# "hostnqn #HRZONTAPZiE £
FF ARG LEFRFER LA hostngn' FRIERE “/etc/nvme/hostngn 7EEH L,

$ 12 3: BLE NVMe/FC 1 NVMe/TCP

88/ Broadcom/Emulex 3 Marvell/QLogic i&AC23ECE NVMe/FC, FfERFohk IAEZIRERCE
NVMe/TCP,
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NVMe/FC - {&i&/Emulex
JIBroadcom/Emulexi&fczsEc ENVMe/FC,

TR
1. BT ERRNERRE S EE R

a. B EEIZIR:
cat /sys/class/scsi host/host*/modelname
NVE=EIIV @S il e

LPe36002-M64
LPe36002-M64

cat /sys/class/scsi_host/host*/modeldesc
BRIZ=ERIRMT LTRGBS

Emulex LightPulse LPe36002-M64 2-Port 64Gb Fibre Channel Adapter
Emulex LightPulse LPe36002-M64 2-Port 64Gb Fibre Channel Adapter

2. WiINEERNZEREINABroadcom 1pfc BEHMRNBIREHIZF
a. BREHARZ:

cat /sys/class/scsi_host/host*/fwrev
Zep Rl E kA

14.4.393.53, sli-4:6:d
14.4.393.53, sli-4:6:d

b. BRUL R ENTE R RS -

cat /sys/module/lpfc/version
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U TFROZR T IEENAE A R -

0:14.4.0.9

BRXFFEEC R FME R ARIRMTIR, BESR ERFERTA"

3. JBWIE 1pfc_enable fc4 type REN 3:

cat /sys/module/lpfc/parameters/lpfc enable fc4 type

4. WIERB I UEEREFKO:

cat /sys/class/fc _host/host*/port name

T RAEREOARR

0x100000109b£f044b1
0x100000109b£044b2

o. WIERThiZRF s B S B

cat /sys/class/fc host/host*/port state

(NVE=EIVR ik

Online

Online

6. IWIENVMe/FCEIEFIRARTEBEAEEINEOE N :

cat /sys/class/scsi_host/host*/nvme info
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Bl

NVME Initiator Enabled

XRI Dist 1lpfcO Total 6144 IO 5894 ELS 250

NVME LPORT lpfcO WWPN x100000109b954518 WWNN x200000109b954518
DID x020700 ONLINE

NVME RPORT WWPN x2022d03%eaa7dfc8 WWNN x201£d039%eaa7dfc8
DID x020b03 TARGET DISCSRVC ONLINE
NVME RPORT WWPN x2023d039%e¢aa7dfc8 WWNN x201fd039%eaa7dfc8

DID x020103 TARGET DISCSRVC ONLINE

NVME Statistics
LS: Xmt 0000000548 Cmpl 0000000548 Abort 00000000
LS XMIT: Err 00000000 CMPL: xb 00000000 Err 00000000
Total FCP Cmpl 0000000000001a68 Issue 0000000000001a68 OutIO
0000000000000000
abort 00000000 noxri 00000000 nondlp 00000000 gdepth
00000000 wgerr 00000000 err 00000000
FCP CMPL: xb 00000000 Err 00000000

NVME Initiator Enabled

XRI Dist 1lpfcl Total 6144 IO 5894 ELS 250

NVME LPORT lpfcl WWPN x1000001090954519 WWNN x2000001090954519
DID x020500 ONLINE

NVME RPORT WWPN x2027d039%eaa7dfc8 WWNN x2025d039%eaa7dfc8
DID x020b01 TARGET DISCSRVC ONLINE

NVME Statistics
LS: Xmt 00000005ab Cmpl 00000005ab Abort 00000000
LS XMIT: Err 00000000 CMPL: xb 00000000 Err 00000000
Total FCP Cmpl 0000000000086cel Issue 0000000000086ce2 OutIO
0000000000000001
abort 0000009c noxri 00000000 nondlp 00000002 gdepth
00000000 wgerr 00000000 err 00000000
FCP CMPL: xb 000000b8 Err 000000b8

NVME Initiator Enabled

XRI Dist 1lpfc2 Total 6144 IO 5894 ELS 250

NVME LPORT lpfc2 WWPN x1000001090f044b1 WWNN x2000001090f044bl
DID x022a00 ONLINE

NVME RPORT WWPN x2027d03%eaa7dfc8 WWNN x2025d039%eaa7dfc8
DID x020b01 TARGET DISCSRVC ONLINE

NVME RPORT WWPN x2011d03%eaa7dfc8 WWNN x200£d039eaa7dfc8
DID x020b02 TARGET DISCSRVC ONLINE

NVME RPORT WWPN x2002d039eaa7dfc8 WWNN x2000d03%9eaa7dfc8
DID x020b05 TARGET DISCSRVC ONLINE
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NVME RPORT
DID x021301
NVME RPORT
DID x021302
NVME RPORT

WWPN x2026d03%eaa7dfc8 WWNN x2025d039%eaa7dfc8

TARGET DISCSRVC ONLINE

WWPN x2010d03%eaa7dfc8 WWNN x200fd039%eaa7dfc8

TARGET DISCSRVC ONLINE

WWPN x2001d03%eaa7dfc8 WWNN x2000d039%eaa7dfc8
DID x021305 TARGET DISCSRVC ONLINE

NVME Statistics

LS: Xmt 000000cl1l86 Cmpl 000000cl86 Abort 00000000

LS XMIT: Err 00000000 CMPL: xb 00000000 Err 00000000

Total FCP Cmpl 00000000c348ca37 Issue 00000000c3344057 OutIO

ffffffffffeb7620
abort 0000815b noxri 000018b5 nondlp

00000000 wgerr 00000000 err 00000000

FCP CMPL: xb 0000915b Err 000c6091

NVME Initiator Enabled
XRI Dist 1lpfc3 Total 6144 IO 5894 ELS 250
NVME LPORT lpfc3 WWPN x100000109b£f044b2 WWNN

DID x021b00
NVME RPORT
DID x020101
NVME RPORT
DID x020102
NVME RPORT
DID x020105
NVME RPORT
DID x022901
NVME RPORT
DID x022902
NVME RPORT
DID x022905

ONLINE
WWPN x2028d039%eaa7dfc8
TARGET DISCSRVC ONLINE
WWPN x2012d039%eaa7dfc8
TARGET DISCSRVC ONLINE
WWPN x2003d03%eaa7dfc8
TARGET DISCSRVC ONLINE
WWPN x2029d039%eaa7dfc8
TARGET DISCSRVC ONLINE
WWPN x2013d039%ecaa7dfc8
TARGET DISCSRVC ONLINE
WWPN x2004d03%eaa7dfc8
TARGET DISCSRVC ONLINE

NVME Statistics

LS: Xmt 000000cl1l86 Cmpl 000000cl86 Abort 00000000

LS XMIT: Err 00000000 CMPL: xb 00000000 Err 00000000

Total FCP Cmpl 00000000b5761laf5 Issue 00000000b564b55e OutIO

ffffffffffee9acd
abort 000083d7 noxri 0000l6ea nondlp 00000195 gdepth

00000000 wgerr 00000002 err 00000000

FCP CMPL: xb 000094a4 Err 000c22e7

NVMe/FC - Marvell/QLogic
7IMarvell/QLogici&Ac 28 EC ENVMe/FCo
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WWNN

WWNN

WWNN

00000116 gdepth

x2000001090£044b2
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x2000d039%eaa7dfc8

x2025d039%eaa7dfc8

x200£d039%eaa7dfc8
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g
1. IS RS R R EFHEG R B

cat /sys/class/fc _host/host*/symbolic_name

U TFRE SR T Eehi2 R A E RS -

QLE2872 FW:v9.15.06 DVR:v10.02.09.400-k
QLE2872 FW:v9.15.06 DVR:v10.02.09.400-k

2. JFIIE gl2xnvmeenable BI&EH, X, Marveli&ZE28E ] HENVMe/FCREITER:

cat /sys/module/gla2xxx/parameters/gl2xnvmeenable

FiRR%EIH 91,

NVMe/TCP

NVMe/TCP N AR Z3F B ohiEiEig(E. ik, EAILUEIHIT NVMe/TCP K& NVMe/TCP FR %M e
Z=8] “connect & "connect-all' FEhiE{E,

T
1. KEBBRHEOSE T UERIFN NVMe/TCP LIF SREVA I B ETTEEUE:

nvme discover -t tcp -w host-traddr -a traddr
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Bl

nvme discover -t tcp -w 192.168.30.15 -a 192.168.30.48

Discovery Log Number of Records 8, Generation counter 18

trtype: tcp

adrfam: ipv4

subtype: current discovery subsystem

treq: not specified

portid: 8

trsvcid: 8009

subngn: ngn.1992-
08.com.netapp:sn.51a3c9846e0cl1f08£f5dd03%eaa7dfc9:discovery
traddr: 192.168.31.49

eflags: explicit discovery connections, duplicate discovery
information

sectype: none

trtype: tcp

adrfam: ipv4

subtype: current discovery subsystem

treq: not specified

portid: 7

trsvcid: 8009

subngn: ngn.1992-
08.com.netapp:sn.51a3c9846e0cl11£f08f5dd039%aa7dfc9:discovery
traddr: 192.168.31.48

eflags: explicit discovery connections, duplicate discovery
information

sectype: none

trtype: tcp

adrfam: ipv4

subtype: current discovery subsystem

treq: not specified

portid: 6

trsvcid: 8009

subngn: ngn.1992-
08.com.netapp:sn.51a3c9846e0cl11f08f5dd03%eaa7dfc9:discovery
traddr: 192.168.30.49

eflags: explicit discovery connections, duplicate discovery
information

sectype: none



trtype: tcp

adrfam: ipv4

subtype: current discovery subsystem

treq: not specified

portid: 5

trsvcid: 8009

subngn: ngn.1992-
08.com.netapp:sn.51a3c9846e0cl1f08£f5dd03%eaa7dfc9:discovery
traddr: 192.168.30.48

eflags: explicit discovery connections, duplicate discovery
information

sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem
treq: not specified
portid: 8

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.51a3c9846e0cl11£f08f5dd03%eaa7dfc9:subsystem.Nvme
38

traddr: 192.168.31.49
eflags: none

sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem
treq: not specified
portid: 7

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.51a3c9846e0cl11f08f5dd03%eaa7’7dfc9:subsystem.Nvme
38

traddr: 192.168.31.48
eflags: none

sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem
treq: not specified
portid: 6

trsveid: 4420

subngn: ngn.1992-
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08.com.netapp:sn.51a3c9846e0cl1£f08f5dd039%eaa7dfc9:subsystem.Nvme

38
traddr: 192.168.30.49
eflags: none

sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem

treq: not specified

portid: 5

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.51a3c9846e0cl11f08f5dd03%eaa7’7dfc9:subsystem.Nvme

38
traddr: 192.168.30.48
eflags: none

sectype: none

2. ISIFE M NVMe/TCP /25h28-B45 LIF A8 2B MR R A MBS EEUE:

nvme discover -t tcp -w host-traddr -a traddr

Bl

nvme discover -t tcp -w 192.168.30.15 -a 192.168.30.48
nvme discover -t tcp -w 192.168.30.15 -a 192.168.30.49
nvme discover -t tcp -w 192.168.31.15 -a 192.168.31.48
nvme discover -t tcp -w 192.168.31.15 -a 192.168.31.49

3. iB1T nvme connect-all T RFFAESIZEFENNVMe/TCPREENER-BIRSIP Lz TS :

nvme connect-all -t tcp -w host-traddr -a traddr
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nvme connect-all -t tcp -w 192.168.30.15 -a 192.168.30.48

nvme connect-all -t tcp -w 192.168.30.15 -a
192.168.30.49
nvme connect-all -t tcp -w 192.168.31.15 -a
192.168.31.48
nvme connect-all -t tcp -w 192.168.31.15 -a

192.168.31.49

M RHEL 9.4 74, NVMe/TCP BYI&E “ctrl_loss_tmo timeout BEN&BE N “XH", Flt:

* ERRILARS (ERER) -

 BAEEFEEREM ctrl_loss_tmo timeout E AT "nvme connect' 3#& “nvme connect-all' &< (3%
M-l) o

* MRZERIZHEE, NVMe/TCP IZHISBFAERY, HESTIREAMRENERE,

S 4. (Fk) B2 udev NIRRT iopolicy

RHEL 9.6 3 NVMe-oF BYZRIA iopolicy I8 E N round-robin. INIREFEAME RHEL 9.6 HFEBEEX
iopolicy, IEHITUUTIRIE: “queue-depth €24 udev NI T:

S
1. /8 root I RTEXASRiE2EHHTFF udev MM T4

/usr/lib/udev/rules.d/71-nvmf-netapp.rules

ENEFIL Tt

vi /usr/lib/udev/rules.d/71-nvmf-netapp.rules

2. #EINetApp ONTAPIZ #2818 & iopolicy F91T, S FHIFAR:

ACTION=="add", SUBSYSTEM=="nvme-subsystem", ATTR{subsystype}=="nvm",
ATTR{model}=="NetApp ONTAP Controller", ATTR{iopolicy}="round-robin"

3. BEFIN, LUE round-robin LA queue-depth:
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ACTION=="add", SUBSYSTEM=="nvme-subsystem", ATTR{subsystype}=="nvm",
ATTR{model }=="NetApp ONTAP Controller", ATTR{iopolicy}="queue-depth"

4. BB udeviRNIH N AEK:

udevadm control --reload
udevadm trigger --subsystem-match=nvme-subsystem

O IFREFRAR LA I/0 K&, FIMN, Bi<FRY> nvme-subsys0 o

cat /sys/class/nvme-subsystem/<subsystem>/iopolicy

TREFIA T a

queue-depth.

() #iopolicy £EIFINIAFILAMINetAPp ONTAPIZFISR G, HEBER.

HIE 5: A%k, B NVMe/FC BY 1MB 1/0,

ONTAPTEiR Bz 2s #uBE iR S R AEIBEH A/ (MDTS) /I 8, XBMKERA /0 IFERA/NTE 1MB, EME
Broadcom NVMe/FC E#H&H 1MB A/N8Y 1/0 &R, ERAZIEN Ipfc FIMNE “Ipfc_sg_seg_cnt SEMEIAE
64 BN 256,

(D)  xeSBEREEFBENVMFCEH.

TE
1. 3% "Ipfc_sg_seg_cnt' BEKi&E #1256

cat /etc/modprobe.d/lpfc.conf
B ZEB R R MTF AT RFInES
options lpfc lpfc sg seg cnt=256

2. JB17 “dracut -F S8 S HEF B EN.
3. IWIFMMERT ‘Ipfc_sg_seg_cnt }9256:
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cat /sys/module/lpfc/parameters/lpfc sg seg cnt

$I% 6: IIF NVMe BEHRSE

X “nvmefc-boot-connections.service 1 “nvmf-autoconnect.service'NVMe/FC FE1EHEEIARSS "nvme-cli' &

SZEohEY, RHE=BIEA.
BoisEiE, WiF nvmefc-boot-connections.service 1 “nvmf-autoconnect.service’ BofRSZ E R o

TR

1. IFE A nvmf-autoconnect.service' BB :

systemctl status nvmf-autoconnect.service

kbt

nvmf-autoconnect.service - Connect NVMe-oF subsystems automatically
during boot

Loaded: loaded (/usr/lib/systemd/system/nvmf-
autoconnect.service; enabled; preset: disabled)

Active: inactive (dead) since Wed 2025-10-29 00:42:03 EDT; 6h ago
Main PID: 8487 (code=exited, status=0/SUCCESS) CPU: ooms

Oct 29 00:42:03 R650-14-188 systemd[1l]: Starting Connect NVMe-oF
subsystems automatically during boot...

Oct 29 00:42:03 R650-14-188 systemd[1l]: nvmf-autoconnect.service:
Deactivated successfully.

Oct 29 00:42:03 R650-14-188 systemd[1l]: Finished Connect NVMe-oF
subsystems automatically during boot.

2. IHIFRE “nvmefc-boot-connections.service' B2 A :

systemctl status nvmefc-boot-connections.service
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btk

nvmefc-boot-connections.service - Auto-connect to subsystems on FC-
NVME devices found during boot
Loaded: loaded (/usr/lib/systemd/system/nvmefc-boot-

connections.service; enabled; preset:enabled)

Active: inactive (dead) since Wed 2025-10-29 00:41:51 EDT; 6h
ago
Main PID: 4652 (code=exited, status=0/SUCCESS)

CPU: 13ms

Oct 29 00:41:51 R650-14-188 systemd[1l]: Starting Auto-connect to
subsystems on FC-NVME devices found during boot... Oct 29 00:41:51
R650-14-188 systemd[1]: nvmefc-boot-connections.service: Deactivated
successfully. Oct 29 00:41:51 R650-14-188 systemd[l]: Finished
Auto-connect to subsystems on FC-NVME devices found during boot

SBRT. BIEZRERE
FIERZNVMe ZRRIZRE. ANAKRTSHIONTAPE & a2 5 iEAFNVMe-oF L&,

p
1. BIFREERAREZNVMe L HEIZ:

cat /sys/module/nvme core/parameters/multipath

Ve =g V@S il

2. IIFFH LR B IEHRETR THENONTAPEZ = a)i) NVMe-oF 1IRE (6190, B Si%E fINetApp ONTAP
Controller, faZit5 iopolicy iI&E A round-robin) :
a. BRFRS:

cat /sys/class/nvme-subsystem/nvme-subsys*/model

VE=E IVl K
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NetApp ONTAP Controller
NetApp ONTAP Controller

b. BRI

cat /sys/class/nvme-subsystem/nvme-subsys*/iopolicy

NVE=EIVER K

queue-depth
queue-depth

3. WIER BB TN LEHEMH AL I r& =8

nvme list

Bl

Node Generic SN

/dev/nvmel00nl /dev/ngl00nl 81LJCJYaKOHhAAAAAAAf NetApp ONTAP

Controller
Namespace Usage Format FW Rev
Ox1 1.19 GB / 5.37 GB 4 KiB + 0 B 9.18.1

4. WIESMREIEHIZERESEE NENRSERSAB ERHNANAKRE:
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NVMe/FC

nvme list-subsys /dev/nvmelOOnl

Bl

nvme-subsys4 - NQN=ngn.1992-
08.com.netapp:sn.3623e199617311£09257d03%eaa7dfc9:subsystem
31

hostngn=ngn.2014-08.org.nvmexpress:uuid:
4c4c4544-0056-5410-8048-b9c04£42563

\
+- nvmel99 fc traddr=nn-0x200£d039%eaa7dfc8:pn-
0x2010d039%eaa’7dfc8,host traddr=nn-0x200000109b£f044bl:pn-
0x100000109bf044bl live optimized
+- nvme246 fc traddr=nn-0x200fd039%eaa7dfc8:pn-
0x2011d039%eaa’7dfc8,host traddr=nn-0x200000109b£f044bl:pn-
0x100000109bf044bl 1live non-optimized
+- nvme249 fc traddr=nn-0x200£d039%eaa77dfc8:pn-
0x2013d039%eaa’7dfc8,host traddr=nn-0x2000001090£f044b2:pn-
0x100000109bf044b2 live optimized
+- nvme251 fc traddr=nn-0x200£fd039%eaa7dfc8:pn-
0x2012d039%eaa’7dfc8,host traddr=nn-0x2000001090£f044b2:pn-
0x100000109bf044b2 live non-optimized

NVMe/TCP

nvme list-subsys /dev/nvmeOnl

.Nvme



Bl

nvme-subsys0 - NQN=ngn.1992-

08.com.netapp:sn.51a3c9846e0cl1£f08f5dd039%eaa7dfc9:subsystem.Nvme

1

hostngn=ngn.2014-08.org.nvmexpress:uuid:4c4c4544-0035-5910-804b-

b5c04£444d33

\

+- nvmeO tcp

traddr=192.168.30.48, trsvcid=4420, host traddr=192
src addr=192.168.30.15 live optimized

+- nvmel tecp

traddr=192.168.30.49, trsvcid=4420, host traddr=192.

src addr=192.168.30.15 live non-optimized
+- nvme2 tcp

traddr=192.168.31.48, trsvcid=4420,host traddr=192.

src addr=192.168.31.15 live optimized

+- nvme3 tcp

traddr=192.168.31.49, trsvcid=4420, host traddr=192
src_addr=192.168.31.15 live non-optimized

5. ISIFNetAppiEF BB NEINONTAP s 2 FEhE & B 1EHMI(E:

.168.30.

168.30.

168.31.

.168.31.

15,

15,

15,

15,
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7

nvme netapp ontapdevices -o column

Bl

Device Vserver Subsystem Namespace Path
NSID

/dev/nvmeOnl vs 1iscsi tcp Nvme 1 /vol/Nvmevoll/nsl

d8efef7d-4dde-447£f-b50e-b2c009298c66 26.84GB

JSON

nvme netapp ontapdevices -0 json

ETRRF
{
"ONTAPdevices": [
{
"Device":"/dev/nvmeOnl",
"Vserver":"vs iscsi tcp",

Subsystem" :"Nvmel",
"Namespace Path":"/vol/Nvmevoll/nsl",
"NSID":1,
"UUID":"d8efef7d-4dde-447f-b50e-b2c009298c66",
"LBA Size":4096,
"Namespace Size":26843545600,

by
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TR 8. IRBEREHASMHEIE
$HEE NVMe/TCP 72 RHEL 9.x EHIFIONTAPIZE KIS Z [Bl# 1T R 2AH RN S AL,

BPENTIEHBLNE — DH-HMAC-CHAP ZEIARIKER £ HHWIE, "DH-HMAC-CHAP Z3AZ NVMe
FENEIERIZER NON 5 EEREENS HIRIERANAS. ENENSFEFHITHHIIE. NVMeEH Sz H] 23
WIRR 5 3 E 5 KEXBI R,

p

£ CLI HE2E JSON XHEBEREHHEMREIE. MRFBEANFBRNFRFAIEEAR R dhchapZZH. M7
&£ config JSONX 4,
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L ITRE

EABSITRAERERETRNE NI,

1. FREXEHINQN:

cat /etc/nvme/hostngn

2. 79 RHEL 9.x E#14%RX dhchap %A,

PUTFHIH#EAR T "gen-dhchap-key @SS

nvime gen-dhchap-key -s optional secret -1 key length {3248|64} -m
HMAC function {0]1[2]|3} -n host ngn

. -s secret key in hexadecimal characters to be used to initialize
the host key

. -1 length of the resulting key in bytes

. -m HMAC function to use for key transformation

0 = none, 1- SHA-256, 2 = SHA-384, 3=SHA-512

. -n host NQN to use for key transformation

FELUTRAIA. BER—BENldhchapZ . HEFHMACIZRE N3 (SHA-512),

nvme gen-dhchap-key -m 3 -n ngn.2014-
08.org.nvmexpress:uuid:ecdade6d4-216d-1lec-b7bb-7ed30a5482c3
DHHC-

1:03:wSpuuKbBHTzCOW9JZxMBsYd9JFV8S1i9aDh22k2BR/4m852vH7KGlrJeMpzhmyjD
WOo0PJJIM6yZsTeEpGkDHMHQ255+g=":

3. ZZFONTAPIZHIZE L. RINENFHIEEF N dhchapZEiA:

vserver nvme subsystem host add -vserver <svm name> -subsystem
<subsystem> -host-ngn <host ngn> -dhchap-host-secret
<authentication host secret> -dhchap-controller-secret
<authentication controller secret> -dhchap-hash-function {sha-
256 |sha-512} -dhchap-group {none|2048-bit|3072-bit|4096-bit|6144-
bit|8192-bit}

4. ENZIFRMEENS MRS Z: BEEANE. EEV L. EZEIONTAPIEHISSHIRIEFMES B 1R
WA &S Edhchap®8a



nvme connect -t tcp -w <host-traddr> -a <tr-addr> -n <host ngn> -S
<authentication host secret> -C <authentication controller secret>

5. I&JF nvme connect authentication #3<. IIEFHFIZHIEEdhchapZih:

a. IIEFHdhchap®h:

cat /sys/class/nvme-subsystem/<nvme-subsysX>/nvme*/dhchap secret

ERBEREENTAREE

cat /sys/class/nvme-subsystem/nvme-subsysl/nvme*/dhchap secret
DHHC-1:01:hhdIYK7rGxHiNYS4d421GxHeDRUAUYOvmdgCp/NOaYND2PSc :
DHHC-1:01:hhdIYK7rGxHiNYS4d421GxHeDRUAuUYOvmdgCp/NOaYND2PSc:
DHHC-1:01:hhdIYK7rGxHiNYS4d421GxHeDRUAuUYOvmdgCp/NOaYND2PSc:
DHHC-1:01:hhdIYK7rGxHiNYS4d421GxHeDRUAUYOvmdgCp/NOaYND2PSc:

b. I8iFizHI28dhchap® A :

cat /sys/class/nvme-subsystem/<nvme-
subsysX>/nvme*/dhchap ctrl secret

BN AE BTG5

cat /sys/class/nvme-subsystem/nvme-
subsys*/nvme*/dhchap ctrl secret

DHHC-
1:03:ZCRrPOMQOeXhFitT7FvvE/3P6K/qY1HESMSfM8nLIESJIAOIbIK/T6m00y
gJgjmOVrRlrgrnHzjtWImsnoVBO3rPDGEk=":

DHHC-
1:03:ZCRrPOMQOeXhFitT7FvvE/3P6K/qY1HESMSfM8nLIESJIAOIbIK/T6m00y
gJdgjmOVrRlrgrnHzjtWImsnoVBO3rPDGEk=":

DHHC-
1:03:ZCRrPOMQOeXhFitT7FvvE/3P6K/qY1HESMSfM8nLIESJIAOIbIK/T6m00y
gJgjmOVrRlrgrnHzjtWImsnoVBO3rPDGEk=":

DHHC-
1:03:ZCRrPOMQOeXhFitT7FvvE/3P6K/qY1HESMSEM8nLIESJIAOIbIK/T6m00y
gJdgjmOVrRlrgrnHzjtWImsnoVBO3rPDGEk=:
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JSON

L ONTAPIZEHIZZ LB Z 1 NVMe FRZ TR, EBILUER “/etc/nvme/config.json' X5 ‘nvme
connect-all' #8%,

R -0 I AR JSON X, BXREZIEEIE, 15E% NVMe connect-all F1,

1. BoE JSON 14,

(D ELULTFREIH, dhchap key" HNF dhchap secret’ M dhchap ctrl key®
MRF “dhchap ctrl secreto
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Bl

cat /etc/nvme/config.json
[

{

"hostngn":"ngn.2014-08.org.nvmexpress:uuid:4c4c4544-0035-5910-
804b-b5c04f£444d33",

"hostid":"4c4c4544-0035-5910-804b-b5c04£4444d33",

"dhchap key":"DHHC-
1:01:GhgalS+0h0W/IxKhSa0iaMHgl7SOHRTzBduPzoJ6LKEJs3/f:",

"subsystems": [

{

"ngn":"ngn.1992-
08.com.netapp:sn.2c0c80d9873all1f0bc60d039%eabbecbod: subsystem.istp
MNTC subsys",

"ports": [

{
"transport":"tcp",
"traddr":"192.168.30.44",

"host traddr":"192.168.30.15",

"trsvcid":"4420",

"dhchap ctrl key":"DHHC-
1:03:GaraC0840/uM0jF4rKJI1lgTy22bVoVOdRnIM+9Q0DfQRNVWIDHf PU2LrK5Y+/
XG8iGcRtBCdm3
fYm3ZmO6NiepCOROY5Q=":"

by
{

"transport":"tcp",

"traddr":"192.168.30.45"

"host traddr":"192.168.30.15",

"trsvcid":"4420",

"dhchap ctrl key":"DHHC-
1:03:GaraC0840/uM0jF4rKJ1lgTy22bVoVOdRn1M+9QDfQRNVwWIDHfPU2LrK5Y+/
XG81iGcRtBCdm3
fYm3ZmO6NiepCOROY5Q=":"

by
{
"transport":"tcp",
"traddr":"192.168.31.44",

"host traddr":"192.168.31.15",

"trsvcid":"4420",

"dhchap ctrl key":"DHHC-

1:03:
GaraC0840/uM0jF4rKJ1lgTy22bVoVOdRn1IM+9Q0DfQRNVWIDHf PU2LrK5Y+/XG81G
c
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RtBCAm3fYm3ZmO6NiepCOROY5Q=":" },
{

"transport":"tcp",

"traddr":"192.168.31.45",

"host traddr":"192.168.31.15",

"trsvcid":"4420",

"dhchap ctrl key":"DHHC-

1:03:
GaraC0840/uM0jF4rKJ1gTy22bVoVOdRn1IM+9Q0DfQRNVWIDHf PU2LrK5Y+/XG81G
cRtBCAm3£fYm3ZmO6NiepCORoY5Q=:"

}

2. f£Fconfig JSONX 1% EIONTAPIE 28 :

nvme connect-all -J /etc/nvme/config.json

Bl

already connected to hostngn=ngn.2014-
08.org.nvmexpress:uuid:4c4c4544-0035-5910-804b-

b5c04£444d33, ngn=nqgn.1992-
08.com.netapp:sn.2c0c80d9873allf0bc60d039%eabbcbod: subsystem.istp
MNTC subsys, transport=tcp, traddr=192.168.30.44,trsvcid=4420
already connected to hostngn=ngn.2014-
08.org.nvmexpress:uuid:4c4c4544-0035-5910-804b-

b5c04£f444d33, ngn=ngn.1992-
08.com.netapp:sn.2c0c80d9873al1f0bc60d039%eabbecbod: subsystem.istp
MNTC subsys, transport=tcp,traddr=192.168.31.44,trsvcid=4420
already connected to hostngn=ngn.2014-
08.org.nvmexpress:uuid:4c4c4544-0035-5910-804b-

b5c04£f444d33, ngn=ngn.1992-
08.com.netapp:sn.2c0c80d9873all1f0bc60d039%eabbcbod: subsystem.istp
MNTC subsys, transport=tcp, traddr=192.168.30.45,trsvcid=4420
already connected to hostngn=ngn.2014-
08.org.nvmexpress:uuid:4c4c4544-0035-5910-804b-

b5c04£f444d33, ngn=nqgn.1992-
08.com.netapp:sn.2c0c80d9873all1f0bc60d039%eabbcbod: subsystem.istp
MNTC subsys, transport=tcp, traddr=192.168.31.45,trsvcid=4420
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3. WIFREENENFRYSRIMERNITHIZEE FAdhchapZig

a. IIEFEHdhchap®h:

cat /sys/class/nvme-subsystem/nvme-subsys96/nvme96/dhchap secret

UTFRBIERT dhchap Z$A:

DHHC-1:01:hhdIYK7rGxHiNYS4d421GxHeDRUAUYOvmdgCp/NOaYND2PSc:

b. I8iFizkI28dhchapZE$A:

cat /sys/class/nvme-subsystem/nvme-

subsys96/nvme96/dhchap ctrl secret

BN ZEBBIRMUT AT RFIB

DHHC-

1:03:ZCRrPIMQOeXhFitT7FvvE/3P6K/qY1HfSMmSfM8nLjESJIdOFbjK/J6m00ygdgimO
VrRlrgrnHzjtWImsnoVBO3rPDGEk=:

F9% . EEEHN)H
XEEE BRI

NetApp 51X ID

1503468

"1479047"

PR
£ RHEL 9.1 #, “nvme list-subsys % &

;ﬁ@éﬁi?%éﬁﬂ’ﬂég NVMe =525

RHEL 9.0 NVMe-oF EHBIEEEMRFAL
Iz Hl2s (PDC)

Description

X “nvme list-subsys S IREILATEF RS

# NVMe 1£#I28515R. 7 RHEL91 +,
LtEr S B R FRAPFIG R T EINITHIZ:
KE ANA R, HTF ANA Jku%’éﬂ\ﬁ%
Z2ENEM, FELZi<R wTEﬁ’ﬁ/l\
R TR RSN E—ITHI2ERE

7£ NVMe-oF IMJ:, EOILUEA nvme
discover -p ¥ EJE PDC, {FRIttan
L, 81 kER-BirEEaREERIE—
PDC, BZE, WMREE NVMe-oF £H] LIz
FTONTAP 9.10.1 M RHEL 9.0, M&kXA
1T nvme discover -p NE=BIE—1E
S8 PDC, XESHENMBEMLE LA
BHNAREHRE,
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https://mysupport.netapp.com/site/bugs-online/product/HOSTUTILITIES/BURT/1479047

BidE RHEL 8.x LLfEEFH NVMe-oF F1ONTAPZfi#

Red Hat Enterpirse Linux (RHEL) ENZ FEBIEXIFRap & =alA10] (ANA) B9 NVMe over
Fibre Channel (NVMe/FC) 1 NVMe over TCP (NVMe/TCP) /%, ANA {5 iSCSI #
FCP IFEFRRYIEIT FRZ AR T kiRl (ALUA) M % B 1ZThEE.

T #2A{A 7 RHEL 8.x BECE& NVMe over Fabrics (NVMe-oF) £l MNEEZFMINEEEE, 1585 "RHEL
ONTAPZ##1Ih8E"S

NVMe-oF 5 RHEL 8.x Z{E A FTEXIPRE!:

* BEIFAXIFEA NVMe-oF 11X SAN Bz,
* 7£ RHEL 8.x B9 NVMe-oF E#1.L, RIZA NVMe LREZRINGCTFEZARS; BUAFHERE,
* BFEMEH, NVMe/TCP BI{EARK AT M(ER,

1% (AIIE)BFASANSEN

TR AR E EALAGER SAN BapkELEiBH RS A Bt EA"ERFIERTAE"TWIEER Linux 2R
gi. FHSLEECEE (HBA). HBAElfF. HBA B3 BIOS FIONTAPIRAZ S 245 SAN BEf,

PTIE
1. "BIE NVMe &3 2 =8l FH IS EART R EH" o
2. 7£BR%328 BIOS H1J SAN Brhan & = a it IR O /2 A SAN BE.

BXWNFEEA HBABIOS IR, BS RN T AN,

3. EfRMENHARIHRERAR T ERNFETIET.

HIE 2. L RHEL 1 NVMe {4 HIGIFEHEI S
E ) NVMe-oF EEBFH], BEBLEFNM NVMe #EE, BEZKREZE, HIWIFEN NQN BE,

p
1. EARS B L RE RHEL 8.xc RETAGE, BWIATIETHEHR RHEL 8.x WiZ:

uname -—-r

RHEL R#Zhr4Rf:

4.18.0-553.e18 10.x86 64

2. L% NVMe-CLT B4E:

rpm -gal|grep nvme-cli

154


https://mysupport.netapp.com/matrix/#welcome
https://mysupport.netapp.com/matrix/#welcome
https://mysupport.netapp.com/matrix/#welcome
https://mysupport.netapp.com/matrix/#welcome
https://mysupport.netapp.com/matrix/#welcome
https://mysupport.netapp.com/matrix/#welcome
https://mysupport.netapp.com/matrix/#welcome
https://mysupport.netapp.com/matrix/#welcome
https://mysupport.netapp.com/matrix/#welcome
https://mysupport.netapp.com/matrix/#welcome
https://mysupport.netapp.com/matrix/#welcome
https://mysupport.netapp.com/matrix/#welcome
https://mysupport.netapp.com/matrix/#welcome
https://mysupport.netapp.com/matrix/#welcome
https://mysupport.netapp.com/matrix/#welcome
https://docs.netapp.com/us-en/ontap/san-admin/create-nvme-namespace-subsystem-task.html
https://docs.netapp.com/us-en/ontap/san-admin/create-nvme-namespace-subsystem-task.html
https://docs.netapp.com/us-en/ontap/san-admin/create-nvme-namespace-subsystem-task.html
https://docs.netapp.com/us-en/ontap/san-admin/create-nvme-namespace-subsystem-task.html
https://docs.netapp.com/us-en/ontap/san-admin/create-nvme-namespace-subsystem-task.html
https://docs.netapp.com/us-en/ontap/san-admin/create-nvme-namespace-subsystem-task.html
https://docs.netapp.com/us-en/ontap/san-admin/create-nvme-namespace-subsystem-task.html
https://docs.netapp.com/us-en/ontap/san-admin/create-nvme-namespace-subsystem-task.html
https://docs.netapp.com/us-en/ontap/san-admin/create-nvme-namespace-subsystem-task.html
https://docs.netapp.com/us-en/ontap/san-admin/create-nvme-namespace-subsystem-task.html
https://docs.netapp.com/us-en/ontap/san-admin/create-nvme-namespace-subsystem-task.html
https://docs.netapp.com/us-en/ontap/san-admin/create-nvme-namespace-subsystem-task.html
https://docs.netapp.com/us-en/ontap/san-admin/create-nvme-namespace-subsystem-task.html
https://docs.netapp.com/us-en/ontap/san-admin/create-nvme-namespace-subsystem-task.html
https://docs.netapp.com/us-en/ontap/san-admin/create-nvme-namespace-subsystem-task.html
https://docs.netapp.com/us-en/ontap/san-admin/create-nvme-namespace-subsystem-task.html
https://docs.netapp.com/us-en/ontap/san-admin/create-nvme-namespace-subsystem-task.html
https://docs.netapp.com/us-en/ontap/san-admin/create-nvme-namespace-subsystem-task.html
https://docs.netapp.com/us-en/ontap/san-admin/create-nvme-namespace-subsystem-task.html
https://docs.netapp.com/us-en/ontap/san-admin/create-nvme-namespace-subsystem-task.html
https://docs.netapp.com/us-en/ontap/san-admin/create-nvme-namespace-subsystem-task.html
https://docs.netapp.com/us-en/ontap/san-admin/create-nvme-namespace-subsystem-task.html
https://docs.netapp.com/us-en/ontap/san-admin/create-nvme-namespace-subsystem-task.html
https://docs.netapp.com/us-en/ontap/san-admin/create-nvme-namespace-subsystem-task.html
https://docs.netapp.com/us-en/ontap/san-admin/create-nvme-namespace-subsystem-task.html
https://docs.netapp.com/us-en/ontap/san-admin/create-nvme-namespace-subsystem-task.html
https://docs.netapp.com/us-en/ontap/san-admin/create-nvme-namespace-subsystem-task.html
https://docs.netapp.com/us-en/ontap/san-admin/create-nvme-namespace-subsystem-task.html
https://docs.netapp.com/us-en/ontap/san-admin/create-nvme-namespace-subsystem-task.html

UTFREIETT nvme-cli 3014 ELRRZS :
nvme-cli-1.16-9.e18.x86 64
- BE libnvme HHFE:
rpm -ga|grep libnvme
UTFRBIERT libnvme IREFEHRES:
libnvme-1.4-3.e18.x86 64

- BRAAZ NVMe &z,

grubby --args=nvme core.multipath=Y --update-kernel /boot/vmlinuz-
4.18.0-553.e18 10.x86 64

. £ RHEL 8.x E#1E, ¥ nostngn F&H " /etc/nvme/hostngn:

cat /etc/nvme/hostngn

TEMNGFRRT hostngn hras:

ngn.2014-08.org.nvmexpress:uuid:4c4c4544-0032-3410-8035-b8c04f4c5132

. ZEONTAPZ4H, WIFLTER: “hostngn FRTERILAD “hostngn' ONTAPTEE R A HHEN F R AR FRI A

::> vserver nvme subsystem host show -vserver vs fcnvme 141

kRl
Vserver Subsystem Host NON
vs 25 2742 rhel 101 QLe2772 ngn.2014-

08.org.nvmexpress:uuid:546399fc-160f-11e5-89%9aa-98be%942440ca
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@ YR “hostngn' ERTEARILHD, iBFER vserver modify 58 K E# "hostngn 1B ONTAPTEE
RAF AR EMNFRFERLILE "hostngn' FRFER R “/etc/nvme/hostngn 7EEA L,

7. BRI EN.

AT ER—FENLIZTT NVMe # SCSIRE, NetAppEiNIHONTAPHR & = Bl AN Z
NVMe %12, ITONTAP LUN {8 dm-multipath, 33T B5LE dm-multipath FBSONTAPE
a& %, BB AN enable_foreign' & B A ‘/etc/multipath.conf X4 :

(:) cat /etc/multipath.conf
defaults {
enable foreign NONE

$ & 3. ECE NVMe/FC 71 NVMe/TCP

&/ Broadcom/Emulex 3¢ Marvell/QLogic i&A22sAc & NVMe/FC, FERFohAMMEZIR(ERE
NVMe/TCP,
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NVMe/FC - {&i&/Emulex
JIBroadcom/Emulexi&fczsEc ENVMe/FC,

TR
1. BT ERRNERRE S EE R

a. B EEIZIR:
cat /sys/class/scsi host/host*/modelname
NVE=EIIV @S il e

LPe32002-M2
LPe32002-M2

cat /sys/class/scsi_host/host*/modeldesc
BRIZ=ERIRMT LTRGBS

Emulex LightPulse LPe32002-M2 2-Port 32Gb Fibre Channel Adapter
Emulex LightPulse LPe32002-M2 2-Port 32Gb Fibre Channel Adapter

2. WiINEERNZEREINABroadcom 1pfc BEHMRNBIREHIZF
a. BREHARZ:

cat /sys/class/scsi_host/host*/fwrev
Zep Rl E kA

14.2.539.21, sli-4:2:c
14.2.539.21, sli-4:2:c

b. BRUL R ENTE R RS -

cat /sys/module/lpfc/version
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U TFROZR T IEENAE A R -

0:14.0.0.21

BRXFFEEC R FME R ARIRMTIR, BESR ERFERTA"

3. JBWIE 1pfc_enable fc4 type REN 3:

cat /sys/module/lpfc/parameters/lpfc enable fc4 type

4. WIERB I UEEREFKO:

cat /sys/class/fc _host/host*/port name

BB B/RFEIATF LA TSRS |

0x10000090faelec88
0x10000090faelec89

o. WIERThiZRF s B S B

cat /sys/class/fc host/host*/port state

(NVE=EIVR ik

Online

Online

6. IWIENVMe/FCEIEFIRARTEBEAEEINEOE N :

cat /sys/class/scsi_host/host*/nvme info
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i
MEZ7IN

Nl

NVME Initiator Enabled

XRI Dist 1lpfcO Total 6144 IO 5894 ELS 250

NVME LPORT lpfcO WWPN x100000109bf044bl WWNN x200000109bf044bl
DID x022a00 ONLINE

NVME RPORT WWPN x211ad039%ecaa77dfc8 WWNN x2119d039%9eaa7dfc8
DID x021302 TARGET DISCSRVC ONLINE
NVME RPORT WWPN x211cd03%eaa7dfc8 WWNN x2119d039%eaa7dfc8

DID x020b02 TARGET DISCSRVC ONLINE

NVME Statistics
LS: Xmt 00000001ff Cmpl 00000001ff Abort 00000000
LS XMIT: Err 00000000 CMPL: xb 00000000 Err 00000000
Total FCP Cmpl 0000000001330ec7 Issue 0000000001330ec9 OutIO
0000000000000002
abort 00000330 noxri 00000000 nondlp 0000000b gdepth
00000000 wgerr 00000000 err 00000000
FCP CMPL: xb 00000354 Err 00000361

NVME Initiator Enabled

XRI Dist 1lpfcl Total 6144 IO 5894 ELS 250

NVME LPORT lpfcl WWPN x1000001090bf044b2 WWNN x2000001090f044b2
DID x021b00 ONLINE

NVME RPORT WIWPN x211bd03%eaa7dfc8 WWNN x2119d039%eaa7dfc8
DID x022902 TARGET DISCSRVC ONLINE
NVME RPORT WWPN x211dd039%eaa7dfc8 WWNN x2119d039%ecaa7dfc8

DID x020102 TARGET DISCSRVC ONLINE

NVME Statistics
LS: Xmt 00000001ff Cmpl 00000001ff Abort 00000000
LS XMIT: Err 00000000 CMPL: xb 00000000 Err 00000000
Total FCP Cmpl 00000000012ec220 Issue 00000000012ec222 OutIO
0000000000000002
abort 0000033b noxri 00000000 nondlp 00000085 gdepth
00000000 wgerr 00000000 err 00000000
FCP CMPL: xb 00000368 Err 00000382

NVMe/FC - Marvell/QLogic
7IMarvell/QLogiciaft2sfc ENVMe/FCo

-
1. BOE

AN SRS EFME AR DR
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cat /sys/class/fc host/host*/symbolic name

TR SR T Rehi2 R E RS

QLE2742 FW: v9.10.11 DVR: v10.02.08.200-k
QLE2742 FW: v9.10.11 DVR: v10.02.08.200-k

2. JEIIE gl2xnvmeenable BI&E. X, Marveli&fitzs@r HYENVMe/FCRTHIEF:

cat /sys/module/glaZxxx/parameters/gl2xnvmeenable

FiRR%EIH 910

NVMe/TCP

NVMe/TCP MY A 235 B ohiEiEiefE, 8k, ErILUEIHIT NVMe/TCP K& NVMe/TCP F&R %M e
& Z58) "connect 2#& connect-all' F&hig{E.

PIE
1. KEBIRIHOSE T UESEHN NVMe/TCP LIF FEUA I B ST mEmEE:

nvme discover -t tcp -w host-traddr -a traddr
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Bl

nvme discover -t tcp -w 192.168.2.31 -a 192.168.2.25
Discovery Log Number of Records 8, Generation counter 18

trtype: tcp

adrfam: ipv4

subtype: unrecognized

treq: not specified.

portid: O

trsvcid: 8009

subngn: ngn.1992-
08.com.netapp:sn.alb2b785b9%dellee8e7fd03%a% 8ae9:discovery
traddr: 192.168.1.25

sectype: none

trtype: tcp

adrfam: ipv4

subtype: unrecognized

treq: not specified.

portid: 1

trsvcid: 8009

subngn: ngn.1992-
08.com.netapp:sn.alb2b785b9%dellee8e7fd039%a%e8ae9:discovery
traddr: 192.168.2.26

sectype: none

2. ISIFEMNVMe/TCPEEHIZEF-BfLIFASEE T URINRE AT B S mEdE:

nvme discover -t tcp -w host-traddr -a traddr

Bl
nvme discover -t tcp -w 192.168.2.31 -a 192.168.2.25
nvme discover -t tcp -w 192.168.1.31 -a 192.168.1.24
nvme discover -t tcp -w 192.168.2.31 -a 192.168.2.26
nvme discover -t tcp -w 192.168.1.31 -a 192.168.1.25

3. JB1T nvme connect-all ETRPFFAEZSZIFNNVMe/TCPEENTER-BIRSIP LIZ TS :
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nvme connect-all -t tcp -w host-traddr -a traddr
bzl

.31 -a 192.168.2.25 -1 1800
.31 -a 192.168.1.24 -1 1800
.31 -a 192.168.2.26 -1 1800
.31 -a 192.168.1.25 -1 1800

nvme connect-all -t tcp -w 192.168.
nvme connect-all -t tcp -w 192.168.
nvme connect-all -t tcp -w 192.168.

=N RN

nvme connect-all -t tcp -w 192.168.

$IE 4. (F%) 79 NVMelFC 2R 1MB 110

ONTAP7EIRFIiEHI 28 R IRE R ASUEE WA/ (MDTS) K 8, XEKERK I/0 IBFERA/NAIX 1IMB, EF
Broadcom NVMe/FC FEHAH 1MB A/N8Y 1/0 35K, ERIZIEN Ipfc BINE “Ipfc_sg_seg_cnt SEMERIAE
64 BN 256,

()  =ESEREEFEENMeFCEL

pZ
1. %% “Ipfc_sg_seg_cnt BEIGE 1256

cat /etc/modprobe.d/lpfc.conf
BRZ=BRIEMTF AT RFI8ES
options lpfc lpfc sg seg cnt=256

2. j&97 ‘dracut -f s L HEFBEIEN.
3. IIFMERT Ipfc_sg_seg_cnt }1256:

cat /sys/module/lpfc/parameters/lpfc_sg seg cnt
$B 5. WIFZRERE

FIERZNVMeZ RRIZRE. ANAKRSHIONTAPE & a2 5 iEFAFNVMe-oFELE,

p
1. BIFREERARZNVMe L HIZ:
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cat /sys/module/nvme core/parameters/multipath

NVE=E VRSl K

2. IIEMEN ONTAPER & ERNIEHNVMe-oF IR E (130, ZYSiEE SINetApp ONTAPIZHIZR. A% F#iopolicyi&
BENET) RS EfMRMEENL:
a. B RFRS:
cat /sys/class/nvme-subsystem/nvme-subsys*/model

EER

NetApp ONTAP Controller
NetApp ONTAP Controller

cat /sys/class/nvme-subsystem/nvme-subsys*/iopolicy

(VE=EIVE ik

round-robin

round-robin

3. WIFRREEEN LEIEHIEHL MR (8.

nvme list
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Bl

/dev/nvmednl 81Ix2BVuekWcAAAAAAAB NetApp ONTAP Controller

Namespace Usage Format FW Rev

1 21.47 GB / 21.47 GB 4 KiB + 0 B 1T

4. WIS M REIEFIRRESEE NEIRS ERS A ERBNANAKE:

164

nvme list-subsys /dev/nvmeOnl

B~ NVMe/FC 5l

nvme-subsys0 - NQN=nqgn.1992-
08.com.netapp:sn.0cd%eldclecllee8e7fd039%a%8ae9:subsystem.nvme
\

+- nvmel fc traddr=nn-0x2005d039%eaa7dfc8:pn-0x2086d039%ecaa7dfc8
host traddr=nn-0x20000024£f£f752e6d:pn-0x21000024£ff752e6d live non-
optimized

+- nvme2 fc traddr=nn-0x2005d039%eaa7dfc8:pn-0x2016d039%ecaa7dfc8
host traddr=nn-0x20000024£f£f752e6c:pn-0x21000024££f752e6c live
optimized

+- nvme3 fc traddr=nn-0x2005d039%eaa7dfc8:pn-0x2081d039%ecaa7dfc8
host traddr=nn-0x20000024ff752e6c:pn-0x21000024£f£f752e6c live non-
optimized

+- nvmed4 fc traddr=nn-0x2005d039%eaa7dfc8:pn-0x2087d039%ecaa7dfc8
host traddr=nn-0x20000024ff752e6d:pn-0x21000024f£f752e6d live
optimized



B~ NVMe/TCP fjl

nvme-subsys0 - NQN=ngn.1992-

08.com.netapp:sn.alb2b785b9dellee8e7£d039%al%e8ael:subsystem.nvme tcp

1

\

+- nvmeO tcp traddr=192.

host traddr=192.168.2.31
+- nvmel tcp traddr=192
host traddr=192.168.2.31

+- nvme2 tcp traddr=192.

host traddr=192.168.1.31

+- nvme3 tcp traddr=192.

host traddr=192.168.1.31

o WIFRBEE TN LIBRHEMELI R

nvme list

Bl

168.2.26 trsvcid=4420
live non-optimized

.168.2.25 trsvcid=4420

live optimized
168.1.25 trsvcid=4420
live non-optimized
168.1.24 trsvcid=4420
live optimized

==|8):

/dev/nvmednl 81Ix2BVuekWcAAAAAAAB NetApp ONTAP Controller

Namespace Usage Format

1 21.47 GB / 21.47 GB 4 KiB + 0 B BT T

6. IOIFNetAppiEF 2B NEPNONTAP v R a1& & B EHfRI(E:
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7

nvme netapp ontapdevices -o column

Bl

Device Vserver Namespace Path

/dev/nvmeOnl tcpiscsi 129 /vol/tcpnvme 1 0 0/tcpnvme ns

NSID UUID Size
1 05¢c2¢c351-5d7£-41d7-9bd8-1a56¢ 21.47GB
JSON

nvme netapp ontapdevices -0 json

Rl
{
"ONTAPdevices": [
{
"Device": "/dev/nvmeOnl",
"Vserver": "tcpiscsi 129",

"Namespace Path”: /vol/tcpnvme 1 0 O/tcpnvme ns ",
"NSID": 1,
"UUID": " 05c2c351-5d7£-41d7-9bd8-1a56c160c80b ",
"Size2: "21.47GB",
"LBA Data Size": 4096,
"Namespace Size" : 5242880

I
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F6L . BHEHMIRA

XEZ BRI :

NetApp £5i% ID
"1479047"

ZELinux

Rk

RHEL 8.x NVMe-oF FHRIEEEMNIFAL
IizHI28 (PDC)

T fi# Rocky Linux 3TONTAP BYZ#FF1IhEE

£ NVMe over Fabrics (NVMe-oF) #1TEHECE P2 :H9TNEEEIONTAPAI Rocky Linux

YRR ST =
TheE

LZEHERFHIIE,

NVMe/TCP fERRE & il e

125

NVMe/TCP @—IN5see = xR Ihee

FE—FH L NVMe #1 SCSI iE, NVMe-oF @& 8.2 HEShRZA

Rocky Linux E#kkZs
RHEL F#FONTAP#ZE #2582 [8)3@1 NVMe/TCP £#F 9.3 sk E Sk~

ZalfEA NVMe %E&1E, SCSILUN {#H dm Zi&

PA
2o

T RFIEE FIZITRIONTAPKRZAS 4017,

Thie

AINBR TERRE NVMe Zi81Z,

SAN BrpBi@Eis NVMe/FC i B A

X ‘nvme-cli ZR LB E BEEREIA, TEE=FHE,

Z<H1 udev FMTE nvme-cli BHH NVMe ZEIZIRMMEIF 2 2 T

®

BEXRXFEERNFAEE, BRI EIEFERTA

Z2i8) ‘nvme-cli’ 8.2 BXE S hRAS

9.0 IWEShrZA

Description

7£ NVMe-oF E# L, ATLUAEA“nvme
discover -p"ti <l PDC, fERILLa<aT
, BNAES-BirAEReetlE—
PDC, 1852, WMREE NVMe-oF FH] LiE
1T RHEL 8.x, M X 1T“nvme discover
-p’BE=EIR— 1 EER PDC, X2FH
FAAME IS EEFEN AN EEE,

ONTAP ks
9.12.1 HEHhRZA

9.10.1 HEFhRZA

9.10.1 HEFhRZA

9.4 ESHRZA

ONTAPZ#FLLTF SAN EAH1IHEE,

Rocky Linux E4hRZ
10.0 E=ARA

9.4 EShRZA

8.2 EShrA

8.2 E S hZA
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T—%

MRIEH Rocky Linux fRZASZE...... THR......

102751 "}J Rocky Linux 10.x B2& NVMe"
9R% "}J Rocky Linux 9.x Bt & NVMe"
8Z&5I "} Rocky Linux 8.x BZE& NVMe"
HEXER

"TRRANFIE IR NVMe fMY"

ACE Rocky Linux 10.x {3235 NVMe-oF F1ONTAP7Zf#

Rocky Linux M ZFETF HFBEER NVMe (NVMe/FC) F1ETF TCP B9 NVMe
(NVMe/TCP) ¥, HZHHEEXFRas& =ali41a) (ANA), ANA 125 iSCSI 1 FCP I£1%
RRYIEXSFRIZAEE TTIAIR] (ALUA) S5 % BR1ZIHEE,

T #2A0{A 7 Rocky Linux 10.x BEZE NVMe over Fabrics (NVMe-oF) E£#l. MNEEZLIFMINGEREE, B2
"Rocky Linux ONTAPZ#F#1ThEE"S

NVMe-oF 5 Rocky Linux 10.x 7ZZE LA T EXIPEH!:

* X ‘nvme disconnect-all Zip S =M F RN G R AT EIEXH RS, FJREESHARTEATE. BT ET
NVMe-TCP 3 NVMe-FC fi& =E]M SAN B RS EHITIIRE,

E1%: (FIi%) B HSANEL]

O] LAFRE EHLUER SAN BapkEIVHEHRE AT Bt FA EIREEERTE TWIEER Linux I#ER
2. EHELLIERES (HBA). HBA Ef. HBA EEh BIOS FIONTAPKRZAZRE 25 SAN BEh,

T
1. "BIE NVMe #3& =8l FH IS EART R EH" 6
2. 7£RR%528 BIOS ) SAN Brhdn & = ia]iRET 2 A9 O /2 B SAN BE.

BXfAIEA HBABIOS ER, BSMMNE T A,
3. EfRMENHARIHRERRR T ERNFETIET.
S, 2. RE Rocky Linux 7] NVMe {4 HIIEERECE
E£79 NVMe-oF FEEFEH, BREBLETNN NVMe HEE, BEZRBIF, HIIEEHN NON iCE,
p

1. 1TEARSS 28 £ &% Rocky Linux 10.x0 RESERG, BERINEEITHREFIER Rocky Linux 10.x 1%:

uname -—r
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Rocky Linux R#ZiRZs7 451 :

6.12.0-55.9.1.e110 0.x86 64

. B NyMe-cLT TR

rpm -galgrep nvme-cli

TERNGIFERTRT nvme-cli 2GRk :

nvme-cli-2.11-5.e110.x86 64

. R 1ibnvme S

rpm -galgrep libnvme

TENGFRTRT libnvme B4 EhRZS

libnvme-1.11.1-1.e110.x86 64

- FEEHN L, ¥E hostngn FRFE /etc/nvme/hostngn

cat /etc/nvme/hostngn

TEHGIFRRT hostngn E:

ngn.2014-08.org.nvmexpress:uuid:4c4c4544-0056-5410-8048-b9c04£425633

. ZEONTAPZ4H, WL TEER: “hostngn' FRFEBILAD “hostngn  ONTAPEAR M R FR AN F R

::> vserver nvme subsystem host show -vserver vs nvme 194 rockylinuxlO
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Bl

Vserver Subsystem Priority Host NOQN

vs nvme 194 rockylinuxl10
nvme4
regular ngn.2014-
08.org.nvmexpress:uuid:4c4c4544-0056-5410-8048-c7c04£f425633
nvme 1
regular ngn.2014-
08.org.nvmexpress:uuid:4c4c4544-0056-5410-8048-c7c04£f425633
nvme 2
regular ngn.2014-
08.org.nvmexpress:uuid:4c4c4544-0056-5410-8048-c7¢c04£f425633
nvme 3
regular ngn.2014-
08.org.nvmexpress:uuid:4c4c4544-0056-5410-8048-c7c04£f425633
4 entries were displayed.

(D Y1 “hostngn" ERTRARILAD, iEEMA vserver modify 83 K EH “hostngn' #HN ONTAPTZf%
RAF AR LENF R LILE “hostngn' FRFER B “/etc/nvme/hostngn 7EFEA L,

#IE 3. ECE NVMe/FC 71 NVMe/TCP

f$£F3 Broadcom/Emulex % Marvell/QLogic i&ECESECE NVMe/FC, ZfERFoh&MAEFIR(ERLE
NVMe/TCP,
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NVMe/FC - {&i&/Emulex
JIBroadcom/Emulexi&fczsEc ENVMe/FC,

TR
1. BT ERRNERRE S EE R

a. B EEIZIR:
cat /sys/class/scsi host/host*/modelname
NVE=EIIV @S il e

LPe36002-M64
LPe36002-M64

cat /sys/class/scsi_host/host*/modeldesc
BRIZ=ERIRMT LTRGBS

Emulex LightPulse LPe36002-M64 2-Port 64Gb Fibre Channel Adapter
Emulex LightPulse LPe36002-M64 2-Port 64Gb Fibre Channel Adapter

2. WiINEERNZEREINABroadcom 1pfc BEHMRNBIREHIZF
a. BREHARZ:

cat /sys/class/scsi_host/host*/fwrev
Zep Rl E kA

14.0.539.16, sli-4:6:d
14.0.539.16, sli-4:6:d

b. BRUL R ENTE R RS -

cat /sys/module/lpfc/version
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U TFROZR T IEENAE A R -

0:14.4.0.6

BRXFFEEC R FME R ARIRMTIR, BESR ERFERTA"

3. JBWIE 1pfc_enable fc4 type REN 3:

cat /sys/module/lpfc/parameters/lpfc enable fc4 type

4. WIERB I UEEREFKO:

cat /sys/class/fc _host/host*/port name

BB B/RFEIATF LA TSRS |

0x2100f4c7aalcd7c?2
0x2100f4c7aalcd7c3

o. WIERThiZRF s B S B

cat /sys/class/fc host/host*/port state

(NVE=EIVR ik

Online

Online

6. IWIENVMe/FCEIEFIRARTEBEAEEINEOE N :

cat /sys/class/scsi_host/host*/nvme info
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i
MEZ7IN

Nl

NVME Initiator Enabled

XRI Dist 1lpfc2 Total 6144 IO 5894 ELS 250

NVME LPORT lpfc2 WWPN x100000109bf044bl WWNN x200000109bf044bl
DID x022a00 ONLINE

NVME RPORT WWPN x202fd039%ecaa’7dfc8 WWNN x202cd039eaa7dfc8
DID x021310 TARGET DISCSRVC ONLINE
NVME RPORT WWPN x202dd03%eaa7dfc8 WWNN x202cd039%eaa7dfc8

DID x020b10 TARGET DISCSRVC ONLINE

NVME Statistics
LS: Xmt 0000000810 Cmpl 0000000810 Abort 00000000
LS XMIT: Err 00000000 CMPL: xb 00000000 Err 00000000
Total FCP Cmpl 000000007b098f07 Issue 000000007aee27c4 OutIO
ffffffffffed98bd
abort 000013b4 noxri 00000000 nondlp 00000058 gdepth
00000000 wgerr 00000000 err 00000000
FCP CMPL: xb 000013b4 Err 00021443

NVME Initiator Enabled

XRI Dist 1lpfc3 Total 6144 IO 5894 ELS 250

NVME LPORT lpfc3 WWPN x100000109bf044b2 WWNN x2000001090f044b2
DID x021b00 ONLINE

NVME RPORT WWPN x2033d03%eaa7dfc8 WWNN x202cd039%eaa7dfc8
DID x020110 TARGET DISCSRVC ONLINE
NVME RPORT WWPN x2032d03%eaa’7dfc8 WWNN x202cd039%eaa7dfc8

DID x022910 TARGET DISCSRVC ONLINE

NVME Statistics
LS: Xmt 0000000840 Cmpl 0000000840 Abort 00000000
LS XMIT: Err 00000000 CMPL: xb 00000000 Err 00000000
Total FCP Cmpl 000000007afd4434 Issue 000000007ae31b83 OutIO
ffffffffffebd74£
abort 000014a5 noxri 00000000 nondlp 0000006a gdepth
00000000 wgerr 00000000 err 00000000
FCP CMPL: xb 000014a5 Err 0002149a

NVMe/FC - Marvell/QLogic
7IMarvell/QLogiciaft2sfc ENVMe/FCo

-
1. BOE

AN SRS EFME AR DR
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cat /sys/class/fc host/host*/symbolic name

TR SR T Rehi2 R E RS

QLE2872 FW:v9.15.00 DVR:v10.02.09.300-k
QLE2872 FW:v9.15.00 DVR:v10.02.09.300-k

2. JEIIE gl2xnvmeenable BI&E. X, Marveli&fitzs@r HYENVMe/FCRTHIEF:

cat /sys/module/glaZxxx/parameters/gl2xnvmeenable

FiRR%EIH 910

NVMe/TCP

NVMe/TCP MY A 235 B ohiEiEiefE, 8k, ErILUEIHIT NVMe/TCP K& NVMe/TCP F&R %M e
& Z58) "connect 2#& connect-all' F&hig{E.

PIE
1. KEBIRIHOSE T UESEHN NVMe/TCP LIF FEUA I B ST mEmEE:

nvme discover -t tcp -w host-traddr -a traddr
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Bl

nvme discover -t tcp -w 192.168.20.1 -a 192.168.20.20

Discovery Log Number of Records 8, Generation counter 18

trtype: tcp

adrfam: ipv4

subtype: current discovery subsystem

treq: not specified

portid: 4

trsvcid: 8009

subngn: ngn.1992-
08.com.netapp:sn.64e65e6caae’711ef9668d03%a951cd6:discovery
traddr: 192.168.21.21

eflags: explicit discovery connections, duplicate discovery
information

sectype: none

trtype: tcp

adrfam: ipv4

subtype: current discovery subsystem

treq: not specified

portid: 2

trsvcid: 8009

subngn: ngn.1992-
08.com.netapp:sn.6deb65e6caae’711ef9668d03%a951cd6:discovery
traddr: 192.168.20.21

eflags: explicit discovery connections, duplicate discovery
information

sectype: none

trtype: tcp

adrfam: ipv4

subtype: current discovery subsystem

treq: not specified

portid: 3

trsvcid: 8009

subngn: ngn.1992-
08.com.netapp:sn.64e65e6caae711ef9668d039%a951cd46:discovery
traddr: 192.168.21.20

eflags: explicit discovery connections, duplicate discovery
information

sectype: none
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trtype: tcp

adrfam: ipv4

subtype: current discovery subsystem

treq: not specified

portid: 1

trsvcid: 8009

subngn: ngn.1992-
08.com.netapp:sn.64e65e6caae’711ef9668d03%a951cd6:discovery
traddr: 192.168.20.20

eflags: explicit discovery connections, duplicate discovery
information

sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem
treq: not specified
portid: 4

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.64e65e6caae’711ef9668d03%a951c4d6:subsystem.rock
ylinux1l0 tcp subsystem
traddr: 192.168.21.21
eflags: none

sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem
treq: not specified
portid: 2

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.64e65e6caae711ef9668d039ea951c46:subsystem.rock
ylinux1l0 tcp subsystem
traddr: 192.168.20.21
eflags: none

sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem
treq: not specified
portid: 3

trsveid: 4420

subngn: ngn.1992-

176



08.com.netapp:sn.64e65e6caae’711ef9668d03%a951c4d6:subsystem.rock

ylinux1l0 tcp subsystem

traddr:

eflag

S none

sectype: none

trtyp

e: tcp

adrfam: ipv4

192.168.21.20

nvme subsystem

not specified

subtype:
treq:

portid: 1
trsvcid: 4420
subngn:

ngn.1992-
08.com.netapp:sn.64e65e6caae711ef9668d039ea951c46:subsystem.rock

ylinux1l0 tcp subsystem

traddr:
eflags:

none

sectype: none

2. BIFE M NVMe/TCP fB5h22-8H45 LIF 4A

nvme discover -t tcp -w host-traddr -a traddr

Bl

nvme
nvme
nvme

nvme

3. i&1T nvme

discover
discover
discover

discover

connect-all TP EHRIBESZIFNNVMe/TCPEIRER-BIrSIP LiE{Ta S

192.168.20.20

tcp —w
tcp —-w
tcp —-w
tcp —-w

192.
192.
192.
192.

PN =D~
P

168.
168.
168.
168.

20.
21.
20.
24 .

e

192
192
192
192

.168
.168
.168
.168

nvme connect-all -t tcp -w host-traddr -a traddr

BILARIHIC R & I B S DT E EE |

.20.20
.21.20
.20.21
221 .21
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Bl

nvme connect-all -t tcp -w 192.168.20.1 -a
192.168.20.20
nvme connect-all -t tcp -w 192.168.21.1 -a
192.168.21.20
nvme connect-all -t tcp -w 192.168.20.1 -a
192.168.20.21
nvme connect-all -t tcp -w 192.168.21.1 -a

192.168.21.21

M Rocky Linux 9.4 748, NVMe/TCP BJi&E “ctrl_loss_tmo timeout BEN&&E R X H". Eitk:
* B ERS (EBRER) .

* BAFZEFEERER ctrl_loss_tmo timeout fEARY{ "nvme connect 3 & nvme connect-all' 85 (3%
W) .

* MREERIZHEE, NVMe/TCP IZHIBAERY, HESTIRAAMRENERE,

$& 4: (A%&) 79 NVMe/FC ZF 1MB 1/0

ONTAPTEiR Bz es #uBE IR S R AEIRE R A/ (MDTS) /I 8, XBMKERA /0 IFERA/NTE 1MB, EM
Broadcom NVMe/FC 4 H 1MB AX/N8Y /0 35K, ERZIEIN "Ipfc BIME Ipfc_sg_seg_cnt BSEMEIANE
64 BN 256,

(D)  xeSBEREEFBENVMFCEH.

TE
1. %% "Ipfc_sg_seg_cnt' BEiGE 57256

cat /etc/modprobe.d/lpfc.conf
B Z=B R EMTF AT RAIRES
options lpfc lpfc sg seg cnt=256

2. i&17 “dracut -f Bp S HEHBEIEN.
3. IIFMERT ‘Ipfc_sg_seg_cnt }9256:
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cat /sys/module/lpfc/parameters/lpfc sg seg cnt

1% 5: I53F NVMe BEHIRSE

X “nvmefc-boot-connections.service 1 “nvmf-autoconnect.service'NVMe/FC FE1EHEEIARSS "nvme-cli' &

SZEohEY, RHE=BIEA.
BoisEiE, WiF nvmefc-boot-connections.service 1 “nvmf-autoconnect.service’ BofRSZ E R o

TR

1. IFE A nvmf-autoconnect.service' BB :

systemctl status nvmf-autoconnect.service

kbt

nvmf-autoconnect.service - Connect NVMe-oF subsystems automatically
during boot

Loaded: loaded (/usr/lib/systemd/system/nvmf-
autoconnect.service; enabled; preset: disabled)

Active: i1nactive (dead)

Jun 10 04:06:26 SR630-13-201.lab.eng.btc.netapp.in systemd[1]:
Starting Connect NVMe-oF subsystems automatically during boot...

Jun 10 04:06:26 SR630-13-201.lab.eng.btc.netapp.in systemd[1l]: nvmf-
autoconnect.service: Deactivated successfully.

Jun 10 04:06:26 SR630-13-201.lab.eng.btc.netapp.in systemd[1]:
Finished Connect NVMe-oF subsystems automatically during boot.

2. ISIFR A “nvmefc-boot-connections.service' EE A ;

systemctl status nvmefc-boot-connections.service
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btk

nvmefc-boot-connections.service - Auto-connect to subsystems on FC-
NVME devices found during boot

Loaded: loaded (/usr/lib/systemd/system/nvmefc-boot-
connections.service; enabled; preset: enabled)

Active: inactive (dead) since Tue 2025-06-10 01:08:36 EDT; 2h
59min ago

Main PID: 7090 (code=exited, status=0/SUCCESS)
CPU: 30ms

Jun 10 01:08:36 localhost systemd[l]: Starting Auto-connect to
subsystems on FC-NVME devices found during boot...

Jun 10 01:08:36 localhost systemd[1l]: nvmefc-boot-
connections.service: Deactivated successfully.

Jun 10 01:08:36 localhost systemd[l]: Finished Auto-connect to

subsystems on FC-NVME devices found during boot.

S 6. WIFZKRRRE
BIFRIZNVMe ZBRIZIRE. ANAKRSHIONTAPS B B2 HEMRFNVMe-oF iR E,

HIE
1. WIFRTERBARIZNVMeZiRE:

cat /sys/module/nvme core/parameters/multipath

eVE=E VAR K

2. IBIFHERNONTAPEI & FERYE HNVMe-oF IR & (B30, B Si&E AINetApp ONTAPITHIZE. & Fiiopolicyi&
BRNRER RS EfRIREEN L
a. BRFRG:

cat /sys/class/nvme-subsystem/nvme-subsys*/model

NV =gl V@ T
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NetApp ONTAP Controller
NetApp ONTAP Controller

b. BRI

cat /sys/class/nvme-subsystem/nvme-subsys*/iopolicy

NVE=EIVER K

round-robin

round-robin

3. WIER BB TN LEHEMH AL I r& =8

nvme list

Bl

/dev/nvmednl 81Ix2BVuekWcAAAAAAARB NetApp ONTAP Controller

Namespace Usage Format FW Rev

1 21.47 GB / 21.47 GB 4 KiB + 0 B FFFFFFEF

4. WIESMREITHIZERESEE NENRSERS AR EHNANAKRE:

181



NVMe/FC

nvme list-subsys /dev/nvme5nl

Bl

nvme-subsysb - NQN=ngn.1992-
08.com.netapp:sn.f7565b015a66911e£9668d039%ca951c46:subsystem.nvme
1
hostngn=ngn.2014-08.org.nvmexpress:uuid:4c4cd4544-

0056-5410-8048-c7c04£425633

\

+- nvmel26 fc traddr=nn-0x2036d039ea951c45:pn-
0x2038d039ea951c45,host traddr=nn-0x2000f4c7aalcd7c3:pn-
0x2100f4c7aalcd7c3 live optimized

+- nvmel76 fc traddr=nn-0x2036d039ea951c45:pn-
0x2037d039ea951c45,host traddr=nn-0x2000f4c7aalcd7c2:pn-
0x2100f4c7aalcd7c2 live optimized

+- nvmeb fc traddr=nn-0x2036d039%ea951c45:pn-
0x2039d039ea951c45,host traddr=nn-0x2000f4c7aalcd/c2:pn-
0x2100f4c7aalcd7c2 live non-optimized

+- nvme71l fc traddr=nn-0x2036d039%9ea951c45:pn-
0x203ad039ea951c45,host traddr=nn-0x2000f4c7aalcd7c3:pn-
0x2100f4c7aalcd7c3 live non-optimized

NVMe/TCP

nvme list-subsys /dev/nvmedn?2
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Bl

nvme-subsys4 - NQN=nqgn.1992-
08.com.netapp:sn.64e65e6caae’711ef9668d039%ea951c4d6:subsystem.nvme
4

hostngn=ngn.2014-08.org.nvmexpress:uuid:4cd4cd4544-
0035-5910-804b-c2c04£444d33
\
+- nvmel02 tcp
traddr=192.168.21.20, trsvcid=4420,host traddr=192.168.21.1,src a
ddr=192.168.21.1 live non-optimized
+- nvmelbl tcp
traddr=192.168.21.21, trsvcid=4420,host traddr=192.168.21.1,src a
ddr=192.168.21.1 live optimized
+- nvmed tcp
traddr=192.168.20.20, trsvcid=4420, host traddr=192.168.20.1,src a
ddr=192.168.20.1 live non-optimized
+- nvmeb3 tcp
traddr=192.168.20.21, trsvcid=4420, host traddr=192.168.20.1,src a
ddr=192.168.20.1 live optimized

5. ISIFNetAppiEF BB NEINONTAP s 2 FEhE & B 1EHMI(E:

183



7

nvme netapp ontapdevices -o column

BRI
Device Vserver Namespace Path
/dev/nvmelOnl vs_tcp rockylinuxlO /vol/voll0/ns10
NSID UUID Size

1 bbf51146-£fc64-4197-b8cf-8a24£6£359b3 21.47GB

JSON

nvme netapp ontapdevices -o json

bl

"ONTAPdevices": [
{
"Device":"/dev/nvmelOnl",
"Vserver":"vs tcp rockylinuxlQ0",
"Namespace Path":"/vol/voll0/nsl1O",
"NSID":1,
"UUID" :"bbf51146-fc64-4197-b8cf-8a24f6£359b3",
"Size":"21.47GB",
"LBA Data Size":4096,
"Namespace Size'":5242880

SR REREHERASMHEIE
Rocky Linux 10.x EHIMONTAP#ERIZE 2 iEl&E:E NVMe/TCP 2R 2RIHN & DIk,

BNENFITHIEZHNE— DH-HMAC-CHAP ZHFRIEELZ £ H{HI0iE, "DH-HMAC-CHAP Z$HE NVMe
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EHEIEHIEH NON 5EEREEEN S HIRIERRANAS. BEXENELHITEMHIIE. NVMeEH =]
FAAVAR 5 X F T3 KEXBIERo

p

5 CLI S{ERE JSON XHEBELXEFTHNE N KIE. NRFENFRENFRAIEE AR dhchapZ A, M
& config JSON 15,
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L ITRE

FAGSITREmEELSERNE NI,
1. FREXEHINQN:

cat /etc/nvme/hostngn

2. 3 Rocky Linux 10.x E#H4ERL dhchap Z$A,

LUTFHIH#ART "gen-dhchap-key @s S5

nvime gen-dhchap-key -s optional secret -1 key length {3248|64} -m
HMAC function {0]1[2]|3} -n host ngn

. -s secret key in hexadecimal characters to be used to initialize
the host key

. -1 length of the resulting key in bytes

. -m HMAC function to use for key transformation

0 = none, 1- SHA-256, 2 = SHA-384, 3=SHA-512

. -n host NQN to use for key transformation

FELUTRAIA. BER—BENldhchapZ . HEFHMACIZRE N3 (SHA-512),

nvme gen-dhchap-key -m 3 -n ngn.2014-

08.org.nvmexpress:uuid:4c4c4544-0035-5910-804b-c2c04£444d33
DHHC-

1:03:7z£f8I19gaRcDWH3tCH5vLGaoyjzPIvwNWusBfKdpJa+hialakKDKJQ2053pX3wYM9
xdv5DtKNNhJInZ7X8wU2RQpQIngc=:

3. TEONTAP#EHIZS E. ARIMENFIEER NdhchapZiA:

vserver nvme subsystem host add -vserver <svm name> -subsystem
<subsystem> -host-ngn <host ngn> -dhchap-host-secret
<authentication host secret> -dhchap-controller-secret
<authentication controller secret> -dhchap-hash-function {sha-
256|sha-512} -dhchap-group {none|2048-bit|3072-bit|4096-bit|6144-
bit|8192-bit}

4. FNZIFAMHEBENEMIRIESZE: BRMNE, EEN L. EZEIONTAPIEHISHIRIEFMES 1R
WA EFEEdhchapZ$A .



nvme connect -t tcp -w <host-traddr> -a <tr-addr> -n <host ngn> -S
<authentication host secret> -C <authentication controller secret>

5. I&JF nvme connect authentication #3<. IIEFHFIZHIEEdhchapZih:

a. IIEFHdhchap®h:

cat /sys/class/nvme-subsystem/<nvme-subsysX>/nvme*/dhchap secret

ERBEREENTAREE

cat /sys/class/nvme-subsystem/nvme-subsysl/nvme*/dhchap secret
DHHC-

1:03: fMCrJharXUOgqRoIsOEaG6om2PHlyYvub5+z3jTmzEKUbcWu26I33b93b
112WR09XDho/1d3L45J+0FeCsStBEAfhYgkQU=:

DHHC-
1:03:fMCrJharXUOgRoIsOEaGom2PHlyYvu5+2z3jTmzEKUbcWu26I33b93b
112WR09XDho/1d3L45J+0FeCsStBEAfhYgkQU=:

DHHC-
1:03:fMCrJharXUOgRoIsOEaGom2PHlyYvu5+2z3jTmzEKUbcWu26I33b93b
112WR09XDho/1d3L45J+0FeCsStBEAfhYgkQU=:

DHHC-
1:03:fMCrJharXUOgRoIsOEaGom2PHlyYvu5+2z3jTmzEKUbcWu26I33b93b
112WR09XDho/1d3L45J+0FeCsStBEAfhYgkQU=:

b. I8iFiTHI28dhchap A :

cat /sys/class/nvme-subsystem/<nvme-
subsysX>/nvme*/dhchap ctrl secret
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BN AEER A5

cat /sys/class/nvme-subsystem/nvme-
subsys6/nvme*/dhchap ctrl secret

DHHC- 1:03:7zf8I9gaRcDWH3tCH5vLGaoyjzPIvwNWusBfKdpJa+hia
1aKDKJQ2053pX3wYMIxdv5DtKNNhJIJInZ7X8wU2RQpQIngc=:

DHHC- 1:03:7zf8I9gaRcDWH3tCH5vLGaoyjzPIvwNWusBfKdpJa+hia
1aKDKJQ2053pX3wYMIxdv5DtKNNhJIJInZ7X8wU2RQpQIngc=:

DHHC- 1:03:7zf8I9gaRcDWH3tCHS5vLGaoyjzPIvwNWusBfKdpJdathia
1aKDKJQ2053pX3wYMIxdv5DtKNNhJIJInZ7X8wU2RQpQIngc=:

DHHC- 1:03:7zf8I9gaRcDWH3tCHS5vLGaoyjzPIvwNWusBfKdpJda+thia
1aKDKJQ2053pX3wYMIxdv5DtKNNhJIJInZ7X8wU2RQpQIngc=:

JSON

LONTAPITHIZE L EZ 1 NVMe FRAR AR, EAILUER /etc/nvme/config.json’ X5 “nvme
connect-all' &5 %,

R -0 KA L JSON X, BXREZIELIEI, 15E1% NVMe connect-all £,

1. B2& JSON Xf4,

@ ELLTRBIH, dhchap key MMF “dhchap secret fl “dhchap ctrl key'
MMF “dhchap ctrl secreto
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Bl

cat /etc/nvme/config.json

[

"hostngn":"ngn.2014-08.org.nvmexpress:uuid:4c4c4544-0035-
5910-804b-c2c04£4444d33",

"hostid":"4c4c4544-0035-5910-804b-c2c04£444d33",

"dhchap key":"DHHC-
1:03:7zf8I9gaRcDWH3tCHS5vLGaoyjzPIvwNWusBfKdpJa+thialaKDKJQ2053pX3
WwYMIxdv5DtKNNhIInZ7X8wU2RQpQIngc=:",

"subsystems": [

{

"ngn":"ngn.1992-
08.com.netapp:sn.127ade26168811f0a50ed039%abb69%ad3:subsystem.inba
nd unidirectional",

"ports": [

{
"transport":"tcp",
"traddr":"192.168.20.17",
"host traddr":"192.168.20.1",
"trsvcid":"4420"

"transport":"tcp",
"traddr":"192.168.20.18",
"host traddr":"192.168.20.1",
"trsvcid":"4420"

"transport":"tcp",
"traddr":"192.168.21.18",
"host traddr":"192.168.21.1",
"trsvcid":"4420"

"transport":"tcp",
"traddr":"192.168.21.17",
"host traddr":"192.168.21.1",
"trsvcid":"4420"

2. fEconfig JSONXH1E#EEIONTAPIZ 28 :
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nvme connect-all -J /etc/nvme/config.json

Bl

traddr=192.168.20.20 is already connected
traddr=192.168.20.20 is already connected
traddr=192.168.20.20 is already connected
traddr=192.168.20.20 is already connected
traddr=192.168.20.20 is already connected
traddr=192.168.20.20 is already connected
traddr=192.168.20.20 is already connected
traddr=192.168.20.20 is already connected
traddr=192.168.20.21 is already connected
traddr=192.168.20.21 is already connected
traddr=192.168.20.21 is already connected
traddr=192.168.20.21 is already connected
traddr=192.168.20.21 is already connected
traddr=192.168.20.21 is already connected
traddr=192.168.20.21 is already connected
traddr=192.168.20.21 is already connected

3. WIFENFASMMENITHIZSE R ERBMA dhchap HlZ,

a. I¥iFEHldhchapZ$A:

cat /sys/class/nvme-subsystem/nvme-subsys0/nvme0/dhchap secret

UTFRFIERT dhchap Z$A:

DHHC-1:03:7z£8I9gaRcDWH3tCHS5vLGaoyjzPIvwNWusBfKdpJda+hial
aKDKJQ2053pX3wYMOxdv5DtKNNhIJInZ7X8wU2RQpQIngc=:

b. I8iF#EHI2§dhchapZ$A:

cat /sys/class/nvme-subsystem/nvme-

subsys0/nvme0/dhchap ctrl secret

BNIZZB R TF AT RIS
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DHHC-1:03:fMCrJharXUOgRoIsOEaG6om2PHlyYvu5+z33T
mzEKUbcWu26I33b93b112WR09XDho/1d3L45J+0FeCsStBEAfhYgkQU=:

E8y . EEEHIRM
=B ERIE#,

AdE Rocky Linux 9.x L 52 #F NVMe-oF F1ONTAP7Efi#&

Rocky Linux M ZFETFIHFEEN NVMe (NVMe/FC) F1ETF TCP B NVMe
(NVMe/TCP) X, FHZ1FIExFRana =Tialifhin] (ANA). ANA 15 iSCSI #1 FCP IR 15
R IEXFRZ R TTIAIE (ALUA) MM Z BRZRTHEE,

T #2A0{A 79 Rocky Linux 9.x BECE& NVMe over Fabrics (NVMe-oF) £#l. MNEEZHIFMINEEEE, 152
"Rocky Linux ONTAPZ#5F1ThAE",

NVMe-oF 5 Rocky Linux 9.x 7ZZ7E LA T EXIPEH:

* X ‘nvme disconnect-all iZm S M IR X G RAMBIEXH RS, FREaSBARARTRTE, BNEES
NVMe-TCP 3 NVMe-FC s &2 =ia]M SAN B RS _EHRITIEIEE,

$1F: (AIE)2ASANET

ERILECE A LUER SAN B REWHBEH RS AT B, ER"ERFIER TR TWIEER Linux BIER
%, ENBEISECER (HBA). HBA Eff. HBA B5h BIOS MIONTAPIRZASZ A X 1F SAN Bl

pZ
1. "83# NVMe 852 T a7 15 ERET I " o
2. 7£RR%528 BIOS H 5 SAN BEnhdn & = ieiET 2 AYiE O /ZF SAN BEf.

BXUNEIEA HBABIOS ISR, BS MM T AN,
3. EMRENHRIHEERAR T EBEHETIET.
H$ I 2: L% Rocky Linux #1 NVMe B4 HIRIEENECE
7 NVMe-oF EEEFH, EBFEEREIHNMN NVMe G, BRAZKRE, HIIEEN NON iEE,
Bt

1. 7EARSS 288 £ &% Rocky Linux 9.x. RESEME, BRIANEIEITHREFIER Rocky Linux 9.x A1%:

uname -—-r

Rocky Linux R#ZARZs7: 451 :
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5.14.0-570.12.1.e19 6.x86 64

2. &% NVMe-CLT BREEL:

rpm -galgrep nvme-cli

UTFRHIERT nvme-cli G EIARAS :

nvme-cli-2.11-5.e19.x86 64

3. &3 1ibnvme WEE:

rpm -galgrep libnvme

TERNGIFERT libnvme R EARES:

libnvme-1.11.1-1.e19.x86 64

4. 7E Rocky Linux E£#1LE, 1% hostngn FfF&H /etc/nvme/hostngn .

cat /etc/nvme/hostngn

TENGIFRRT hostngn hzZs:

ngn.2014-08.org.nvmexpress:uuid:4c4c4544-0056-5410-8048-b9c04£f425633

5. ZEONTAPRHLA, KIFLLTER: “hostngn' FRIEBILAD “hostngn’ ONTAPEA X N FRAMF RIS

::> vserver nvme subsystem host show -vserver vs coexistence LPE36002
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Bl

Vserver Subsystem Priority Host NOQN

vs_ coexistence LPE36002
nvme
regular ngn.2014-
08.org.nvmexpress:uuid:4c4c4544-0056-5410-8048-b9c04f425633
nvme 1
regular ngn.2014-
08.org.nvmexpress:uuid:4c4c4544-0056-5410-8048-b9c04f425633
nvme 2
regular ngn.2014-
08.org.nvmexpress:uuid:4c4c4544-0056-5410-8048-b9c04f425633
nvme 3
regular ngn.2014-
08.org.nvmexpress:uuid:4c4c4544-0056-5410-8048-b9c04f425633
4 entries were displayed.

MR hostngn FRHBEARLE. BEH vserver modify B FEMBIGG S hostngn EILAD
O IBIONTAP FEFIE R4 LTI nostnan PTHHE /ete/nune /nostnan FEEH]

$ 12 3: BdE NVMel/FC 1 NVMe/TCP

f8£F3 Broadcom/Emulex % Marvell/QLogic i&ECESECE NVMe/FC, ZfERFah& MM EFIR(ERLE
NVMe/TCP,
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NVMe/FC - {&i&/Emulex
JIBroadcom/Emulexi&fczsEc ENVMe/FC,

TR
1. BT ERRNERRE S EE R

a. B EEIZIR:
cat /sys/class/scsi host/host*/modelname
NVE=EIIV @S il e

LPe36002-M64
LPe36002-M64

cat /sys/class/scsi_host/host*/modeldesc
BRIZ=ERIRMT LTRGBS

Emulex LightPulse LPe36002-M64 2-Port 64Gb Fibre Channel Adapter
Emulex LightPulse LPe36002-M64 2-Port 64Gb Fibre Channel Adapter

2. WiINEERNZEREINABroadcom 1pfc BEHMRNBIREHIZF
a. BREHARZ:

cat /sys/class/scsi_host/host*/fwrev
Zep Rl E kA

14.0.539.16, sli-4:6:d
14.0.539.16, sli-4:6:d

b. BRUL R ENTE R RS -

cat /sys/module/lpfc/version
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U TFROZR T IEENAE A R -

0:14.4.0.6

BRXFFEEC R FME R ARIRMTIR, BESR ERFERTA"

- JBRIE 1pfc_enable fc4 type BN 3:

cat /sys/module/lpfc/parameters/lpfc enable fc4 type

- WIEREAIUEERDEFIKEO:

cat /sys/class/fc _host/host*/port name

T RAEREOARR

0x2100f4c7aalcd7c?2
0x2100f4c7aalcd7c3

- BIERiEF IR O = R EA

cat /sys/class/fc host/host*/port state

(NVE=EIVR ik

Online

Online

. IWIENVMe/FCEBEEFmO RS ERBEBRIREORT AW

cat /sys/class/scsi_host/host*/nvme info
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NVME Initiator Enabled

XRI Dist 1lpfcO Total 6144 IO 5894 ELS 250

NVME LPORT lpfcO WWPN x100000109b954518 WWNN x200000109b954518
DID x000000 ONLINE

NVME Statistics
LS: Xmt 0000000000 Cmpl 0000000000 Abort 00000000
LS XMIT: Err 00000000 CMPL: xb 00000000 Err 00000000
Total FCP Cmpl 0000000000000000 Issue 0000000000000000 OutIO
0000000000000000
abort 00000000 noxri 00000000 nondlp 00000000 gdepth
00000000 wgerr 00000000 err 00000000
FCP CMPL: xb 00000000 Err 00000000

NVME Initiator Enabled

XRI Dist 1lpfcl Total 6144 IO 5894 ELS 250

NVME LPORT lpfcl WWPN x100000109b954519 WWNN x200000109b954519
DID x020500 ONLINE

NVME Statistics
LS: Xmt 0000000000 Cmpl 0000000000 Abort 00000000
LS XMIT: Err 00000000 CMPL: xb 00000000 Err 00000000
Total FCP Cmpl 0000000000000000 Issue 0000000000000000 OutIO
0000000000000000
abort 00000000 noxri 00000000 nondlp 00000000 gdepth
00000000 wgerr 00000000 err 00000000
FCP CMPL: xb 00000000 Err 00000000

NVME Initiator Enabled

XRI Dist 1lpfc2 Total 6144 IO 5894 ELS 250

NVME LPORT lpfc2 WWPN x1000001090f044b1 WWNN x2000001090f044bl
DID x022a00 ONLINE

NVME RPORT WWPN x200bd039%ecaa’7dfc8 WWNN x2008d039eaa7dfc8
DID x021319 TARGET DISCSRVC ONLINE

NVME RPORT WWPN x2155d03%eaa7dfc8 WWNN x2154d039eaa7dfc8
DID x02130f TARGET DISCSRVC ONLINE

NVME RPORT WWPN x2001d039%eaa7dfc8 WWNN x2000d039eaa7dfc8
DID x021310 TARGET DISCSRVC ONLINE

NVME RPORT WWPN x200dd039%eaa’7dfc8 WWNN x2008d039eaa7dfc8
DID x020bl5 TARGET DISCSRVC ONLINE

NVME RPORT WWPN x2156d03%eaa7dfc8 WWNN x2154d039eaa7dfc8
DID x020b0d TARGET DISCSRVC ONLINE

NVME RPORT WWPN x2003d039%eaa’7dfc8 WWNN x2000d039%9eaa7dfc8
DID x020b10 TARGET DISCSRVC ONLINE



NVME Statistics
LS: Xmt 0000003049 Cmpl 0000003049 Abort 00000000
LS XMIT: Err 00000000 CMPL: xb 00000000 Err 00000000
Total FCP Cmpl 0000000018£9450b Issue 0000000018f5de57 OutIO
fffffffffffc994c
abort 000036d3 noxri 00000313 nondlp 00000c8d gdepth
00000000 wgerr 00000064 err 00000000
FCP CMPL: xb 000036dl Err 000fefOf

NVME Initiator Enabled

XRI Dist 1lpfc3 Total 6144 IO 5894 ELS 250

NVME LPORT lpfc3 WWPN x100000109bf044b2 WWNN x200000109bf044b2
DID x021b00 ONLINE

NVME RPORT WWPN x2062d03%eaa7dfc8 WWNN x2008d039%eaa7dfc8
DID x022915 TARGET DISCSRVC ONLINE

NVME RPORT WWPN x2157d039%eaa7dfc8 WWNN x2154d039%9eaa7dfc8
DID x02290f TARGET DISCSRVC ONLINE

NVME RPORT WWPN x2002d039%eaa7dfc8 WWNN x2000d039eaa7dfc8
DID x022910 TARGET DISCSRVC ONLINE

NVME RPORT WWPN x2065d039%eaa’7dfc8 WWNN x2008d039eaa7dfc8
DID x020119 TARGET DISCSRVC ONLINE

NVME RPORT WWPN x2158d03%eaa7dfc8 WWNN x2154d039%eaa7dfc8
DID x02010d TARGET DISCSRVC ONLINE

NVME RPORT WWPN x2004d039%eaa’7dfc8 WWNN x2000d039%eaa7dfc8
DID x020110 TARGET DISCSRVC ONLINE

NVME Statistics
LS: Xmt 0000002f2c Cmpl 0000002f2c Abort 00000000
LS XMIT: Err 00000000 CMPL: xb 00000000 Err 00000000
Total FCP Cmpl 000000001laaf3eb5 Issue 000000001aab4373 OutIO
fffffffffffcO04be
abort 000035cc noxri 0000038c nondlp 000009e3 gdepth
00000000 wgerr 00000082 err 00000000
FCP CMPL: xb 000035cc Err 000fcfcO

NVMe/FC - Marvell/QLogic
ZIMarvell/QLogici&fc2sBELENVMe/FC,

g
1. I EERRER R R R M E R A B E R

cat /sys/class/fc _host/host*/symbolic name
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R 2R T R EhAz e Al E iR -

QLE2872 FW:v9.15.00 DVR:v10.02.09.300-k
QLE2872 FW:v9.15.00 DVR:v10.02.09.300-k

2. JBIF gl2xnvmeenable BI8E. X, MarveliE&ZEi23E ] HENVMe/FCREITER:

cat /sys/module/glaZ2xxx/parameters/gl2xnvmeenable

PRkt 7910

NVMe/TCP

NVMe/TCPIMY Az 35 B ohiEEIE(E, BRUMFohNIT NVMe/TCP EIEEZFAIEIREA BRI
NVMe/TCP FR & =Ialo

HIE
1. KB BIERHOSE A UESEN NVMe/TCP LIF FFEVE I B S TTEEIE:

nvme discover -t tcp -w host-traddr -a traddr
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nvme discover -t tcp -w 192.168.1.31 -a 192.168.1.24

Discovery Log Number of Records 20, Generation counter 25

trtype: tcp

adrfam: ipv4

subtype: current discovery subsystem

treq: not specified

portid: 4

trsvcid: 8009

subngn: ngn.1992-
08.com.netapp:sn.0fdbale74eb611ef9f50d03%eabbcbod:discovery
traddr: 192.168.2.25

eflags: explicit discovery connections, duplicate discovery
information

sectype: none

trtype: tcp

adrfam: ipv4

subtype: current discovery subsystem

treq: not specified

portid: 2

trsvcid: 8009

subngn: ngn.1992-
08.com.netapp:sn.0fdbale74eb611ef9f50d03%abbcbod:discovery
traddr: 192.168.1.25

eflags: explicit discovery connections, duplicate discovery
information

sectype: none

trtype: tcp

adrfam: ipv4

subtype: current discovery subsystem

treq: not specified

portid: 5

trsvcid: 8009

subngn: ngn.1992-
08.com.netapp:sn.0fdbale74eb611ef9f50d03%eabbcbod:discovery
traddr: 192.168.2.24

eflags: explicit discovery connections, duplicate discovery
information

sectype: none
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trtype: tcp

adrfam: ipv4

subtype: current discovery subsystem

treq: not specified

portid: 1

trsvcid: 8009

subngn: ngn.1992-
08.com.netapp:sn.0fdbale74eb611ef9f50d03%eabbcbod:discovery
traddr: 192.168.1.24

eflags: explicit discovery connections, duplicate discovery
information

sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem
treq: not specified
portid: 4

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.0fdbale74eb611ef9f50d039%abbcbod: subsystem.
Unidirectional DHCP NONE 1 3
traddr: 192.168.2.25
eflags: none

sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem
treq: not specified
portid: 2

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.0fdbale774eb611ef9f50d03%ecabbcbbd: subsystem.
Unidirectional DHCP NONE 1 4
traddr: 192.168.1.25
eflags: none

sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem
treq: not specified
portid: 5

trsveid: 4420

subngn: ngn.1992-
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08.com.netapp:sn.0fdbale74eb611ef9f50d03%eabbcbod: subsystem.
Unidirectional DHCP NONE 1 5

traddr: 192.168.2.24

eflags: none

sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem
treq: not specified
portid: 1

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.0fdbale’74eb611ef9f50d039%cabbcbbd: subsystem.
Unidirectional DHCP 2 2
traddr: 192.168.1.24
eflags: none

sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem
treq: not specified
portid: 4

trsvecid: 4420

subngn: ngn.1992-
08.com.netapp:sn.0fdbale74eb611ef9f50d03%eabbcbod: subsystem.
Unidirectional DHCP 2 3
traddr: 192.168.2.25
eflags: none

sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem
treq: not specified
portid: 2

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.0fdbale’74eb611ef9f50d039%cabbcbbd: subsystem.
Unidirectional DHCP 2 5
traddr: 192.168.1.25
eflags: none

sectype: none

trtype: tcp
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adrfam: ipv4

subtype: nvme subsystem
treq: not specified
portid: 5

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.0fdbale’74eb611ef9f50d03%cabbcbbd: subsystem.
Bidirectional DHCP 2 2
traddr: 192.168.2.24
eflags: none

sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem
treq: not specified
portid: 1

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.0fdbale74eb611ef9f50d03%eabbcbod: subsystem.
Bidirectional DHCP 2 3
traddr: 192.168.1.24
eflags: none

sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem
treq: not specified
portid: 4

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.0fdbale’74eb611ef9f50d039%eabbcbbd: subsystem.
Bidirectional DHCP 2 3
traddr: 192.168.2.25
eflags: none

sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem

treq: not specified

portid: 2

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.0fdbale774eb611ef9f50d03%ecabbcbbd: subsystem.
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Bidirectional DHCP NONE 2 4
traddr: 192.168.1.25
eflags: none

sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem
treq: not specified
portid: 5

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.0fdbale774eb611ef9f50d039%cabbcbbd: subsystem.
Bidirectional DHCP NONE 2 5
traddr: 192.168.2.24
eflags: none

sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem
treq: not specified
portid: 1

trsvecid: 4420

subngn: ngn.1992-
08.com.netapp:sn.0fdbale74eb611ef9f50d03%eabbcbod: subsystem.
Bidirectional DHCP NONE 2 6
traddr: 192.168.1.24
eflags: none

sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem
treqg: not specified
portid: 4

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.0fdbale’74eb611ef9f50d039%eabbcbbd: subsystem.
Bidirectional DHCP NONE 2 7
traddr: 192.168.2.25
eflags: none

sectype: none

trtype: tcp
adrfam: ipv4
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subtype: nvme subsystem

treq: not specified

portid: 2

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.0fdbale74eb611ef9f50d039%eabbcbod: subsystem.
Bidirectional DHCP NONE 2 8

traddr: 192.168.1.25

eflags: none

sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem

treq: not specified

portid: 5

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.0fdbale74eb611ef9f50d039%eabbcbbd: subsystem.nvme

_tep 2
traddr: 192.168.2.24
eflags: none

sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem
treq: not specified
portid: 1

trsvecid: 4420

subngn: ngn.1992-
08.com.netapp:sn.0f4bale74eb611ef9f50d03%eabbcbod: subsystem.
Bidirectional DHCP NONE 2 9
traddr: 192.168.1.24
eflags: none

sectype: none

2. ISIFE M NVMe/TCP J25h28-B#5 LIF A& 2B 0 UURIHFREN AT B S m iR

nvme discover -t tcp -w host-traddr -a traddr
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nvme
nvme
nvme

nvme

’
|

3. iB1T nvme

discover -t tcp -w
discover -t tcp -w
discover -t tcp -w
discover -t tcp -w

connect-all ETPRHFAERIZIFHINVMe/TCPEIER-B#rSIP_LIETT

192.168.
192.168.
192.168.
192.168.

.31
.31
.31
.31

N P N

192.
192.
192.
192.

168.
168.
168.
168.

nvme connect-all -t tcp -w host-traddr -a traddr

Bl

nvme
nvme
nvme

nvme

M Rocky Linux 9.4 FF#&, NVMe/TCP BYI&E “ctrl_loss_tmo timeout' BEhi&E H“XiH"

connect-all
connect-all
connect-all
connect-all

* ERREUEARS (BRER) .
* BAFEFHEEERED ctrl_loss_tmo timeout £EABY "nvme connect' 3#& "nvme connect-all 85 (3%

W) o

* MREERIZHEE, NVMe/TCP IZHISBZ AR, HEZTIRAAMMREER,

FIZ 4:

ONTAPTEIRAIZH a3 #x P &
Broadcom NVMe/FC A& H 1MB K/N8Y 1/0 153K, ERAZIGAN "Ipfc BIHME “Ipfc_sg_seg_cnt'Z

64 LY 256,

() xuesm

p

(713€) 9 NVMe/FC EH 1MB 1/0
BRAFIEEHE A/ (MDTS) 4 8, XEMKERK /0 iERA/NTE 1MB, BM

1. %% "Ipfc_sg_seg_cnt BEILE 79256

tcp —-w
tcp -w
tcp -w
tcp —-w

RERFIZENVMe/FCEHLo

cat /etc/modprobe.d/lpfc.conf

192.
192.
192.
192.

168.
168.
168.
168.

N P, N

.31
.31
.31
.31

N NN

.24
.24
.25
.25

192.
192.
192.
192.

|:|

168.
168.
168.
168.

FS]liee

N PN

.24
.24
.25
.25

SHMEOAE
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BNIZEBFIRMF AT RAIBVE S

options lpfc lpfc sg seg cnt=256

2. J&97 ‘dracut -f S8 L HEFBEHEN.
3. IIFMERT Ipfc_sg_seg_cnt }1256:

cat /sys/module/lpfc/parameters/lpfc_sg seg cnt

HIE 5: I5IF NVMe BEHIRS

X “nvmefc-boot-connections.service 1 “nvmf-autoconnect.service' NVMe/FC R EIZHIRBtHARSS "nvme-cli’ &

FKEEHEY, RHE=BIEA.
BoisERE, WiE nvmefc-boot-connections.service 1 “nvmf-autoconnect.service' BEIIRSZ E R FHo

p

1. IFE A nvmf-autoconnect.service' B2 :

systemctl status nvmf-autoconnect.service

btk

nvmf-autoconnect.service - Connect NVMe-oF subsystems automatically
during boot

Loaded: loaded (/usr/lib/systemd/system/nvmf-
autoconnect.service; enabled; preset: disabled)

Active: inactive (dead)

Jun 10 04:06:26 SR630-13-201.lab.eng.btc.netapp.in systemd[1]:
Starting Connect NVMe-oF subsystems automatically during boot...

Jun 10 04:06:26 SR630-13-201.lab.eng.btc.netapp.in systemd[1]: nvmf-
autoconnect.service: Deactivated successfully.

Jun 10 04:06:26 SR630-13-201.lab.eng.btc.netapp.in systemd[1]:
Finished Connect NVMe-oF subsystems automatically during boot.

2. BIIFEE ‘nvmefc-boot-connections.service' B/E A :

systemctl status nvmefc-boot-connections.service
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btk

nvmefc-boot-connections.service - Auto-connect to subsystems on FC-
NVME devices found during boot

Loaded: loaded (/usr/lib/systemd/system/nvmefc-boot-
connections.service; enabled; preset: enabled)

Active: inactive (dead) since Tue 2025-06-10 01:08:36 EDT; 2h
59min ago

Main PID: 7090 (code=exited, status=0/SUCCESS)
CPU: 30ms

Jun 10 01:08:36 localhost systemd[l]: Starting Auto-connect to
subsystems on FC-NVME devices found during boot...

Jun 10 01:08:36 localhost systemd[1l]: nvmefc-boot-
connections.service: Deactivated successfully.

Jun 10 01:08:36 localhost systemd[l]: Finished Auto-connect to

subsystems on FC-NVME devices found during boot.

S 6. WIFZKRRRE
BIFRIZNVMe ZBRIZIRE. ANAKRSHIONTAPS B B2 HEMRFNVMe-oF iR E,

HIE
1. WIFRTERBARIZNVMeZiRE:

cat /sys/module/nvme core/parameters/multipath

eVE=E VAR K

2. IBIFHERNONTAPEI & FERYE HNVMe-oF IR & (B30, B Si&E AINetApp ONTAPITHIZE. & Fiiopolicyi&
BRNRER RS EfRIREEN L
a. BRFRG:

cat /sys/class/nvme-subsystem/nvme-subsys*/model

NV =gl V@ T

207



NetApp ONTAP Controller
NetApp ONTAP Controller

b. BRI

cat /sys/class/nvme-subsystem/nvme-subsys*/iopolicy

NVE=EIVER K

round-robin

round-robin

3. WIER BB TN LEHEMH AL I r& =8

nvme list

Bl

/dev/nvmednl 81Ix2BVuekWcAAAAAAARB NetApp ONTAP Controller

Namespace Usage Format FW Rev

1 21.47 GB / 21.47 GB 4 KiB + 0 B FFFFFFEF

4. WIESMREITHIZERESEE NENRSERS AR EHNANAKRE:
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NVMe/FC

nvme list-subsys /dev/nvmedn5

Bl

nvme-subsys4 - NQN=ngn.1992-
08.com.netapp:sn.3ab5d31£f5502c11ef9f50d039%eabbcbbd: subsystem.nvme
1

hostngn=ngn.2014-08.org.nvmexpress:uuid:ebdade6cd-
21e6d-
llec-b7bb-7ed30a5482c3
iopolicy=round-robin\
+- nvmel fc traddr=nn-0x2082d039%eaa7dfc8:pn-
0x2088d039%eaa7dfc8,host traddr=nn-0x20000024f£f752e6d:pn-
0x21000024£f£f752e6d live optimized
+- nvmel2 fc traddr=nn-0x2082d039%eaa7dfc8:pn-
0x208ad03%eaa7dfc8,host traddr=nn-0x20000024ff752e6d:pn-
0x21000024£f£f752e6d live non-optimized
+- nvmel0 fc traddr=nn-0x2082d03%eaa7dfc8:pn-
0x2087d03%eaa7dfc8,host traddr=nn-0x20000024ff752e6c:pn-
0x21000024£ff752e6¢c live non-optimized
+- nvme3 fc traddr=nn-0x2082d039%eaa7dfc8:pn-
0x2083d039%eaa7dfc8,host traddr=nn-0x20000024f£f752e6c:pn-
0x21000024ff752e6c live optimized

NVMe/TCP

nvme list-subsys /dev/nvmelnl

209



Bl

nvme-subsysb - NQN=ngn.1992-
08.com.netapp:sn.0fdbale74eb611ef9f50d039%abbcbod: subsystem.nvme
_tcp_ 3
hostngn=ngn.2014-08.org.nvmexpress:uuid:4c4c4544-0035-5910-804b-
b5c04£444d33

iopolicy=round-robin

\

+- nvmel3 tcp

traddr=192.168.2.25,trsvcid=4420,host traddr=192.168.2.31,
src_addr=192.168.2.31 live optimized

+- nvmeld tcp

traddr=192.168.2.24,trsvcid=4420,host traddr=192.168.2.31,
src_addr=192.168.2.31 live non-optimized

+- nvmeb tcp

traddr=192.168.1.25,trsvcid=4420,host traddr=192.168.1.31,
src_addr=192.168.1.31 live optimized

+- nvmeb6 tcp

traddr=192.168.1.24,trsvcid=4420,host traddr=192.168.1.31,
src_addr=192.168.1.31 live non-optimized

S. FIENetAppiF B E NENONTAP & Fa)ig & B RIEMINE:
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7

nvme netapp ontapdevices -o column

2Rl
Device Vserver Namespace Path
/dev/nvmelnl linux_ tcnvme iscsi

/vol/tcpnvme 1 0 O/tcpnvme ns

NSID UUID Size
1 5£7£630d-8eab5-407£-a490-484b9%5b15dd6 21.47GB
JSON

nvme netapp ontapdevices -o json

Bl

"ONTAPdevices": [
{

"Device":"/dev/nvmelnl",
"Vserver":"linux tcnvme iscsi",

"Namespace Path":"/vol/tcpnvme 1 0 0/tcpnvme ns",
"NSID":1,

"UUID":"5f7£630d-8ea5-407f-a490-484b95bl5dde",
"Size":"21.47GBR",
"LBA Data Size":4096,
"Namespace Size'":5242880
by

TR, REREHASHRIE

Rocky Linux 9x EHFONTAPIZH2EZ [E)@:d NVMe/TCP ZiFRLMHMHN S 15301k,
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FPENFIEFIGEUAS— DH-HMAC-CHAP ZARIRBEL £ HNYIE, "DH-HMAC-CHAP Z1AZ NVMe
ENITHIZEE NON SEEREENSHINERANAS, ENENETHTRMIIE. NVMeESITH2E
BAURFNS W F T REXBVE Ho

p

5/ CLI SEZE JSON XHIRBELLFTHNEMNKIE. NEEEANRENFRFAIEE AR dhchapZ A, M
& config JSON 4,
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L ITRE

EABSITRAERERETRNE NI,

1. FREXEHINQN:

cat /etc/nvme/hostngn

2. 73 Rocky Linux 9.x EH4ERK dhchap %A,

LUTFHIHEAR T "gen-dhchap-key @SS

nvime gen-dhchap-key -s optional secret -1 key length {3248|64} -m
HMAC function {0]1[2]|3} -n host ngn

. -s secret key in hexadecimal characters to be used to initialize
the host key

. -1 length of the resulting key in bytes

. -m HMAC function to use for key transformation

0 = none, 1- SHA-256, 2 = SHA-384, 3=SHA-512

. -n host NQN to use for key transformation

FELUTRAIA. BER—BENldhchapZ . HEFHMACIZRE N3 (SHA-512),

nvme gen-dhchap-key -m 3 -n ngn.2014-
08.org.nvmexpress:uuid:ecdade6d4-216d-1lec-b7bb-7ed30a5482c3
DHHC-

1:03:wSpuuKbBHTzCOW9JZxMBsYd9JFV8S1i9aDh22k2BR/4m852vH7KGlrJeMpzhmyjD
WOo0PJJIM6yZsTeEpGkDHMHQ255+g=":

3. ZZFONTAPIZHIZE L. RINENFHIEEF N dhchapZEiA:

vserver nvme subsystem host add -vserver <svm name> -subsystem
<subsystem> -host-ngn <host ngn> -dhchap-host-secret
<authentication host secret> -dhchap-controller-secret
<authentication controller secret> -dhchap-hash-function {sha-
256 |sha-512} -dhchap-group {none|2048-bit|3072-bit|4096-bit|6144-
bit|8192-bit}

4. ENZIFRMEENS MRS Z: BEEANE. EEV L. EZEIONTAPIEHISSHIRIEFMES B 1R
WA &S Edhchap®8a
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nvme connect -t tcp -w <host-traddr> -a <tr-addr> -n <host ngn> -S
<authentication host secret> -C <authentication controller secret>

5. I&JF nvme connect authentication #3<. IIEFHFIZHIEEdhchapZih:

a. IIEFHdhchap®h:

cat /sys/class/nvme-subsystem/<nvme-subsysX>/nvme*/dhchap secret

ERBEREENTAREE

cat /sys/class/nvme-subsystem/nvme-subsysl/nvme*/dhchap secret
DHHC-1:01:CNxTYqg73T9vJk0JpOfDBZrhDCgpWBN4XVZI5SWxwPgDUi1eHA] :
DHHC-1:01:CNxTYq73T9vJk0JpOfDBZrhDCgpWBN4XVZISWxwPgDUieHA] :
DHHC-1:01:CNxTYq73T9vJk0JpOfDBZrhDCapWBN4XVZISWxwPgDUieHA] :
DHHC-1:01:CNxTYqg73T9vJk0JpOfDBZrhDCqpWBN4XVZI5SWxwPgDUi1eHA] :

b. I8iFizHI28dhchap® A :

cat /sys/class/nvme-subsystem/<nvme-
subsysX>/nvme*/dhchap ctrl secret

BN AE BTG5

cat /sys/class/nvme-subsystem/nvme-
subsys6/nvme*/dhchap ctrl secret

DHHC-
1:03:wSpuuKbBHTzCOW9JZxMBsYdOJFV8Si%9aDh22k2BR/4m852vH7KGlrJeMp
zhmyjDWOoOPJJIM6yZsTeEpGkDHMHQ255+g=:

DHHC-
1:03:wSpuuKbBHTzCOW9JZxMBsYdOJFV8Si%9aDh22k2BR/4m852vH7KG1lrJeMp
zhmyjDWOoOPJJIM6yZsTeEpGkDHMHQ255+g=:

DHHC-
1:03:wSpuuKbBHTzCOW9JZxMBsYdOJFV8Si%9aDh22k2BR/4m852vH7KGlrJeMp
zhmyjDWOoOPJJIM6yZsTeEpGkDHMHQO255+g=":

DHHC-
1:03:wSpuuKbBHTzCOW9JZxMBsYdOJFV8Si%9aDh22k2BR/4m852vH7KG1lrJeMp
zhmyjDWOoOPJJIM6yZsTeEpGkDHMHQ255+g=":



JSON

L ONTAPIZHIZR LB Z 1 NVMe FRZ TR, EBILAER “/etc/nvme/config.json' X5 ‘nvme
connect-all &%,

R -0 ETRER JSON X, BXEZIBELEIN, 15507 NVMe connect-all FA T,

1. BoE JSON X4,

(D EULTTRBIH, dhchap key MMF “dhchap secret '# “dhchap ctrl key’
MRMF “dhchap ctrl secreto
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cat /etc/nvme/config.json
[

{
"hostngn":"ngn.2014-08.org.nvmexpress:uuid: 9796clec-0d34-11eb-
b6b2-3a68dd3bab57",
"hostid":"b033cd4fdedb4724adb48655bfb55448",
"dhchap key":" DHHC-
1:01:CNxTYq73T9vIk0JpOfDBZrhDCOpWBN4XVZI5WxwPgDUieHAL : "
by
{
"hostngn":"ngn.2014-08.org.nvmexpress:uuid:4c4c4544-0035-5910-

804b-b5c04£444d33",
"subsystems": [
{
"ngn":"ngn.1992-

08.com.netapp:sn.0fdbale74eb611ef9f50d039%abocb6d: subsystem.bidi
r DHCP",
"ports": [
{
"transport":"tcp",
"traddr":" 192.168.1.24 ",

"host traddr":" 192.168.1.31 ",

"trsvcid":"4420",

"dhchap ctrl key":"DHHC-

1:03:
wSPpUuKbBHTzCOWIJZxMBsYd9JFV8319aDh22k2BR/4m852vH7KGlrJeMpzhmyjDW
0o0PJJM6yZsTeEpGkDHMHQ255+g=:"

bo
{

"transport":"tcp",
"traddr":" 192.168.1.25 ",
"host traddr":" 192.168.1.31",

"trsvcid":"4420",

"dhchap ctrl key":"DHHC-

1:03:
wSPUUKbBHTzCOW9JZXMBsYd9JFV8S19aDh22k2BR/4m852vH7KGlrJeMpzhmyjDW
Oo0PJJIM6byZsTeEpGkDHMHQ255+g=:"

by
{

"transport":"tcp",
"traddr":" 192.168.2.24 ",
"host traddr":" 192.168.2.31",

216



"trsvcid":"4420",

"dhchap ctrl key":"DHHC-

1:03:
wSpUuuKbBHTzCOW9IJZxMBsYd9JFV8S1i9aDh22k2BR/4m852vH7KGlrJeMpzhmyjDW
0o0PJJMbyZsTeEpGkDHMHQ255+g=:"

by
{

"transport":"tcp",
"traddr":" 192.168.2.25 ",
"host traddr":" 192.168.2.31",

"trsvcid":"4420",

"dhchap ctrl key":"DHHC-

1:03:
wSPpUuuKbBHTzCOWIJZxMBsYd9JFV8319aDh22k2BR/4m852vH7KG1lrJeMpzhmyjDW
0Oo0PJJM6yZsTeEpGkDHMHQ255+g=:"

}

2. f£Fconfig JSONX 1% EIONTAPIZ 28 :

nvme connect-all -J /etc/nvme/config.json
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already connected to hostngn=ngn.2014-
08.org.nvmexpress:uuid:4c4c4544-0035-5910-804b-
b5c04£444d33, ngn=nqgn.1992-
08.com.netapp:sn.8dde3be2cc7cllefb777d03%abbcbod: subsystem.
bidi

r DHCP, transport=tcp, traddr=192.168.1.25, trsvcid=4420
already connected to hostngn=ngn.2014-
08.org.nvmexpress:uuid:4c4c4544-0035-5910-804b-
b5c04£444d33, ngn=nqn.1992-
08.com.netapp:sn.8dde3be2cc7cllefb777d03%eabbcbod: subsystem.
bidi

r DHCP, transport=tcp, traddr=192.168.2.25, trsvcid=4420
already connected to hostngn=ngn.2014-
08.org.nvmexpress:uuid:4c4c4544-0035-5910-804b-
b5c04£f444d33, ngn=nqgn.1992-
08.com.netapp:sn.8dde3be2cc7cllefb777d03%abbcbod: subsystem.
bidi

r DHCP, transport=tcp,traddr=192.168.1.24,trsvcid=4420
already connected to hostngn=ngn.2014-
08.org.nvmexpress:uuid:4c4c4544-0035-5910-804b-
b5c04£f444d33, ngn=nqgn.1992-
08.com.netapp:sn.8dde3be2cc7cllefb777d03%abbcbod: subsystem.
bidi

r DHCP, transport=tcp, traddr=192.168.2.24,trsvcid=4420

3. WIFRHEENENFRSAMMENITHIEE B FAdhchap@hd

a. I9IFFAldhchapiA:

cat /sys/class/nvme-subsystem/nvme-subsys0/nvme0/dhchap secret

UTFRBIERT dhchap Z$A:

DHHC-1:01:CNxTYq73T9vJk0JIJpOfDBZrhDCgpWBN4XVZI5SWxwPgDUieHA] :

b. I&IFFHI2Edhchap®iA:

cat /sys/class/nvme-subsystem/nvme-
subsys0/nvme0/dhchap ctrl secret
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BN ZRBFIRMUT AT RFIBYE

DHHC-
1:03:wSpuuKbBHTzCOWOJZxMBsYd9JFV8Si9aDh22k2BR/4m852vH7KGlrJeMpzhmyjD
WOoO0PJJIM6OyZsTeEpGkDHMHQ255+g=":

E8Y . BEFEEHIM
B BRI,
ECE Rocky Linux 8.x LL3Z#F NVMe-oF HIONTAP7Z{i#

Rocky Linux FENZHFEFHLFBEER NVMe (NVMe/FC) Fl1ETF TCP B9 NVMe
(NVMe/TCP) thiX, FZ1FIEFRana =ialifhin] (ANA). ANA 15 iSCSI #1 FCP IfiE
RRYIEXSFRIZ IR TTIAIR] (ALUA) FHHZ BRIZTHEE,

T #2A{A1 59 Rocky Linux 8.x EZ& NVMe over Fabrics (NVMe-oF) £#l. MNEESHIFMNINEEEE, 158
"Rocky Linux ONTAPZ#5#1ThAE",

NVMe-oF 5 Rocky Linux 8.x ZZ{E LA T EX1RH:

* BRIAIHER NVMe-oF 1iXAY SAN BEf,
* 7 Rocky Linux 8.x f1, NVMe-oF 41 EFIAZA NVMe ZEREFRIANCTFERRS; BXNFEIERTE,
* BFEIEE, NVMe/TCP aJ{ERFE AR SEER,

$E 1. K3 Rocky Linux 1 NVMe B4 H I ZHACE
ZE5) NVMe-oF FEE |, BEELEIHM NVMe B4, BELKRE, HIIFEH, NQN BBE,

T’
1. 7EARSS 88 £ L% Rocky Linux 8.x. REESEMGE, ERINEIEITHREFIER Rocky Linux 8.x A1%:

uname -—-r

Rocky Linux R#ZiRZs7 451 :

5.14.0-570.12.1.e19 6.x86 64

2. L& NVMe-CcLT TR

rpm -galgrep nvme-cli
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UTRHIERT nvme-cli X4 EIRREAS :

nvme-cli-2.11-5.e19.x86 64

3. & 1ibnvme WEE:

rpm -galgrep libnvme

TENFFRTRT libnvme B4 EhRZS :

libnvme-1.11.1-1.e19.x86 64

4. 7£ Rocky Linux E#1 L, ¥ZE hostngn F&FE /etc/nvme/hostnagn :

cat /etc/nvme/hostngn

TENGIFRRT hostngnhzZs:

ngn.2014-08.org.nvmexpress:uuid:4c4c4544-0056-5410-8048-b9c04£425633

5. ZEONTAP&LH, WIELTER: “hostngn FRFERILAD “hostngn' ONTAP¥AR X R F R AN F R

::> vserver nvme subsystem host show -vserver vs coexistence LPE36002
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Vserver Subsystem Priority Host NOQN

vs_ coexistence LPE36002
nvme
regular ngn.2014-
08.org.nvmexpress:uuid:4c4c4544-0056-5410-8048-b9c04f425633
nvme 1
regular ngn.2014-
08.org.nvmexpress:uuid:4c4c4544-0056-5410-8048-b9c04f425633
nvme 2
regular ngn.2014-
08.org.nvmexpress:uuid:4c4c4544-0056-5410-8048-b9c04f425633
nvme 3
regular ngn.2014-
08.org.nvmexpress:uuid:4c4c4544-0056-5410-8048-b9c04f425633
4 entries were displayed.

MR hostngn FRHBEARLE. BEH vserver modify B FEMBIGG S hostngn EILAD
O IBIONTAP FEFIE R4 LTI nostnan PTHHE /ete/nune /nostnan FEEH]

S$12 2. BZE NVMel/FC 1 NVMe/TCP

f8£F3 Broadcom/Emulex % Marvell/QLogic i&ECESECE NVMe/FC, ZfERFah& MM EFIR(ERLE
NVMe/TCP,
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NVMe/FC - {&i&/Emulex
JIBroadcom/Emulexi&fczsEc ENVMe/FC,

TR
1. BT ERRNERRE S EE R

a. B EEIZIR:
cat /sys/class/scsi host/host*/modelname
NVE=EIIV @S il e

LPe36002-M64
LPe36002-M64

cat /sys/class/scsi_host/host*/modeldesc
BRIZ=ERIRMT LTRGBS

Emulex LightPulse LPe36002-M64 2-Port 64Gb Fibre Channel Adapter
Emulex LightPulse LPe36002-M64 2-Port 64Gb Fibre Channel Adapter

2. WiINEERNZEREINABroadcom 1pfc BEHMRNBIREHIZF
a. BREHARZ:

cat /sys/class/scsi_host/host*/fwrev
Zep Rl E kA

14.4.317.10, sli-4:6:d
14.4.317.10, sli-4:6:d

b. BRUL R ENTE R RS -

cat /sys/module/lpfc/version’
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U TFROZR T IEENAE A R -

0:14.4.0.2

BRXFFEEC R FME R ARIRMTIR, BESR ERFERTA"

- WIEATIERMIHE S 1pfc_enable fcd type BN 3!

cat /sys/module/lpfc/parameters/lpfc enable fc4 type

- WIEREAIUEERDEFIKEO:

cat /sys/class/fc _host/host*/port name

T RAEREOARR

0x100000109b£f044b1
0x100000109b£044b2

- BIERiEF IR O = R EA

cat /sys/class/fc host/host*/port state

(NVE=EIVR ik

Online

Online

. IWIENVMe/FCEBEEFmO RS ERBEBRIREORT AW

cat /sys/class/scsi_host/host*/nvme info
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Bl

NVME Initiator Enabled

XRI Dist 1lpfc2 Total 6144 IO 5894 ELS 250

NVME LPORT lpfc2 WWPN x100000109bf044bl WWNN x200000109bf044bl
DID x022a00 ONLINE

NVME RPORT WWPN x202fd039%ecaa’7dfc8 WWNN x202cd039eaa7dfc8
DID x021310 TARGET DISCSRVC ONLINE
NVME RPORT WWPN x202dd03%eaa7dfc8 WWNN x202cd039%eaa7dfc8

DID x020b10 TARGET DISCSRVC ONLINE

NVME Statistics
LS: Xmt 0000000810 Cmpl 0000000810 Abort 00000000
LS XMIT: Err 00000000 CMPL: xb 00000000 Err 00000000
Total FCP Cmpl 000000007b098f07 Issue 000000007aee27c4 OutIO
ffffffffffed98bd
abort 000013b4 noxri 00000000 nondlp 00000058 gdepth
00000000 wgerr 00000000 err 00000000
FCP CMPL: xb 000013b4 Err 00021443

NVME Initiator Enabled

XRI Dist 1lpfc3 Total 6144 IO 5894 ELS 250

NVME LPORT lpfc3 WWPN x100000109bf044b2 WWNN x2000001090f044b2
DID x021b00 ONLINE

NVME RPORT WWPN x2033d03%eaa7dfc8 WWNN x202cd039%eaa7dfc8
DID x020110 TARGET DISCSRVC ONLINE
NVME RPORT WWPN x2032d03%eaa’7dfc8 WWNN x202cd039%eaa7dfc8

DID x022910 TARGET DISCSRVC ONLINE

NVME Statistics
LS: Xmt 0000000840 Cmpl 0000000840 Abort 00000000
LS XMIT: Err 00000000 CMPL: xb 00000000 Err 00000000
Total FCP Cmpl 000000007afd4434 Issue 000000007ae31b83 OutIO
ffffffffffebd74£
abort 000014a5 noxri 00000000 nondlp 0000006a gdepth
00000000 wgerr 00000000 err 00000000
FCP CMPL: xb 000014a5 Err 0002149a

NVMe/FC - Marvell/QLogic
7IMarvell/QLogiciaft2sfc ENVMe/FCo

-
1. IR S EER TR RS AR R o2 = FE (- hie s -
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cat /sys/class/fc host/host*/symbolic name

TR SR T Rehi2 R E RS

QLE2742 FW:v9.14.00 DVR:v10.02.09.200-k
QLE2742 FW:v9.14.00 DVR:v10.02.09.200-k

2. JEIIE gl2xnvmeenable BI&E. X, Marveli&fitzs@r HYENVMe/FCRTHIEF:

cat /sys/module/glaZxxx/parameters/gl2xnvmeenable

FiRR%EIH 910

NVMe/TCP

NVMe/TCP MY A 235 B ohiEiEiefE, 8k, ErILUEIHIT NVMe/TCP K& NVMe/TCP F&R %M e
& Z58) "connect 2#& connect-all' F&hig{E.

PIE
1. KEBIRIHOSE T UESEHN NVMe/TCP LIF FEUA I B ST mEmEE:

nvme discover -t tcp -w host-traddr -a traddr
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nvme discover -t tcp -w 192.168.1.31 -a 192.168.1.24
Discovery Log Number of Records 20, Generation counter 25

trtype: tcp

adrfam: ipv4

subtype: current discovery subsystem

treq: not specified

portid: 4

trsvcid: 8009

subngn: ngn.1992-
08.com.netapp:sn.0fdbale74eb611ef9f50d03%abbcbod:discovery
traddr: 192.168.2.25

eflags: explicit discovery connections, duplicate discovery
information

sectype: none

trtype: tcp

adrfam: ipv4

subtype: current discovery subsystem

treq: not specified

portid: 2

trsvcid: 8009

subngn: ngn.1992-
08.com.netapp:sn.0fdbale74eb611ef9f50d03%eabbcbod:discovery
traddr: 192.168.1.25

eflags: explicit discovery connections, duplicate discovery
information

sectype: none

trtype: tcp

adrfam: ipv4

subtype: current discovery subsystem

treq: not specified

portid: 5

trsvcid: 8009

subngn: ngn.1992-
08.com.netapp:sn.0fdbale74eb611ef9f50d03%abbcbod:discovery
traddr: 192.168.2.24

eflags: explicit discovery connections, duplicate discovery
information

sectype: none

trtype: tcp



adrfam: ipv4

subtype: current discovery subsystem

treq: not specified

portid: 1

trsvcid: 8009

subngn: ngn.1992-
08.com.netapp:sn.0fdbale74eb611ef9f50d039%abbcb6d:discovery
traddr: 192.168.1.24

eflags: explicit discovery connections, duplicate discovery
information

sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem

treq: not specified

portid: 4

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.0fdbale74eb611ef9f50d03%eabbcbbd: subsystem.nvme

_tep 1
traddr: 192.168.2.25
eflags: none

sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem

treqg: not specified

portid: 2

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.0fdbale’74eb611ef9f50d039%eabbcbbd: subsystem.nvme

_tep 1
traddr: 192.168.1.25
eflags: none

sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem

treq: not specified

portid: 5

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.0fdbale774eb611ef9f50d03%eabbcbbd: subsystem.nvme
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_tep 1

traddr: 192.168.2.24
eflags: none
sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem

treq: not specified

portid: 1

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.0fdbale’74eb611ef9£f50d039%eabbcbbd: subsystem.nvme

_tep 1
traddr: 192.168.1.24
eflags: none

sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem

treq: not specified

portid: 4

trsvecid: 4420

subngn: ngn.1992-
08.com.netapp:sn.0fdbale74eb611ef9f50d03%eabbcbbd: subsystem.nvme

_tcp 4
traddr: 192.168.2.25
eflags: none

sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem

treqg: not specified

portid: 2

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.0fdbale’74eb611ef9f50d039%eabbcbbd: subsystem.nvme

_tcp 4
traddr: 192.168.1.25
eflags: none

sectype: none

trtype: tcp
adrfam: ipv4
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subtype: nvme subsystem

treq: not specified

portid: 5

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.0fdbale74eb611ef9f50d039%eabbcbod: subsystem.nvme

_tcp 4
traddr: 192.168.2.24
eflags: none

sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem

treq: not specified

portid: 1

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.0fdbale74eb611ef9f50d039%eabbcbbd: subsystem.nvme

_tcp 4
traddr: 192.168.1.24
eflags: none

sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem

treq: not specified

portid: 4

trsvecid: 4420

subngn: ngn.1992-
08.com.netapp:sn.0fdbale74eb611ef9f50d039%eabbcbbd: subsystem.nvme

_tcp_ 3
traddr: 192.168.2.25
eflags: none

sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem

treq: not specified

portid: 2

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.0fdbale’74eb611ef9f50d039%eabbcbbd: subsystem.nvme
tcp 3
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traddr: 192.168.1.25
eflags: none
sectype: none

trtype: tep

adrfam: ipv4

subtype: nvme subsystem

treq: not specified

portid: 5

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.0fdbale74eb611ef9f50d03%eabbcbod: subsystem.nvme

_tcp_ 3
traddr: 192.168.2.24
eflags: none

sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem

treq: not specified

portid: 1

trsvcid: 4420

subngn: nqgn.1992-
08.com.netapp:sn.0fdbale74eb611ef9f50d03%eabbcbbd: subsystem.nvme

_tep 3
traddr: 192.168.1.24
eflags: none

sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem

treq: not specified

portid: 4

trsveid: 4420

subngn: ngn.1992-
08.com.netapp:sn.0fdbale74eb611ef9f50d039%eabbcbod: subsystem.nvme

_tcp 2
traddr: 192.168.2.25
eflags: none

sectype: none
trtype: tcp

adrfam: ipv4
subtype: nvme subsystem
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treq: not specified

portid: 2

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.0fdbale74eb611ef9f50d03%eabbcbbd: subsystem.nvme

_tep 2
traddr: 192.168.1.25
eflags: none

sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem

treq: not specified

portid: 5

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.0fdbale74eb611ef9f50d039%abbcb6d: subsystem.nvme

_tcp 2
traddr: 192.168.2.24
eflags: none

sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem

treq: not specified

portid: 1

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.0fdbale774eb611ef9f50d03%eabbcbbd: subsystem.nvme

_tep 2
traddr: 192.168.1.24
eflags: none

sectype: none

2. BIFEHMNVMe/TCPRENTER-BTLIFAE BT REISIHREN A I B ETTmEiE:

nvme discover -t tcp -w host-traddr -a traddr
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Bl

nvme discover -t tcp -w 192.168.1.31 -a 192.168.1.24
nvme discover -t tcp -w 192.168.2.31 -a 192.168.2.24
nvme discover -t tcp -w 192.168.1.31 -a 192.168.1.25
nvme discover -t tcp -w 192.168.2.31 -a 192.168.2.25

’
|

3. iB1T nvme connect-all ETAFFAEZSZFNNVMe/TCPREENER-BRSIP LIz T

nvme connect-all -t tcp -w host-traddr -a traddr

Bl
nvme connect-all -t tcp -w 192.168.1.31 -a 192.168.1.24
nvme connect-all -t tcp -w 192.168.2.31 -a 192.168.2.24
nvme connect-all -t tcp -w 192.168.1.31 -a 192.168.1.25
nvme connect-all -t tcp -w 192.168.2.31 -a 192.168.2.25

S8 3: \%, EA NVMe/FC B9 1MB 1/0,

SR LIAECE T Broadcom EEC28HY NVMe/FC B 1MB K/)\8Y 1/0 15K, ONTAPTEIRFIIE %J%E‘&?EEF'?E&:E’J
BRAIBIEEFRA/N (MDTS) A 8, XBRMKERAKIOBEBRA/NRZAUN1 MB, BAH 1MB K/h8 1/0 &K, &
TEIENN Ipfc_sg_seg_cnt SEMERINE 64 B 256,

(D)  xeESBEREEFBENMFCEHL.

TE
1. %% "Ipfc_sg_seg_cnt' BEIGE }7256:

cat /etc/modprobe.d/lpfc.conf

options lpfc lpfc sg seg cnt=256

2. 1&17 ‘dracut -F @S HEHRBNEN.
3. IWIFMIERT “Ipfc_sg_seg_cnt }3256:
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cat /sys/module/lpfc/parameters/lpfc sg seg cnt

SR 4 WIS KRIFEE
IIFRZNVMe ZERIZIRE. ANAKRSHIONTAPH Z T B2 EHEAFNVMe-oF it E,

P
1. WIFRTERBANIZNVMeZiRE:

cat /sys/module/nvme core/parameters/multipath

ERER N

2. IOUFAERZONTAPHS & FERYIE INVMe-oF I E (a0, B SR E JINetApp ONTAPITHIES. fa#Fiopolicyi&
BENENT)RSEfRMRIEEN L.

a. BRFREG:

cat /sys/class/nvme-subsystem/nvme-subsys*/model

ERER L

NetApp ONTAP Controller
NetApp ONTAP Controller

b. BRI

cat /sys/class/nvme-subsystem/nvme-subsys*/iopolicy

TREFIA TS

round-robin

round-robin

3. WIERABEEEN LEH EM LI =8
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nvme list

Bl

/dev/nvmednl 81Ix2BVuekWcAAAAAAAB NetApp ONTAP Controller

Namespace Usage Format FW Rev

1 21.47 GB / 21.47 GB 4 KiB + 0 B 1T 1T 18

4. WIS M REIERIRRESEE AR S ERS EE ERBNANAKE:
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NVMe/FC

nvme list-subsys /dev/nvmedn5

Bl

nvme-subsys4 - NQN=ngn.1992-
08.com.netapp:sn.3ab5d31£f5502c11ef9f50d039%eabbcbbd: subsystem.nvme
1

hostngn=ngn.2014-08.org.nvmexpress:uuid:ebdade6cd-
21e6d-
llec-b7bb-7ed30a5482c3
iopolicy=round-robin\
+- nvmel fc traddr=nn-0x2082d039%eaa7dfc8:pn-
0x2088d039%eaa7dfc8,host traddr=nn-0x20000024f£f752e6d:pn-
0x21000024£f£f752e6d live optimized
+- nvmel2 fc traddr=nn-0x2082d039%eaa7dfc8:pn-
0x208ad03%eaa7dfc8,host traddr=nn-0x20000024ff752e6d:pn-
0x21000024£f£f752e6d live non-optimized
+- nvmel0 fc traddr=nn-0x2082d03%eaa7dfc8:pn-
0x2087d03%eaa7dfc8,host traddr=nn-0x20000024ff752e6c:pn-
0x21000024£ff752e6¢c live non-optimized
+- nvme3 fc traddr=nn-0x2082d039%eaa7dfc8:pn-
0x2083d039%eaa7dfc8,host traddr=nn-0x20000024f£f752e6c:pn-
0x21000024ff752e6c live optimized

NVMe/TCP

nvme list-subsys /dev/nvmelnl
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nvme-subsysb - NQN=ngn.1992-
08.com.netapp:sn.0fdbale74eb611ef9f50d039%abbcbod: subsystem.nvme
_tcp_ 3
hostngn=ngn.2014-08.org.nvmexpress:uuid:4c4c4544-0035-5910-804b-
b5c04£444d33

iopolicy=round-robin

\

+- nvmel3 tcp

traddr=192.168.2.25,trsvcid=4420,host traddr=192.168.2.31,
src_addr=192.168.2.31 live optimized

+- nvmeld tcp

traddr=192.168.2.24,trsvcid=4420,host traddr=192.168.2.31,
src_addr=192.168.2.31 live non-optimized

+- nvmeb tcp

traddr=192.168.1.25,trsvcid=4420,host traddr=192.168.1.31,
src_addr=192.168.1.31 live optimized

+- nvmeb6 tcp

traddr=192.168.1.24,trsvcid=4420,host traddr=192.168.1.31,
src_addr=192.168.1.31 live non-optimized

S. FIENetAppiF B E NENONTAP & Fa)ig & B RIEMINE:
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7

nvme netapp ontapdevices -o column

2Rl
Device Vserver Namespace Path
/dev/nvmelnl linux_ tcnvme iscsi

/vol/tcpnvme 1 0 O/tcpnvme ns

NSID UUID Size
1 5£7£630d-8eab5-407£-a490-484b9%5b15dd6 21.47GB
JSON

nvme netapp ontapdevices -o json

Bl

"ONTAPdevices": [
{

"Device":"/dev/nvmelnl",
"Vserver":"linux tcnvme iscsi",

"Namespace Path":"/vol/tcpnvme 1 0 0/tcpnvme ns",
"NSID":1,

"UUID":"5f7£630d-8ea5-407f-a490-484b95bl5dde",
"Size":"21.47GBR",
"LBA Data Size":4096,
"Namespace Size'":5242880
by

TR 5. EEEARA

XL ZE EXNR) R
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EHN O

NetApp fa1x ID
"1479047"

vl

Rocky Linux 8.x NVMe-oF E#18EEEH
BARIEHI2S

SUSE Linux Enterprise Server

Description

7£ NVMe-oF EWNL L, ErILUfEA nvme
discover -p"8R ¥ BIRFFA LIMITHIZZ
(PDC), 1B, IR NVMe-oF E#1 L
1817 Rocky Linux 8.x, M&X#ITnvme
discover -p"ByER=BIE—PNEEH PDC,
ERLSRTR, 8MAER-BREEREE
tJE— PDC, {BE, IIRETENVMe-oF
FHLiETTRocky Linux 8.x , MIERH
1T“nvme discover -p"BtEFSBIE—MEES
HPDC, X=SMENMBITEHE LEFEN
B EFE.

T f# SUSE Linux Enterprise Server *ONTAP FYz15F1IhRE

£/ NVMe over Fabrics (NVMe-oF) #{TEHECEFTZ 589 I08EEIONTAPHI SUSE Linux
Enterprise Server BIRR AT o

TheE

NVMe/TCP R%E ASA r2 REMFRE L ILR:R

NVMe/TCP SZ#EHE L 21X (TLS) 1.3 1%,

SUSE Linux Enterprise  ONTAP hZ~
Server FHhrZs

16 9.16.1 EEARZA
15 SP6 S E = hRZs 9.16.1 HERARAS

RHEL F#1FIONTAPIZ428 > jB)i@it NVMe/TCP 1% 15 SP4 S E S kRS 9.12.1 HEFhRZA
ZEMHRE R,

Eﬂﬁb@??%ﬂ%ﬁ (PDC) EAM—HAIAIL NQN 18z 15 SP4 i EShas 9.11.1 HESha~
NVMe/TCP ERER4AHE = EHREHRZZIE nvme-cli' 15 SP4 B Shk7 9.10.1 ESHRZS
e

E—EHM L NVMe 1 SCSI &, NVMe-oF &%

= |8fEF NVMe Z&1E, SCSILUN {#H dm %

b4
=0

TR SR E FIZTTHIONTAPRRZA (A,

TheE

SAN B2 NVMe/FC il B A

AINMBER TERRE NVMe ZH81Z.

X ‘nvme-cli ZR B8 S BENERMA, TEBE=FMZ
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15 SP1 S E S A7

9.4 EShRZA

ONTAPZH AT SAN EAIA8E.

SUSE Linux Enterprise
Server FHhRvads

15 SP7 S E S A7

15 SP1 S EShRZA

15 SP1 S E Sk


https://mysupport.netapp.com/site/bugs-online/product/HOSTUTILITIES/BURT/1479047

() BxSxREBEO¥EEE, BSETREERTA,

T

AR EH) SUSE Linux Enterprise Server Rz 7...  TH...

16 "J9 SUSE Linux Enterprise Server 16 B2& NVMe"

15 SPx &5 "J9 SUSE Linux Enterprise Server 15 SPx Bt &
NVMe"

HXER

* "THR ASA T2 BRR"
s "THRRUNAIEIE NVMe tHiY"

£/ ONTAP 7ZiZ/9 NVMe-oF EZE SUSE Linux Enterprise Server 16

SUSE Linux Enterprise Server 16 Nz FEBGIEXFRanA =848 (ANA) BY NVMe
over Fibre Channel (NVMe/FC) #1 NVMe over TCP (NVMe/TCP) o ANA 2% ER1Z
Ihee, #EXTF iSCSI 1 FCP IFEHRAIIEXFRIZ B TTiAIE (ALUA),

T ERYNMA 9 SUSE Linux Enterprise Server 16 EC& NVMe over Fabrics (NVMe-oF) E#le B XxE %2158
E8, ES " ONTAPZHIINEE",

NVMe-oF 5 SUSE Linux Enterprise Server 16 5L TFE1PEH:

* X ‘nvme disconnect-all Zmm S AR X G RAMBIBX GRS, AIESRARTRE, B7EEY
NVMe-TCP 8 NVMe-FC @& TIa]M SAN B RS _EHITIIRE,

* NetApp sanlun EHEARRFAZH NVMe-oF, &, B UKHIREES- @A E2BNetAppiEft. nvme-
cli BEBATFE NVMe-oF a6,

1% (FIE)ZFASANELS

S ABRE ENLAER SAN BaiREWHEHIRSTT B, R BiREERTE IS Linux 121E&R
. EHR2LIEEEE (HBA). HBA Elff. HBA B BIOS FIONTAPHRZAZE 21 SAN B,

S8
1. "BIE NVMe &3 & = 8l FH G ERETZ EH" -
2. 7£BR%328 BIOS 9 SAN BErnhan & T EMad IR O /Z A SAN B5h.

BXINEAIEA HBABIOS BE 8, 152 MR E % XL,
3. EMBENHRIHRERAREEBMHEEET
S8 2. L% SUSE Linux Enterprise Server #1 NVMe {4, HIOIFZHEE
E} NVMe-oF FREEH, BEERETNM NVMe RFE, BRAZRE, HBIEEN NON BEE,
p
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1. 7EARSS 28 _E&%E SUSE Linux Enterprise Server 16, L35G, WIEEEEIZITIEER SUSE Linux
Enterprise Server 16 R1%:

uname -—-r

SUSE Linux Enterprise Server RiZhxras7 451 :

6.12.0-160000.6-default

2. L& NvMe-CcLT TR

rpm -galgrep nvme-cli

TERNGIFRTT nvme-cli 2 hRZA:

nvme-cli-2.11+29.g35€62868-160000.1.1.x86 64

3. & 1ibnvme EEL:

rpm —-galgrep libnvme

TENGFRTRT libnvme B4 EhRZS

libnvmel-1.11+17.96d55624d-160000.1.1.x86 64

4. ¥ENLE, & hostngn FHFE /etc/nvme/hostngn :

cat /etc/nvme/hostngn

TEHFIFERT "hostngn hiRZs:

ngn.2014-08.org.nvmexpress:uuid:d3b581b4-c975-11e6-8425-0894ef31a074

S. ZEONTAP&EL A, KIELLTER: “hostngn  FRFHBILED “hostngn’ ONTAPEA X FRARFRIE

::> vserver nvme subsystem host show -vserver vs coexistence emulex
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Bl

Vserver Subsystem Priority Host NOQN

vs_ coexistence emulex
nvmel
regular ngn.2014-
08.org.nvmexpress:uuid:d3b581b4-c975-11e6-8425-0894ef31a074
nvmelO
regular ngn.2014-
08.org.nvmexpress:uuid:d3b581b4-c975-11e6-8425-0894ef31a074
nvmell
regular ngn.2014-
08.org.nvmexpress:uuid:d3b581b4-c975-11e6-8425-0894ef31a074
nvmel?2
regular ngn.2014-
08.org.nvmexpress:uuid:d3b581b4-c975-11e6-8425-0894ef31a074
4 entries were displayed.

MR hostngn FRHBEARLE. BEH vserver modify B FEMBIGG S hostngn EILAD
O IBIONTAP FEFIE R4 LTI nostnan PTHHE /ete/nune /nostnan FEEH]

$ 12 3: BdE NVMel/FC 1 NVMe/TCP

f8£F3 Broadcom/Emulex % Marvell/QLogic i&ECESECE NVMe/FC, ZfERFah& MM EFIR(ERLE
NVMe/TCP,
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NVMe/FC - {&i&/Emulex
JaBroadcom/Emulex FCi&EECZ 2B B NVMe/FC,

TE
1. BT ERRNERRE S EE R

a. BREEIZFR:

cat /sys/class/scsi host/host*/modelname

S ER L a

SN37A92079
SN37A92079

cat /sys/class/scsi_host/host*/modeldesc

NVE=EIVER ik

Emulex SN37A92079 32Gb 2-Port Fibre Channel Adapter
FEmulex SN37A92079 32Gb 2-Port Fibre Channel Adapter

2. WiINEERNZEREINABroadcom 1pfc BEHMRNBIREHIZF
a. BREHARZ:

cat /sys/class/scsi_host/host*/fwrev

AR ERE RS .

14.4.393.53, sli-4:6:d
14.4.393.53, sli-4:6:d

b. BRUL R ENTE R RS -

cat /sys/module/lpfc/version
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U TFROZR T IEENAE A R -

0:14.4.0.11

BRXFFEEC R FME R ARIRMTIR, BESR ERFERTA"

- WIEATIERMIHE S 1pfc_enable fcd type BN 3!

cat /sys/module/lpfc/parameters/lpfc enable fc4 type

- WIEREAIUEERDEFIKEO:

cat /sys/class/fc _host/host*/port name

BB B/RFEIATF LA TSRS |

0x100000109%bdacc75
0x100000109%bdacc76

- BIERiEF IR O = R EA

cat /sys/class/fc host/host*/port state

(NVE=EIVR ik

Online

Online

. IWIENVMe/FCEBEEFmO RS ERBEBRIREORT AW

cat /sys/class/scsi_host/host*/nvme info
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btk

NVME Initiator Enabled
XRI Dist 1lpfcO Total 6144 IO 5894 ELS 250
NVME LPORT lpfcO WWPN x100000109bdacc75 WWNN

DID x060100
NVME RPORT
DID x080801
NVME RPORT
DID x080d01
NVME RPORT
DID x020a09
NVME RPORT
DID x020a08
NVME RPORT
DID x061b01
NVME RPORT
DID x061b05
NVME RPORT
DID x061201
NVME RPORT
DID x061205

ONLINE

WWPN x2001d039ea951c45
TARGET DISCSRVC ONLINE

WWPN x2003d039ea951c45
TARGET DISCSRVC ONLINE

WWPN x2024d039eab31e9c
TARGET DISCSRVC ONLINE

WWPN x2026d039%eab31e9c
TARGET DISCSRVC ONLINE

WWPN x2003d039%eabcfc90
TARGET DISCSRVC ONLINE

WWPN x2012d039%eabcfc90
TARGET DISCSRVC ONLINE

WWPN x2005d039%eabcfc90
TARGET DISCSRVC ONLINE

WWPN x2014d039%eabcfc90
TARGET DISCSRVC ONLINE

NVME Statistics
LS: Xmt 0000017242 Cmpl 0000017242 Abort 00000000

LS XMIT:

Err 00000000

CMPL:

WWNN

WWNN

WWNN

WWNN

WWNN

WWNN

WWNN

WWNN

x200000108bdacc75

x2000d039ea951c45

x2000d039%€a951c45

x2023d039%eab31e9c

x2023d039%eab31le9c

x2002d039%ea5cfc90

x2011d039%ea5cfc90

x2002d039%eabcfc90

x2011d039%ea5cfc90

xb 00000000 Err 00000000

Total FCP Cmpl 0000000000378362 Issue 00000000003783c7 OutIO
0000000000000065

abort 00000409 noxri 00000000 nondlp 0000003a gdepth
00000000 wgerr 00000000 err 00000000

FCP CMPL:

xb 00000409 Err 0000040a

NVME Initiator Enabled
XRI Dist 1lpfcl Total 6144 IO 5894 ELS 250
NVME LPORT lpfcl WWPN x100000109bdacc76 WWNN

DID x062800
NVME RPORT
DID x080701
NVME RPORT
DID x081501
NVME RPORT
DID x020913
NVME RPORT
DID x020912
NVME RPORT
DID x061401

ONLINE

WWPN x2002d039%9ea951c45
TARGET DISCSRVC ONLINE

WWPN x2004d039ea951c45
TARGET DISCSRVC ONLINE

WWPN x2025d039eab31e9c
TARGET DISCSRVC ONLINE

WWPN x2027d039%eab31e9c
TARGET DISCSRVC ONLINE

WWPN x2006d039%9eabcfc90
TARGET DISCSRVC ONLINE

WWNN

WWNN

WWNN

WWNN

WWNN

x200000109bdacc76

x2000d039%9ea951c45

x2000d039ea951c45

x2023d039%eab31e9c

x2023d039%eab31e9c

x2002d039%eabcfc90



NVME RPORT WWPN x2015d03%eab5cfc90 WWNN x2011d039%eabcfc90
DID x061405 TARGET DISCSRVC ONLINE

NVME RPORT WWPN x2004d039%eab5cfc90 WWNN x2002d039%eabcfc90
DID x061301 TARGET DISCSRVC ONLINE
NVME RPORT WWPN x2013d039%eabcfc90 WWNN x2011d039ea5cfc90

DID x061305 TARGET DISCSRVC ONLINE

NVME Statistics

LS: Xmt 0000017428 Cmpl 0000017428 Abort 00000000

LS XMIT: Err 00000000 CMPL: xb 00000000 Err 00000000

Total FCP Cmpl 00000000003443be Issue 000000000034442a OutIO
000000000000006¢

abort 00000491 noxri 00000000 nondlp 00000086 gdepth
00000000 wgerr 00000000 err 00000000
FCP CMPL: xb 00000491 Err 00000494

NVMe/FC - Marvell/QLogic
JIMarvell/QLogiciEfi2sfic ENVMe/FCo

B
1. BT RS EER TR RS AR IR o2 = F1E (- hie s -

cat /sys/class/fc host/host*/symbolic name

TR 2R T Eehi2 E A E RS

QLE2772 FW:v9.15.06 DVR:v10.02.09.400-k-debug
QLE2772 FW:v9.15.06 DVR:v10.02.09.400-k-debug

2. JEWIE gl2xnvmeenable BI&E. X, Marveli&fiizs @ r HYENVMe/FCRHiEF:

cat /sys/module/glaZ2xxx/parameters/gl2xnvmeenable

FiiRR%RIH 910

NVMe/TCP

NVMe/TCP iR #5 B ahiEiZig(E. Bk, ERILUEITHIT NVMe/TCP K& M NVMe/TCP F&H S an

& Z58) connect B(#& connect-all' F&hig{E.

S
1. Wi IRORE o LUBEE S FMINVMe/TCP LIFIREUA I B ETTEEE:
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nvme discover -t tcp -w <host-traddr> -a <traddr>
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btk

nvme discover -t tcp -w 192.168.38.20 -a 192.168.38.10
Discovery Log Number of Records 8, Generation counter 42

trtype: tcp

adrfam: ipv4

subtype: current discovery subsystem

treq: not specified

portid: 4

trsvcid: 8009

subngn: ngn.1992-
08.com.netapp:sn.f8e2af201b7211f0ac2bd039%ab67a95:discovery
traddr: 192.168.211.71

eflags: explicit discovery connections, duplicate discovery
information

sectype: none

trtype: tcp

adrfam: ipv4

subtype: current discovery subsystem

treq: not specified

portid: 3

trsvcid: 8009

subngn: ngn.1992-
08.com.netapp:sn.f8e2af201b7211f0ac2bd03%eab67a95:discovery
traddr: 192.168.111.71

eflags: explicit discovery connections, duplicate discovery
information

sectype: none

trtype: tcp

adrfam: ipv4

subtype: current discovery subsystem

treq: not specified

portid: 2

trsvcid: 8009

subngn: ngn.1992-
08.com.netapp:sn.f8e2af201b7211f0ac2bd039%ab67a95:discovery
traddr: 192.168.211.70

eflags: explicit discovery connections, duplicate discovery
information

sectype: none

trtype: tcp
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adrfam: ipv4

subtype: current discovery subsystem

treq: not specified

portid: 1

trsvcid: 8009

subngn: ngn.1992-
08.com.netapp:sn.f8e2af201b7211f0ac2bd039%ab67a95:discovery
traddr: 192.168.111.70

eflags: explicit discovery connections, duplicate discovery
information

sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem

treq: not specified

portid: 4

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.f8e2af201b7211£f0ac2bd03%ab67a95:subsystem.samp

le tcp sub
traddr: 192.168.211.71
eflags: none

sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem

treqg: not specified

portid: 3

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.f8e2af201b7211£f0ac2bd039%ab67a95:subsystem. samp

le tcp sub
traddr: 192.168.111.71
eflags: none

sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem

treq: not specified

portid: 2

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.f8e2af201b7211f0ac2bd039%ab67a95:subsystem. samp



le tc

p_sub

traddr: 192.168.211.70

eflag
secty

trtyp
adrfa
subty
treq:
porti

trsvc

S none

pe: none

e: tcp

m: ipv4

pe: nvme subsystem
not specified

d: 1

id: 4420

subngn: ngn.1992-

08.com.netapp:sn.f8e2af201b7211£f0ac2bd039%eab67a95:subsystem. samp

le tc

p_sub

traddr: 192.168.111.70

eflag

S: none

sectype: none

local

host:~ #

2. IIEFRBEHEMNVMe/TCPBohiERF-BFLIFAS RS A R IIREA I B S I mHUE:

nvme discover -t tcp -w <host-traddr> -a <traddr>

Bl

nvme
nvme
nvme

nvme

3. i&1T nvme

discover -t tcp -w 192.168.38.20 -a 192.168.38.10
discover -t tcp -w 192.168.38.20 -a 192.168.38.11
discover -t tcp -w 192.168.39.20 -a 192.168.39.10
discover -t tcp -w 192.168.39.20 -a 192.168.39.11

connect-all TN RFEZZIFAINVMe/TCPREIER-BRSIP Lz Tds

nvme connect-all -t tcp -w <host-traddr> -a <traddr>

A .
~ .
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Bl

nvme connect-all -t tcp -w 192.168.38.20 -a
192.168.38.10
nvme connect-all -t tcp -w 192.168.38.20 -a
192.168.38.11
nvme connect-all -t tcp -w 192.168.39.20 -a
192.168.39.10
nvme connect-all -t tcp -w 192.168.39.20 -a

192.168.39.11

NVMe/TCP BJI&E “ctrl_loss_tmo timeout BENEE N “XH", Eitk:

* ERRELARS (ERER) -

* BAFZEFIEERER “ctrl_loss_tmo timeout fEARY{K "nvme connect 3 & nvme connect-all' 85 (3%
W) .

* MREERIZHEE, NVMe/TCP IZHIBFAERY, HESTIRAAMRENERE,

S 4. (A%) 1B udev FNIFEY iopolicy

M SUSE Linux Enterprise Server 16 74, NVMe-oF B92ki\ iopolicy IRE N queue-depth, WRER
iopolicy B2/ round-robin, JERIATEARIEER udev FLMISZ {4 :

TR
1. £/ root APRTEX A 4riEEEFFTF udev MM :

/usr/lib/udev/rules.d/71-nvmf-netapp.rules

VE=E IVl

vi /usr/lib/udev/rules.d/71-nvmf-netapp.rules

2. #EI7NetApp ONTAPIZ #2818 & iopolicy B91T, S TFHIFAR:

ACTION=="add", SUBSYSTEM=="nvme-subsystem", ATTR{subsystype}=="nvm",
ATTR{model }=="NetApp ONTAP Controller", ATTR{iopolicy}="queue-depth"

3. BRI, fE queue-depth ZA round-robin:
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ACTION=="add", SUBSYSTEM=="nvme-subsystem", ATTR{subsystype}=="nvm",
ATTR{model }=="NetApp ONTAP Controller", ATTR{iopolicy}="round-robin"

4. BB udeviRNIH N AEK:

udevadm control --reload
udevadm trigger --subsystem-match=nvme-subsystem

O IFREFRAR LA I/0 K&, FIMN, Bi<FRY> nvme-subsys0 o

cat /sys/class/nvme-subsystem/<subsystem>/iopolicy

TREFIA T a

round-robin

() #iopolicy £EIFINIAFILAMINetAPp ONTAPIZFISR G, HEBER.

HIE 5: A%k, B NVMe/FC BY 1MB 1/0,

ONTAPTEiR Bz 2s #uBE iR S R AEIBEH A/ (MDTS) /I 8, XBMKERA /0 IFERA/NTE 1MB, EME
Broadcom NVMe/FC E#H&H 1MB A/N8Y 1/0 &R, ERAZIEN Ipfc FIMNE “Ipfc_sg_seg_cnt SEMEIAE
64 BN 256,

(D)  xeSBEREEFBENVMFCEH.

TE
1. 3% "Ipfc_sg_seg_cnt' BEKi&E #1256

cat /etc/modprobe.d/lpfc.conf
B ZEB R R MTF AT RFInES
options lpfc lpfc sg seg cnt=256

2. JB17 “dracut -F S8 S HEF B EN.
3. IWIFMMERT ‘Ipfc_sg_seg_cnt }9256:
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cat /sys/module/lpfc/parameters/lpfc sg seg cnt

$I% 6: IIF NVMe BEHRSE

X “nvmefc-boot-connections.service 1 “nvmf-autoconnect.service'NVMe/FC FE1EHEEIARSS "nvme-cli' &

SZEohEY, RHE=BIEA.
BoisEiE, WiF nvmefc-boot-connections.service 1 “nvmf-autoconnect.service’ BofRSZ E R o

TR

1. IFE A nvmf-autoconnect.service' BB :

systemctl status nvmf-autoconnect.service

kbt

nvmf-autoconnect.service - Connect NVMe-oF subsystems automatically
during boot

Loaded: loaded (/usr/lib/systemd/system/nvmf-autoconnect.service;
enabled; vendor preset: disabled)

Active: inactive (dead) since Thu 2024-05-25 14:55:00 IST; 1lmin
ago
Process: 2108 ExecStartPre=/sbin/modprobe nvme-fabrics (code=exited,
status=0/SUCCESS)
Process: 2114 ExecStart=/usr/sbin/nvme connect-all (code=exited,
status=0/SUCCESS)
Main PID: 2114 (code=exited, status=0/SUCCESS)

systemd[1l]: Starting Connect NVMe-oF subsystems automatically during
boot. ..

nvme [2114]: traddr=nn-0x201700a098fd4cab:pn-0x201800a098fd4cab is
already connected

systemd[1l]: nvmf-autoconnect.service: Deactivated successfully.
systemd[1l]: Finished Connect NVMe-oF subsystems automatically during
boot.

2. BIIFEE “nvmefc-boot-connections.service' B/2 A :

systemctl status nvmefc-boot-connections.service
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btk

nvmefc-boot-connections.service - Auto-connect to subsystems on FC-
NVME devices found during boot

Loaded: loaded (/usr/lib/systemd/system/nvmefc-boot-
connections.service; enabled; vendor preset: enabled)

Active: inactive (dead) since Thu 2024-05-25 14:55:00 IST; 1lmin
ago
Main PID: 1647 (code=exited, status=0/SUCCESS)

systemd[1l]: Starting Auto-connect to subsystems on FC-NVME devices
found during boot...

systemd[1l]: nvmefc-boot-connections.service: Succeeded.
systemd[1l]: Finished Auto-connect to subsystems on FC-NVME devices

found during boot.

SRT. WIEZRERE
IIERZNVMe Z BRI, ANAIKREHIONTAPER & Bl 2 B1E&A FNVMe-oF &,

TR
1. BIFRERERAREZNVMe L HE !

cat /sys/module/nvme core/parameters/multipath

(NVE =gl V@Rl

2. ISIFAERZAYONTAPER & =[BT NVMe-oF 18 (I, ¥ESi&E JINetApp ONTAP Controller, H i
15917 iopolicy IR B A queue-depth) BEEHRMETH L
a. BERFRY:
cat /sys/class/nvme-subsystem/nvme-subsys*/model
SN AR T :
NetApp ONTAP Controller

NetApp ONTAP Controller
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cat /sys/class/nvme-subsystem/nvme-subsys*/iopolicy
NVE=E V@R il

queue-depth
queue-depth

3. WIFEREEEN LEIEHEMHL MR =8

nvme list

Bl

/dev/nvme7nl 81Ix2BVuekWcAAAAAAAB NetApp ONTAP Controller

Namespace Usage Format FW Rev
————— 21.47 GB / 21.47 GB 4 KiB + 0 B FFFFFFEFF

4. WM RENITRIBRRESRE AR S ERS AB ERNANAKS:

nvme list-subsys /dev/<controller ID>

(D) MONTAPO.16.1 FF#4, NVMe/FC I NVMe/TCP & ASA 12 45 EHOFRA I .
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NVMe/FC

UT R ERTENT = ONTAP iTHgs EHEEMdar B =iE), & TF AFF. FAS 1 ASA RF LN
HAB NVMe/FC BJ ASA 2 &%,

&7 AFF. FAS #1 ASA R=fl%itH

nvme-subsysll4 - NQN=ngn.1992-

08.com.netapp:sn.%e300b9760a4911£f08c87d03%ab67a95:subsystem.sles

_1lel 27
hostngn=ngn.2014-

08.org.nvmexpress:uuid:f6517cae-3133-11e8-bbff-7ed30aefl23f

iopolicy=round-robin\

+- nvmelld fc traddr=nn-0x234ed039%ea359%e4da:pn-

0x2360d039ea359%e4a,host traddr=nn-0x20000090faelec88:pn-

0x10000090fae0ec88 live optimized

+- nvmell5 fc traddr=nn-0x234ed039ea359%e4da:pn-

0x2362d039ea359%e4a,host traddr=nn-0x20000090faelec88:pn-

0x10000090fae0ec88 live non-optimized

+- nvmell6 fc traddr=nn-0x234ed039ea359%e4da:pn-

0x2361d039ea359%e4a,host traddr=nn-0x20000090faelec89:pn-

0x10000090fae0ec89 live optimized

+- nvmell7 fc traddr=nn-0x234ed039ea359%e4da:pn-

0x2363d03%ea359%e4a, host traddr=nn-0x20000090faelec89:pn-

0x10000090fae0ec89 live non-optimized
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£ ASA r2 =l

nvme-subsys96 - NQN=ngn.1992-
08.om.netapp:sn.b351b2b6777b11£f0b3c2d039%a5cfc9l:subsystem.nvme?
4
hostngn=ngn.2014-

08.org.nvmexpress:uuid:d3b581b4-c975-11e6-8425-0894ef31a074
\

+- nvme203 fc traddr=nn-0x2011d039%eabcfc90:pn-
0x2015d039ea5cfc90,host traddr=nn-0x200000109bdacc76:pn-
0x100000109bdacc76 live optimized

+- nvme25 fc traddr=nn-0x2011d039%eabcfc90:pn-
0x2014d039ea5cfc90,host traddr=nn-0x200000109bdacc75:pn-
0x100000109bdacc75 live optimized

+- nvme30 fc traddr=nn-0x2011d039%eabcfc90:pn-
0x2012d039eab5cfc90,host traddr=nn-0x200000109bdacc75:pn-
0x100000109bdacc75 live optimized

+- nvme32 fc traddr=nn-0x2011d039%eabcfc90:pn-
0x2013d039ea5cfc90,host traddr=nn-0x200000109bdacc76:pn-
0x100000109bdacc76 live optimized

NVMe/TCP

T RAliaE SR TIEEE AFF. FAS 1 ASA 245U ASA r2 RZRIW T 52 ONTAP 154128 {6
NVMe/TCP B9sp & = [al,
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& AFF. FAS # ASA R=fl%itH

nvme-subsys9 - NQN=ngn.1992-
08.com.netapp:sn.9927e165694211£f0b4f4d039%ab31e9d:subsystem.nvme
10
hostngn=ngn.2014-08.org.nvmexpress:uuid:4cd4cd4544-

0035-5910-804b-b7c04£444d33

\

+- nvmel05 tcp
traddr=192.168.39.10, trsvcid=4420, host traddr=192.168.39.20,src_
addr=192.168.39.20 live optimized

+- nvmelb3 tcp
traddr=192.168.39.11, trsvcid=4420, host traddr=192.168.39.20,src_
addr=192.168.39.20 live non-optimized

+- nvmeb7 tecp
traddr=192.168.38.11, trsvcid=4420, host traddr=192.168.38.20,src_
addr=192.168.38.20 live non-optimized

+- nvme9 tcp
traddr=192.168.38.10, trsvcid=4420, host traddr=192.168.38.20,src_
addr=192.168.38.20 live optimized

£ ASA r2 =l

nvme-subsys4 - NQN=nqgn.1992-

08.com.netapp:sn.17e32b6e8c7£11£09545d03%ac03c33:subsystem.Bidi

rectional DHCP 1 O
hostngn=ngn.2014-08.org.nvmexpress:uuid:4cd4cd4544-

0054-5110-8039-c3c04£523034

\

+- nvmed tcp

traddr=192.168.20.28, trsvcid=4420, host traddr=192.168.20.21,src_

addr=192.168.20.21 live optimized

+- nvmeb tcp

traddr=192.168.20.29, trsvcid=4420, host traddr=192.168.20.21,src_

addr=192.168.20.21 live optimized

+- nvmeb6b tcp

traddr=192.168.21.28, trsvcid=4420, host traddr=192.168.21.21,src_

addr=192.168.21.21 live optimized

+- nvme7 tcp

traddr=192.168.21.29, trsvcid=4420,host traddr=192.168.21.21,src_

addr=192.168.21.21 live optimized
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S. FIENetAppifF B S NS NONTAP fp & el & ERIEMIE:

il
nvme netapp ontapdevices -o column
Rl
Device Vserver Namespace Path
NSID UUID Size
/dev/nvmelnl vs_coexistence emulex nsl 1
79510£05-7784-11£f0-b3c2-d039%abcfc9l 21.47GB
JSON
nvme netapp ontapdevices -0 json
B

{
"ONTAPdevices": [{

"Device":"/dev/nvmeOnl",
"Vserver":"vs coexistence emulex",
"Namespace Path":"nsl",

"NSID":1,

"UUID":"79510£f05-7784-11£0-b3c2-d03%ea5cfc9l",
"Size":"21.47GBR",
"LBA Data Size":4096,
"Namespace Size":5242880
bl

TR 8. SIZ/ARITHIEE

& A9 SUSE Linux Enterprise Server 16 812K A L IEHIZE (PDC). FBE PDC A BEBHEN NVMe
FRERINSMIPFRIZCE LR & I H E ST mE R E 2

TR
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1. WIER N BENEMIERS A, HEUBE BohiEFin O BARLIFAS#HITIOR:

nvme discover -t <trtype> -w <host-traddr> -a <traddr>

259



260

btk

Discovery Log Number of Records 8, Generation counter 10

trtype: tcp

adrfam: ipv4

subtype: current discovery subsystem

treq: not specified

portid: 3

trsvcid: 8009

subngn: ngn.1992-
08.com.netapp:sn.9927e165694211£f0b4f4d03%ab31e9d:discovery
traddr: 192.168.39.10

eflags: explicit discovery connections, duplicate discovery
information

sectype: none

trtype: tcp

adrfam: ipv4

subtype: current discovery subsystem

treq: not specified

portid: 1

trsvcid: 8009

subngn: nqgn.1992-
08.com.netapp:sn.9927e165694211f0b4£4d03%eab31e9d:discovery
traddr: 192.168.38.10

eflags: explicit discovery connections, duplicate discovery
information

sectype: none

trtype: tcp

adrfam: ipv4

subtype: current discovery subsystem

treq: not specified

portid: 4

trsvcid: 8009

subngn: ngn.1992-
08.com.netapp:sn.9927e165694211f0b4f4d03%ab31e9d:discovery
traddr: 192.168.39.11

eflags: explicit discovery connections, duplicate discovery
information

sectype: none

trtype: tcp
adrfam: ipv4



subtype: current discovery subsystem

treq: not specified

portid: 2

trsvcid: 8009

subngn: ngn.1992-
08.com.netapp:sn.9927e165694211£f0b4f4d03%ab31e9d:discovery
traddr: 192.168.38.11

eflags: explicit discovery connections, duplicate discovery
information

sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem
treq: not specified
portid: 3

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.9927e165694211£f0b4£f4d03%ab31e9d:subsystem.nvmel
traddr: 192.168.39.10
eflags: none

sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem

treq: not specified

portid: 1

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.9927e165694211f0b4£f4d039%ab31e9d:subsystem.nvmel
traddr: 192.168.38.10

eflags: none

sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem
treq: not specified
portid: 4

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.9927e165694211f0b4f4d039%ab31e9d:subsystem.nvmel
traddr: 192.168.39.11
eflags: none

sectype: none
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trtype: tcp

adrfam: ipv4

subtype: nvme subsystem
treq: not specified
portid: 2

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.9927e165694211£f0b4f4d03%ab31e9d:subsystem.nvmel
traddr: 192.168.38.11
eflags: none

sectype: none

2. ARMFHEYEIEPDC:

nvme discover -t <trtype> -w <host-traddr> -a <traddr> -p

NVE=E VRSl

nvme discover -t tcp -w 192.168.39.20 -a 192.168.39.11 -p

3. MONTAPIZHI2sH. IWIIFEEEBIEPDC:

vserver nvme show-discovery-controller -instance -vserver <vserver name>

262



btk

vserver nvme show-discovery-controller -instance -vserver
vs_tcp slesl6
Vserver Name: vs tcp slesl6
Controller ID: 0180h
Discovery Subsystem NQN: ngn.1992-
08.com.netapp:sn.9927e165694211f0b4f4d03%ab31e9d:discovery
Logical Interface: 1if3
Node: A400-12-171
Host NQN: ngn.2014-
08.org.nvmexpress:uuid:4c4c4544-0035-5910-804b-b7c04£444d33
Transport Protocol: nvme-tcp
Initiator Transport Address: 192.168.39.20
Transport Service Identifier: 8009
Host Identifier: 4c4c454400355910804bb7c04£f444d33
Admin Queue Depth: 32
Header Digest Enabled: false
Data Digest Enabled: false
Keep-Alive Timeout (msec): 30000

S 9: RBELSTFHNERRIE
7£ SUSE Linux Enterprise Server 16 411 ONTAP 1ZHI28 28], Z#FiBid NVMe/TCP #1TL£HNE 10
ko

B ENTITH BIEB LS — DH-HMAC-CHAP IREREINERNXE, DH-HMAC-CHAP Z$AE NVMe 4]
SIEHI2EEY NON 5 EEREEBEN S HIRIERRNAS. ATEIENERNSM, NVMe ENSHTHIZZHA IR
53EFER KEKBER.

p

£ CLI HEZE JSON XHEBEREHAREMRIIE. MRFEANFBNFRFAIEEARRdhchapZZH. M7
&£ config JSON 5,
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L ITRE

FAGSITREmEELSERNE NI,
1. FREXEHINQN:

cat /etc/nvme/hostngn

2. RENER dhchap &R

LUTFHIHHIREAT "gen-dhchap-key @n S5

nvime gen-dhchap-key -s optional secret -1 key length {3248|64} -m
HMAC function {0]1[2]|3} -n host ngn

. -s secret key in hexadecimal characters to be used to initialize
the host key

. -1 length of the resulting key in bytes

. -m HMAC function to use for key transformation

0 = none, 1- SHA-256, 2 = SHA-384, 3=SHA-512

. -n host NQN to use for key transformation

FELUTRAIA. BER—BENldhchapZ . HEFHMACIZRE N3 (SHA-512),

nvme gen-dhchap-key -m 3 -n ngn.2014-
08.org.nvmexpress:uuid:4c4c4544-0035-5910-804b-b7c04£444d33
DHHC-

1:03:0hdxI1yIS8gBLwIOubcwl57rXcozYuRgBsoWaBvxEvpD1QHn/7dQ4J)FGwmhgwd
JWmVoripbWbMJy5eMAbCahN4hhYU=:

3. TEONTAP#EHIZS E. ARIMENFIEER NdhchapZiA:

vserver nvme subsystem host add -vserver <svm name> -subsystem
<subsystem> -host-ngn <host ngn> -dhchap-host-secret
<authentication host secret> -dhchap-controller-secret
<authentication controller secret> -dhchap-hash-function {sha-
256|sha-512} -dhchap-group {none|2048-bit|3072-bit|4096-bit|6144-
bit|8192-bit}

4. FNZIFAMHEBENEMIRIESZE: BRMNE, EEN L. EZEIONTAPIEHISHIRIEFMES 1R
WA EFEEdhchapZ$A .



nvme connect -t tcp -w <host-traddr> -a <tr-addr> -n <host ngn> -S
<authentication host secret> -C <authentication controller secret>

5. I&JF nvme connect authentication #3<. IIEFHFIZHIEEdhchapZih:

a. IIEFHdhchap®h:

cat /sys/class/nvme-subsystem/<nvme-subsysX>/nvme*/dhchap secret

ERBEREENTAREE

# cat /sys/class/nvme-subsystem/nvme-
subsysl/nvme*/dhchap secret
DHHC-1:01:wkwAKk8r9Ip7qgECKt7V5alo/7Y1ICH7DWKkUfLfMxmseg39DFb:
DHHC-1:01:wkwAKk8r9Ip7gqECKt7V5alo/7Y1ICH7DWkULLfMxmseg39DFDb:
DHHC-1:01:wkwAKk8r9Ip7gqECKt7V5alo/7Y1ICH7DWkUfLfMxmseg39DFb:
DHHC-1:01:wkwAKk8r9TIp7qgECKt7V5alo/7Y1ICH7DWKkUfLfMxmseg39DFb:

b. I&IFIFHI28dhchapZ$A:

cat /sys/class/nvme-subsystem/<nvme-
subsysX>/nvme*/dhchap ctrl secret

BN AE BG5S

# cat /sys/class/nvme-subsystem/nvme-
subsys6/nvme*/dhchap ctrl secret

DHHC-
1:03:0hdxI1yIS8gBLwIOubcwl57rXcozYuRgBsoWaBvxEvpD1QHNn/7dQ4J]jFG
wmhgwdJWmVoripbWbMJy5eMAbCahN4hhYU=:

DHHC-
1:03:0hdxI1yIS8gBLwIOubcwl57rXcozYuRgBsoWaBvxEvpD1QHNn/7dQ4JjFG
wmhgwdJWmVoripbWbMJy5eMAbCahN4hhYU=:

DHHC-
1:03:0hdxT1yIS8gBLwIOubcwl57rXcozYuRgBsoWaBvxEvpD1QHn/7dQ4JjFG
wmhgwdJWmVoripbWbMJy5eMAbCahN4hhYU=:

DHHC-
1:03:0hdxT1yIS8gBLwIOubcwl57rXcozYuRgBsoWaBvxEvpD1QHn/7dQ4JjFG
wmhgwdJWmVoripbWbMJy5eMAbCahN4hhYU=:
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JSON
MNERONTAPEEHISREEEFT B Z INVMeF£%. MR LIEXH5a<4E nvme connect-all " {#H

“/etc/nvme/config.jsone
£ -0 IEBIRAER JSON X BXEZIEXIRM, 1ES% NVMe connect-all FH 0T,

1. BoE JSON X f4:
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# cat /etc/nvme/config.json

[

"hostngn":"ngn.2014-08.org.nvmexpress:uuid:4c4c4544-0035-
5910-804b-b7c04£4444d33",
"hostid":"4c4c4544-0035-5910-804b-b7c04£444d33",
"dhchap key":"DHHC-
1:01:wkwAKk8r9Ip7qgECKt7V5alo/7Y1ICH7DWkUfLfMxmseg39DFb: ",
"subsystems": [
{

"ngn":"ngn.1992-
08.com.netapp:sn.9927e165694211f0b4f4d03%ab31e9d:subsystem.inba
nd bidirectional",

"ports": [

{

"transport":"tcp",

"traddr":"192.168.38.10",

"host traddr":"192.168.38.20",

"trsvcid":"4420",

"dhchap ctrl key":"DHHC-
1:03:0hdxI1yIS8gBLwIOubcwl57rXcozYuRgBsoWaBvxEvpD1QHN/7dQ4J)FGwn
hgwdJWmVoripbWbMJy5eMAbCahN4hhYU=:"

by
{

"transport":"tcp",

"traddr":"192.168.38.11",

"host traddr":"192.168.38.20",

"trsvcid":"4420",

"dhchap ctrl key":"DHHC-
1:03:0hdxI1yIS8gBLwIOubcwl57rXcozYuRgBsoWaBvxEvpD1QHNn/7dQ4J)FGwn
hgwdJWmVoripbWbMJy5eMAbCahN4hhYU=:"

by
{

"transport":"tcp",

"traddr":"192.168.39.11",

"host traddr":"192.168.39.20",

"trsvcid":"4420",

"dhchap ctrl key":"DHHC-
1:03:0hdxI1yIS8gBLwIOubcwl57rXcozYuRgBsoWaBvxEvpD1QHNn/7dQ4J)FGwn
hgwdJWmVoripbWbMJy5eMAbCahN4hhYU=:"

by
{

"transport":"tcp",
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@ ELLTRBIH, dhchap key MRF “dhchap secret #

}

"traddr":"192.168.39.10",

"host traddr":"192.168.39.20",

"trsvcid":"4420",

"dhchap ctrl key":"DHHC-
1:03:0hdxT1yIS8gBLwIOubcwl57rXcozYuRgBsoWaBvxEvpD1QHn/7dQ4J])FGwm
hgwdJWmVoripbWbMJy5eMAbCahN4hhYU=:"

MMF “dhchap ctrl secreto

2. {3 config JSSONX 4% 2ONTAPIZHI28

nvme connect-all

Bt

traddr=192.
traddr=192.
traddr=192.
traddr=192.
traddr=192.
traddr=192.
traddr=192.
traddr=192.
traddr=192.
traddr=192.
traddr=192.
traddr=192.

168.
168.
168.
168.
168.
168.
168.
168.
168.
168.
168.
168.

a. IHiFEHldhchapZ$A:

-J /etc/nvme/config.json

38.
39
38.
39
38.
39

38

10is already connected
10 is already connected
11 is already connected
11 is already connected
10is already connected
10 is already connected

.11 is already connected
39.
38.
39.
38.
39.

11 is already connected
10is already connected

10 is already connected
11 is already connected
11 is already connected

3. WIFR T ENE N FARFRIMBENITH 23 /= Adhchap s .

“dhchap ctrl key"

cat /sys/class/nvme-subsystem/nvme-subsys0/nvme0/dhchap secret



BUTFREIERT dhchap Z$A:

DHHC-1:01:wkwAKk8r9Ip7gECKt7V5alo/7Y1CH7DWkULLfMxmseg39DFb:

b. I8iF¥EHI28dhchapA:

cat /sys/class/nvme-subsystem/nvme-
subsys0/nvme0/dhchap ctrl secret

BNIZZBEEMTF AT RAIB S

DHHC-
1:03:0hdxI1yIS8gBLwIOubcwl57rXcozYuRgBsoWaBvxEvpD1QHn/7dQ4JjFGwmhgwd
JWmVoripbWbMJy5eMAbCahN4dhhYU=:

TEA10: EEEFMER2MN

EREZE MY (TLS) I NVMe-oF EHIFONTAPIESZ B8 NVMe EfZ iRt R £MmEIRINE . Er]LUfER
CLI MEBEERMHZEA (PSK) ECE TLS 1.3,

@ PR4F51 AT ZEIEONTAPIEHIZZ EHITHH B S), 157 SUSE Linux Enterprise Server 41 L
1—_|'L/L-Fﬂ532'<o

-
1. KELZEEZEBLUTHSA ktls-utils , openssl, # libopenssl EH| ELEMNREGE:

a. I9IF ktls-utils :
rpm -ga | grep ktls

ENIZERERUT®ESH:

ktls-utils-0.10+33.9311d943-160000.2.2.x86 64

a. IO SSL &1:

repm -ga | grep ssl
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libopenssl13-3.5.0-160000.3.2.x86 64
openssl-3.5.0-160000.2.2.noarch
openssl-3-3.5.0-160000.3.2.x86 64
libopenssl13-x86-64-v3-3.5.0-160000.3.2.x86 64

2. WIFREBEIEMISE /etc/tlshd. conf:

cat /etc/tlshd.conf

bkt

[debug]
loglevel=0
t1s=0
nl=0

[authenticate]

#keyrings= <keyring>;<keyring>;<keyring>
[authenticate.client]

#x509.truststore= <pathname>
#x509.certificate= <pathname>
#x509.private key= <pathname>
[authenticate.server]

#x509.truststore= <pathname>

#x509.certificate= <pathname>
#x509.private key= <pathname>

3. B tishd WERF BRI EED:

systemctl enable tlshd

4. ST HIER S tishd IETEIETT:

systemctl status tlshd
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tlshd.service - Handshake service for kernel TLS consumers
Loaded: loaded (/usr/lib/systemd/system/tlshd.service; enabled;

preset: disabled)
Active: active (running) since Wed 2024-08-21 15:46:53 IST; 4h
57min ago
Docs: man:tlshd(8)
Main PID: 961 (tlshd)
Tasks: 1
CPU: 46ms
CGroup: /system.slice/tlshd.service
L—961 /usr/sbin/tlshd
Aug 21 15:46:54 RX2530-M4-17-153 tlshd[961]: Built from ktls-utils
0.11-dev on Mar 21 2024 12:00:00

S. {ER4ERLTLS PSK nvme gen-tls-key:

a. IOUFFEA:

cat /etc/nvme/hostngn

ERER T

ngn.2014-08.org.nvmexpress:uuid:4c4c4544-0035-5910-804b-b7c04£444d33

b. I&IFEEEA:

nvme gen-tls-key —--hmac=1 --identity=1 --subsysngn= ngn.1992-
08.com.netapp:sn.9927e165694211£f0b4f4d03%ab31e9d:subsystem.nvmel

EER L a

NVMeTLSkey-1:01:C50EsaGtuOp8n5fGESEuUWjbBCtshmfoHx4XTqTJUmydf0gIj:

6. ZFONTAPIZTHIZE F. JETLS PSKFEIEIONTAPF &% :
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nvime subsystem host add -vserver vs iscsi tcp -subsystem nvmel -host
-ngn ngn.2014-08.org.nvmexpress:uuid:4c4c4544-0035-5910-804b-
b2c04£444d33 -tls-configured-psk NVMeTLSkey-
1:01:C50EsaGtuOp8n5fGE9EUWjbBCtshmfoHx4XTgTJUmydf0gIj:

7. FTLS PSKIENENRIZZ AL :

nvme check-tls-key --identity=1 --subsysngn=nqn.1992
-08.com.netapp:sn.9927¢165694211f0b4f4d03%ab31e9d:subsystem.nvmel
-—keydata=NVMeTLSkey
-1:01:C50EsaGtuOp8nbfGEIEuWjbBCtshmfoHx4XTgTJUmydf0gIj: —--insert

ERIZBEILUT TLS &4R:

Inserted TLS key 069f56bb

@ PSK 27~ "NVMe1RO1 EAEE “identity vi 3 E TLS I2F &%, Identity vI2ONTAP
ME— % FFRY R S,

8. WIFEEEIEMIEATLS PSK:

cat /proc/keys | grep NVMe
Bl

069f56bb I-Q-- 5 perm 3b010000 0O O psk NVMelRO1l ngn.2014-
08.org.nvmexpress:uuid:4c4c4544-0035-5910-804b-b2c04£444d33
ngn.1992-
08.com.netapp:sn.9927e165694211£f0b4f4d03%ab31e9d:subsystem.nvmel
0YVLelmiOwnvDjXKBmrnIgGVpFIBDJtc4dhmQXE/36Sw=: 32

9. FAIENMITLS PSKIEIZE|ONTAPF & %::

a. I§3F TLS PSK:
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nvme connect -t tcp -w 192.168.38.20 -a 192.168.38.10 -n ngn.1992-
08.com.netapp:sn.9927e165694211£f0b4f4d03%ab31e9d:subsystem.nvmel
-—tls key=0x069f56bb —tls

N vE=EI V@R T e
connecting to device: nvmel
a. WIFYIRFRE:
nvme list-subsys

byl

nvme-subsys0 - NQN=ngn.1992-
08.com.netapp:sn.9927e165694211£f0b4f4d03%ab31e9d:subsystem.nvmel

hostngn=ngn.2014-08.org.nvmexpress:uuid:4cd4cd4544-
0035-5910-804b-b2c04£444d33

* %

+- nvmeO tcp

traddr=192.168.38.10, trsvcid=4420,host traddr=192.168.38.20,src_a
ddr=192.168.38.20 live

10. FIMNBFR. HWIESIEEONTAPFRSRITLSIER

nvme subsystem controller show -vserver vs tcp slesl6 -subsystem nvmel
-instance
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(vserver nvme subsystem controller show)

Vserver Name:

vs _tcp sleslé6

Subsystem: nvmel
Controller ID: 0040h
Logical Interface: 1ifl
Node: A400-12-171
Host NQN: ngn.2014-

08.org.nvmexpress:uuid:4c4c4544-0035-5910-804b-b2c04£444d33

Transport Protocol:

Initiator Transport Address:

Host Identifier:
4c4c454400355910804bb2c04£444d33

nvme-tcp
192.168.38.20

Number of I/O Queues: 2
I/0 Queue Depths: 128, 128
Admin Queue Depth: 32
Max I/0 Size in Bytes: 1048576
Keep-Alive Timeout (msec): 5000

Subsystem UUID:

62203cfd-826a-11£0-966e-

d039%eab31e9d
Header Digest Enabled: false
Data Digest Enabled: false
Authentication Hash Function: sha-256
Authentication Diffie-Hellman Group: 3072-bit
Authentication Mode: unidirectional
Transport Service Identifier: 4420
TLS Key Type: configured

TLS PSK Identity:

NVMelRO1l ngn.2014-

08.org.nvmexpress:uuid:4c4c4544-0035-5910-804b-b2c04£444d33

ngn.1992-

08.com.netapp:sn.9927e165694211£f0b4f4d03%ab31e9d:subsystem.nvmel

0YVLelmiOwnvDjXKBmrnIgGVpFIBDJItc4dhmQXE/36Sw=

TLS Cipher:

TLS-AES-128-GCM-SHA256

F1EF: EFEHMEA
=B BRI,
AidE SUSE Linux Enterprise Server 15 SPx U132 NVMe-oF f1ONTAP7Efi#&

SUSE Linux Enterprise Server 15 SPx FH|ZHEFHLFEER NVMe (NVMe/FC) F1E
F TCP BY NVMe (NVMe/TCP) thi¥, FHHFAEXIFRap=iElh1R] (ANA). ANA (RS
iSCSI #1 FCP IMEHHAERFREE R ITiAR] (ALUA) FH L ER1ZTHEE,
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T #290{a1 59 SUSE Linux Enterprise Server 15 SPx EZ& NVMe over Fabrics (NVMe-oF) 4. SIEE S35
IhEEE B, 1B "ONTAPZIHFINEE",

&£/ SUSE Linux Enterprise Server 15 SPx #J NVMe-oF 727 LA T E40PRE:

* X ‘nvme disconnect-all iZ@Hm S MR X G RAMBUEXH RS, AREaSBARASKTRE, BMEEE
NVMe-TCP 3 NVMe-FC s & =E]M SAN BaifRF L HITIIEE,

* NetApp sanlun ENVEARFAZH NVMe-oF, &, EalUKBIRE~mPEEBNetAppiEft. nvme-
cli EAFFRAE NVMe-oF a4,

* ¥F SUSE Linux Enterprise Server 15 SP6 MERhA, FZ#FEHA NVMe-oF 1hi¥#HTT SAN BE5f,.
H1F: (AE)SFHASANSL)

TR AR E EALAGER SAN BapkEtEBH RS Y B, A" ERFIERTAE"BWIEER Linux #1ER
gi. ENSLLEECES (HBA). HBA B, HBA B3 BIOS FIONTAPRRASZ S 245 SAN BEf,

P$IE
1. "8I3 NVMe & TiEIF G EHBRETEIEMN" o
2. 7£RR%528 BIOS H 5 SAN BEnhan & = ieiET EAYiE O /E B SAN BE.

BXUMEIEAE HBABIOS ISR, 1BENHENEE B,
3. ERMENHLIHRERZER T ERMHIEEEIT,

I8 2: %3t SUSE Linux Enterprise Server #1 NVMe %, HISIFEHERE
5 NVMe-oF BCE X, BEELEFHM NVMe 461, BASKREZE, HIWWIEEH NQN &,

p

1. 7ERR5388 £ &% SUSE Linux Enterprise Server 15 SPx, TG, BEHIAEIZITHRIEEM SUSE
Linux Enterprise Server 15 SPx N#%:

uname -—-r

Rocky Linux R#ZARZs7:451 :

6.4.0-150700.53.3-default

2. &% NVMe-CLI TR

rpm -ga|grep nvme-cli

TENGIFRTT nvme-cli 2 hRZA:
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nvme-cli-2.11422.g9d31b1a01-150700.3.3.2.x86 64

23 1ibnvme HEHE:

rpm -galgrep libnvme

TENGIFERT libnvme R EAR A :

libnvmel-1.11+4.ge68a91ae-150700.4.3.2.x86 64

- EEMNLE, ¥FE hostngn FRFE /etc/nvme/hostngn :

cat /etc/nvme/hostngn

TENGIFRRT hostngn hras:

ngn.2014-08.org.nvmexpress:uuid: £6517cae-3133-11e8-bbff-7ed30aefl23f

FEONTAPZ LA, WIELITER: “hostngn' FRFEILAD "hostngn’ ONTAPEULAA I N F R AR F R E

::> vserver nvme subsystem host show -vserver vs coexistence LPE36002



Bl

Vserver Subsystem Priority Host NOQN

vs_ coexistence LPE36002
nvme
regular ngn.2014-
08.org.nvmexpress:uuid:4c4c4544-0056-5410-8048-b9c04f425633
nvme 1
regular ngn.2014-
08.org.nvmexpress:uuid:4c4c4544-0056-5410-8048-b9c04f425633
nvme 2
regular ngn.2014-
08.org.nvmexpress:uuid:4c4c4544-0056-5410-8048-b9c04f425633
nvme 3
regular ngn.2014-
08.org.nvmexpress:uuid:4c4c4544-0056-5410-8048-b9c04f425633
4 entries were displayed.

MR hostngn FRHBEARLE. BEH vserver modify B FEMBIGG S hostngn EILAD
O IBIONTAP FEFIE R4 LTI nostnan PTHHE /ete/nune /nostnan FEEH]

$ 12 3: BdE NVMel/FC 1 NVMe/TCP

f8£F3 Broadcom/Emulex % Marvell/QLogic i&ECESECE NVMe/FC, ZfERFah& MM EFIR(ERLE
NVMe/TCP,
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NVMe/FC - {&i&/Emulex
JaBroadcom/Emulex FCi&EECZ 2B B NVMe/FC,

TE
1. BT ERRNERRE S EE R

a. BREEIZFR:

cat /sys/class/scsi host/host*/modelname

S ER L a

LPe36002-M64
LPe36002-M64

cat /sys/class/scsi_host/host*/modeldesc

NVE=EIVER ik

Emulex LightPulse LPe36002-M64 2-Port 64Gb Fibre Channel Adapter
Emulex LightPulse LPe36002-M64 2-Port 64Gb Fibre Channel Adapter

2. WiINEERNZEREINABroadcom 1pfc BEHMRNBIREHIZF
a. BREHARZ:

cat /sys/class/scsi_host/host*/fwrev

AR ERE RS .

14.4.393.25, sli-4:2:c
14.4.393.25, sli-4:2:c

b. BRUL R ENTE R RS -

cat /sys/module/lpfc/version
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U TFROZR T IEENAE A R -

0:14.4.0.8

BRXFFEEC R FME R ARIRMTIR, BESR ERFERTA"

- WIEATIERMIHE S 1pfc_enable fcd type BN 3!

cat /sys/module/lpfc/parameters/lpfc enable fc4 type

- WIEREAIUEERDEFIKEO:

cat /sys/class/fc _host/host*/port name

BB B/RFEIATF LA TSRS |

0x10000090faelec88
0x10000090faelec89

- BIERiEF IR O = R EA

cat /sys/class/fc host/host*/port state

(NVE=EIVR ik

Online

Online

. IWIENVMe/FCEBEEFmO RS ERBEBRIREORT AW

cat /sys/class/scsi_host/host*/nvme info
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NVME Initiator Enabled
XRI Dist 1lpfcO Total 6144 IO 5894 ELS 250
NVME LPORT lpfcO WWPN x10000090faelec88 WWNN

DID x0al300
NVME RPORT
DID x0alcO1
NVME RPORT
DID x0alcOb
NVME RPORT
DID x0alclO
NVME RPORT
DID x0ala02
NVME RPORT
DID x0alaOb
NVME RPORT
DID x0alall

ONLINE

WWPN x23b1d03%ea359%e4a
TARGET DISCSRVC ONLINE

WWPN x22bbd039%9ea359%9e4a
TARGET DISCSRVC ONLINE

WWPN x2362d039ea359%9e4a
TARGET DISCSRVC ONLINE

WWPN x23afd039ea359e4a
TARGET DISCSRVC ONLINE

WWPN x22b9d039ea359%e4a
TARGET DISCSRVC ONLINE

WWPN x2360d039ea359%9e4a
TARGET DISCSRVC ONLINE

NVME Statistics
LS: Xmt 0000004eal0 Cmpl 0000004eal0 Abort 00000000

LS XMIT:

Err 00000000

CMPL:

WWNN

WWNN

WWNN

WWNN

WWNN

WWNN

x20000090faelec88

x23aed039%ea359%e4a

x22b8d039%ea359%9e4a

x234ed039%ea359%9e4a

x23aed039%ea359%e4a

x22b8d039%ea359%9e4a

x234ed039%ea359%9e4a

xb 00000000 Err 00000000

Total FCP Cmpl 0000000000102c35 Issue 0000000000102c2d OutIO
ffffffffff£ffff£g

abort 00000175 noxri 00000000 nondlp 0000021d gdepth
00000000 wgerr 00000007 err 00000000

FCP CMPL:

xb 00000175 Err 0000058b

NVME Initiator Enabled
XRI Dist 1lpfcl Total 6144 IO 5894 ELS 250
NVME LPORT lpfcl WWPN x10000090faelec89 WWNN

DID x0al1200
NVME RPORT
DID x0aldOl
NVME RPORT
DID x0aldOb
NVME RPORT
DID x0aldlo
NVME RPORT
DID x0alb02
NVME RPORT
DID x0albOb
NVME RPORT
DID x0albll

ONLINE

WWPN x23b2d039%ea359%e4a
TARGET DISCSRVC ONLINE

WWPN x22bcd039ea359%9e4a
TARGET DISCSRVC ONLINE

WWPN x2363d039ea359%9e4a
TARGET DISCSRVC ONLINE

WWPN x23b0d03%ea359%9e4a
TARGET DISCSRVC ONLINE

WWPN x22bad039ea359%e4a
TARGET DISCSRVC ONLINE

WWPN x2361d039ea359%e4a
TARGET DISCSRVC ONLINE

NVME Statistics

WWNN

WWNN

WWNN

WWNN

WWNN

WWNN

x20000090faelec89

x23aed039%ea359%e4a

x22b8d039%ea359%9e4a

x234ed039%ea359%9e4a

x23aed039%ea359%e4a

x22b8d039%ea359%9e4a

x234ed039%ea359%9e4a



LS: Xmt 0000004e31 Cmpl 0000004e31 Abort 00000000

LS XMIT: Err 00000000 CMPL: xb 00000000 Err 00000000

Total FCP Cmpl 00000000001017f2 Issue 00000000001017ef OutIO
TEfffffffffffffd

abort 0000018a noxri 00000000 nondlp 0000012e gdepth
00000000 wgerr 00000004 err 00000000
FCP CMPL: xb 0000018a Err 000005ca

NVMe/FC - Marvell/QLogic
JIMarvell/QLogici&Ac 23 ENVMe/FCo

p
1. BIHER B IEEIR TR XS AR R i2 A E ki -

cat /sys/class/fc host/host*/symbolic name

U TFRE SR T Eehi2 A E RS -

QLE2742 FW:v9.14.00 DVR:v10.02.09.400-k-debug
QLE2742 FW:v9.14.00 DVR:v10.02.09.400-k-debug

2. JFIIE gl2xnvmeenable BI8EH, X, MarveliEZEi23E ] HENVMe/FCREITER:

cat /sys/module/gla2xxx/parameters/gl2xnvmeenable

FoRka /910

NVMe/TCP

NVMe/TCP XA ¥ BehiEiZig(F. ik, ERILUEIHIT NVMe/TCP K& NVMe/TCP FZ& S an

#=T[8) "connect' 3 #& “connect-all’ F&hig(E,

HIg
1. WiFBRoiERFIRORE A LUBE 2 ZFHINVMe/TCP LIFIREVA I B ETIEEE:

nvme discover -t tcp -w <host-traddr> -a <traddr>
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nvme discover -t tcp -w 192.168.111.80 -a 192.168.111.70

Discovery Log Number of Records 8, Generation counter 42

trtype: tcp

adrfam: ipv4

subtype: current discovery subsystem

treq: not specified

portid: 4

trsvcid: 8009

subngn: ngn.1992-
08.com.netapp:sn.f8e2af201b7211f0ac2bd03%ab67a95:discovery
traddr: 192.168.211.71

eflags: explicit discovery connections, duplicate discovery
information

sectype: none

trtype: tcp

adrfam: ipv4

subtype: current discovery subsystem

treq: not specified

portid: 3

trsvcid: 8009

subngn: ngn.1992-
08.com.netapp:sn.f8e2af201b7211f0ac2bd039%ab67a95:discovery
traddr: 192.168.111.71

eflags: explicit discovery connections, duplicate discovery
information

sectype: none

trtype: tcp

adrfam: ipv4

subtype: current discovery subsystem

treq: not specified

portid: 2

trsvcid: 8009

subngn: ngn.1992-
08.com.netapp:sn.f8e2af201b7211f0ac2bd03%eab67a95:discovery
traddr: 192.168.211.70

eflags: explicit discovery connections, duplicate discovery
information

sectype: none



trtype: tcp

adrfam: ipv4

subtype: current discovery subsystem

treq: not specified

portid: 1

trsvcid: 8009

subngn: ngn.1992-
08.com.netapp:sn.f8e2af201b7211f0ac2bd03%eab67a95:discovery
traddr: 192.168.111.70

eflags: explicit discovery connections, duplicate discovery
information

sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem

treq: not specified

portid: 4

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.f8e2af201b7211£f0ac2bd039%eab67a95:subsystem. samp

le tcp sub
traddr: 192.168.211.71
eflags: none

sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem

treq: not specified

portid: 3

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.f8e2af201b7211f0ac2bd039%eab67a95:subsystem.samp

le tcp sub
traddr: 192.168.111.71
eflags: none

sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem
treq: not specified
portid: 2

trsveid: 4420

subngn: ngn.1992-
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08.com.netapp:sn.f8e2af201b7211f0ac2bd039%ab67a95:subsystem. samp

le tcp sub
traddr: 192.168.211.70
eflags: none

sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem

treq: not specified

portid: 1

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.f8e2af201b7211f0ac2bd039%eab67a95:subsystem.samp

le tcp sub
traddr: 192.168.111.70
eflags: none

sectype: none
localhost:~ #

2. IIEFRBHEMNVMe/TCPEohiERF-BFLIFAS R E A R IIREVA I B ST mHUE:

nvme discover -t tcp -w <host-traddr> -a <traddr>

Bl

nvme discover -t tcp -w 192.168.111.80 -a 192.168.111.66
nvme discover -t tcp -w 192.168.111.80 -a 192.168.111.67
nvme discover -t tcp -w 192.168.211.80 -a 192.168.211.66
nvme discover -t tcp -w 192.168.211.80 -a 192.168.211.67

3. JB1T nvme connect-all ETPRPFFAEZSZIFNNVMe/TCPEEIER-BIRSIP LIZ TS :

nvme connect-all -t tcp -w <host-traddr> -a <traddr>
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Bl

nvme
192.168.
nvme
192.168.
nvme
192.168.
nvme
192.168.

connect-all
111.66
connect-all
111.67
connect-all
211.66
connect-all
211.67

tcp —-w
tcp -w
tcp —-w
tcp -w

192.

192.

192.

192.

168.

168.

168.

168.

111.

111.

211.

211.

80

80

80

80

M SUSE Linux Enterprise Server 15 SP6 734, NVMe/TCP BIi&EA4E T LW, ctrl loss tmo timeout
BB KE Eit:

* BB BIRS!

(ZERER) -

* BAFZEFIEEEREN ctrl_loss_tmo timeout fEABY{< "nvme connect 3 & nvme connect-all' 85 (3%

W-) o

* MREERIZHEE, NVMe/TCP IZHISB A B, HEZTIREAMREER,

$E 4: (A%) EEK udev FNFHY iopolicy

M SUSE Linux Enterprise Server 15 SP6 744, NVMe-oF BIZRiA iopolicy I & round-robin, MREIEE
2 iopolicy 4 “queue-depth f&E{ udev M SXHINT :

p

1. 8 root I RTEXASRiE2EHHTFF udev LM T4

/usr/lib/udev/rules.d/71l-nvmf-netapp.rules

TR EFIA TS

vi /usr/lib/udev/rules.d/71-nvmf-netapp.rules

2. #F)}INetApp ONTAPIZHI251& & iopolicy 8917, SO TFHIFRR:

ACTION=="add",

3. BEFN, LA round-robin LAY " queue-depth:

SUBSYSTEM=="nvme-subsystem",

ATTR{model }=="NetApp ONTAP Controller", ATTR{iopolicy}="round-robin"

ATTR{subsystype}=="nvm",
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ACTION=="add", SUBSYSTEM=="nvme-subsystem", ATTR{subsystype}=="nvm",
ATTR{model }=="NetApp ONTAP Controller", ATTR{iopolicy}="queue-depth"

4. BB udeviRNIH N AEK:

udevadm control --reload
udevadm trigger --subsystem-match=nvme-subsystem

O IFREFRAR LA I/0 K&, FIMN, Bi<FRY> nvme-subsys0 o

cat /sys/class/nvme-subsystem/<subsystem>/iopolicy

TREFIA T a

queue-depth.

() #iopolicy £EIFINIAFILAMINetAPp ONTAPIZFISR G, HEBER.

HIE 5: A%k, B NVMe/FC BY 1MB 1/0,

ONTAPTEiR Bz 2s #uBE iR S R AEIBEH A/ (MDTS) /I 8, XBMKERA /0 IFERA/NTE 1MB, EME
Broadcom NVMe/FC E#H&H 1MB A/N8Y 1/0 &R, ERAZIEN Ipfc FIMNE “Ipfc_sg_seg_cnt SEMEIAE
64 BN 256,

(D)  xeSBEREEFBENVMFCEH.

TE
1. 3% "Ipfc_sg_seg_cnt' BEKi&E #1256

cat /etc/modprobe.d/lpfc.conf
B ZEB R R MTF AT RFInES
options lpfc lpfc sg seg cnt=256

2. JB17 “dracut -F S8 S HEF B EN.
3. IWIFMMERT ‘Ipfc_sg_seg_cnt }9256:
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cat /sys/module/lpfc/parameters/lpfc sg seg cnt

$I% 6: IIF NVMe BEHRSE

X “nvmefc-boot-connections.service 1 “nvmf-autoconnect.service'NVMe/FC FE1EHEEIARSS "nvme-cli' &

SZEohEY, RHE=BIEA.
BoisEiE, WiF nvmefc-boot-connections.service 1 “nvmf-autoconnect.service’ BofRSZ E R o

TR

1. IFE A nvmf-autoconnect.service' BB :

systemctl status nvmf-autoconnect.service

kbt

nvmf-autoconnect.service - Connect NVMe-oF subsystems automatically
during boot

Loaded: loaded (/usr/lib/systemd/system/nvmf-autoconnect.service;
enabled; preset: enabled)

Active: inactive (dead) since Fri 2025-07-04 23:56:38 IST; 4 days
ago

Main PID: 12208 (code=exited, status=0/SUCCESS)

CPU: 62ms

Jul 04 23:56:26 localhost systemd[l]: Starting Connect NVMe-oF
subsystems automatically during boot...

Jul 04 23:56:38 localhost systemd[l]: nvmf-autoconnect.service:
Deactivated successfully.

Jul 04 23:56:38 localhost systemd[l]: Finished Connect NVMe-oF
subsystems automatically during boot.

2. ISIFR A “nvmefc-boot-connections.service' EE A ;

systemctl status nvmefc-boot-connections.service
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nvmefc-boot-connections.service - Auto-connect to subsystems on FC-
NVME devices found during boot

Loaded: loaded (/usr/lib/systemd/system/nvmefc-boot-
connections.service; enabled; preset: enabled)

Active: inactive (dead) since Mon 2025-07-07 19:52:30 IST; 1 day
4h ago

Main PID: 2945 (code=exited, status=0/SUCCESS)
CPU: 1l4ms

Jul 07 19:52:30 HP-DL360-14-168 systemd[1l]: Starting Auto-connect to
subsystems on FC-NVME devices found during boot...

Jul 07 19:52:30 HP-DL360-14-168 systemd[1l]: nvmefc-boot-
connections.service: Deactivated successfully.

Jul 07 19:52:30 HP-DL360-14-168 systemd[1l]: Finished Auto-connect to

subsystems on FC-NVME devices found during boot.

ST BWIISRRRE
BIFRIZNVMe ZBRIZIRE. ANAKRSHIONTAPS B B2 HEMRFNVMe-oF iR E,

HIE
1. WIFRTERBARIZNVMeZiRE:

cat /sys/module/nvme core/parameters/multipath

eVE=E VAR K

2. BN AIONTAPER B IElAY NVMe-oF 188 (530, $EES1&E SINetApp ONTAP Controller, FHiGHE;
15187 iopolicy IR B A queue-depth) BEIFHRIREEN L :

a. BNFRY:

cat /sys/class/nvme-subsystem/nvme-subsys*/model

NV =gl V@ T
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NetApp ONTAP Controller
NetApp ONTAP Controller

b. BRI

cat /sys/class/nvme-subsystem/nvme-subsys*/iopolicy

NVE=EIVER K

queue-depth
queue-depth

3. WIER BB TN LEHEMH AL I r& =8

nvme list

Bl

/dev/nvmednl 81Ix2BVuekWcAAAAAAARB NetApp ONTAP Controller

Namespace Usage Format FW Rev

1 21.47 GB / 21.47 GB 4 KiB + 0 B FFFFFFEF

4. WIESMREITHIZERESEE NENRSERS AR EHNANAKRE:
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NVMe/FC

nvme list-subsys /dev/nvmedn5

bkt

nvme-subsysll4d - NQN=ngn.1992-
08.com.netapp:sn.%e30b9760a4911£f08c87d03%ab67a95:subsystem

161 27

hostngn=ngn.2014-
08.org.nvmexpress:uuid: f6517cae-3133-11e8-bbff-7ed30aefl23f
iopolicy=round-robin\
+- nvmelld4d fc traddr=nn-0x234ed039ea359%e4a:pn-
0x2360d039ea359%e4a,host traddr=nn-0x20000090faelec88:pn-
0x10000090faelec88 live optimized
+- nvmell5 fc traddr=nn-0x234ed039ea359%e4a:pn-
0x2362d039ea359%e4a,host traddr=nn-0x20000090faelec88:pn-
0x10000090fae0ec88 live non-optimized
+- nvmell6 fc traddr=nn-0x234ed039%ea359%e4da:pn-
0x2361d039ea359%e4a,host traddr=nn-0x20000090faelec89:pn-
0x10000090faelec89 live optimized
+- nvmell7 fc traddr=nn-0x234ed039%ea359%e4a:pn-
0x2363d039ea359%e4a,host traddr=nn-0x20000090faelec89:pn-
0x10000090fae0ec89 live non-optimized

NVMe/TCP

nvme list-subsys /dev/nvme9nl
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nvme-subsys9 - NQN=ngn.1992-

08.com.netapp:sn.f8e2af201b7211f0ac2bd039%ab67a95:subsystem.with

_inband with json hostngn=ngn.2014-
08.org.nvmexpress:uuid:4c4c4544-0035-5910-804b-b2c04£444d33

iopolicy=round-robin

\
+- nvmelO tcp

traddr=192.168.

non-optimized
+- nvmell tcp

traddr=192.168.

optimized
+- nvmel2 tcp

traddr=192.168.

optimized
+- nvme9 tcp

traddr=192.168.

non-optimized

111.

211.

111.

211.

71,trsvcid=4420,src_addr=192.

70, trsvcid=4420,src_addr=192

70, trsvcid=4420, src_addr=192.

71, trsvcid=4420,src_addr=192.

5. ISIFNetAppiEF BB NEINONTAP s 2 FEhE & B 1EHMI(E:

168.

.168

168.

168.

111

.211

111

211

.80 live

.80 live

.80 live

.80 live
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nvme netapp ontapdevices -o column

STRA)
Device Vserver Namespace Path
NSID UUID Size
/dev/nvmeOnl vs 161
/vol/fc _nvme voll/fc nvme nsl 1

32£d92¢c7-0797-428e-a577-£fdb3£14d0dc3 5.37GB

JSON

nvme netapp ontapdevices -0 json

Bl

"Device":"/dev/nvme98n2",

"Vserver":"vs 1l6l",

"Namespace Path":"/vol/fc nvme vol71/fc nvme ns71",
"NSID":2,

"UUID":"39d634c4-a75e-4fbd-ab00-3£9355a26e43",
"LBA Size":4096,

"Namespace Size":5368709120,
"UsedBytes":430649344,

TR 8. SIBRI/ARITHIZE

& B A9 SUSE Linux Enterprise Server 15 SPx W8I FA £ IiTH2s (PDC), FE PDC R Enhtail
NVMe FRZRIRIMNSMIBRIZIELU R &I B ERE RN EX,

TR
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1. WIER N BENEMIERS A, HEUBE BohiEFin O BARLIFAS#HITIOR:

nvme discover -t <trtype> -w <host-traddr> -a <traddr>
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Discovery Log Number of Records 8, Generation counter 18

trtype: tcp

adrfam: ipv4

subtype: current discovery subsystem

treq: not specified

portid: 4

trsvcid: 8009

subngn: ngn.1992-
08.com.netapp:sn.4f7af2bd221811f0afadd039%eab0dadd:discovery
traddr: 192.168.111.66

eflags: explicit discovery connections, duplicate discovery
information

sectype: none

trtype: tcp

adrfam: ipv4

subtype: current discovery subsystem

treq: not specified

portid: 2

trsvcid: 8009

subngn: nqgn.1992-
08.com.netapp:sn.4f7af2bd221811f0afadd039%eab0dadd:discovery
traddr: 192.168.211.66

eflags: explicit discovery connections, duplicate discovery
information

sectype: none

trtype: tcp

adrfam: ipv4

subtype: current discovery subsystem

treq: not specified

portid: 3

trsvcid: 8009

subngn: ngn.1992-
08.com.netapp:sn.4f7af2bd221811f0afadd03%eabl0dadd:discovery
traddr: 192.168.111.67

eflags: explicit discovery connections, duplicate discovery
information

sectype: none

trtype: tcp
adrfam: ipv4



subtype: current discovery subsystem

treq: not specified

portid: 1

trsvcid: 8009

subngn: ngn.1992-
08.com.netapp:sn.4f7af2bd221811f0afadd03%eabl0dadd:discovery
traddr: 192.168.211.67

eflags: explicit discovery connections, duplicate discovery
information

sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem
treq: not specified
portid: 4

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.4f7af2bd221811f0afadd039%eab0dadd: subsystem.pdc
traddr: 192.168.111.66
eflags: none

sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem

treq: not specified

portid: 2

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.4f7af2bd221811f0afadd039%eab0dadd: subsystem.pdc
traddr: 192.168.211.66

eflags: none

sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem
treq: not specified
portid: 3

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.4f7af2bd221811f0afadd039%eabl0dadd: subsystem.pdc
traddr: 192.168.111.67
eflags: none

sectype: none
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trtype: tcp

adrfam: ipv4

subtype: nvme subsystem
treq: not specified
portid: 1

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.4f7af2bd221811f0afadd039%eabl0dadd: subsystem.pdc
traddr: 192.168.211.67
eflags: none

sectype: none

2. ARMFHEYEIEPDC:

nvme discover -t <trtype> -w <host-traddr> -a <traddr> -p

NVE=E VRSl

nvme discover -t tcp -w 192.168.111.80 -a 192.168.111.66 -p

3. MONTAPIZHI2sH. IWIIFEEEBIEPDC:

vserver nvme show-discovery-controller -instance -vserver <vserver name>
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vserver nvme show-discovery-controller -instance -vserver vs_pdc

Vserver Name: vs pdc
Controller ID: 0101h
Discovery Subsystem NQN: ngn.1992-
08.com.netapp:sn.4f7af2bd221811f0afadd03%eabl0dadd:discovery
Logical Interface: 1if2
Node: A400-12-181
Host NQON: ngn.2014-
08.org.nvmexpress:uuid: 9796clec-0d34-11eb-b6b2-3a68dd3bab57
Transport Protocol: nvme-tcp
Initiator Transport Address: 192.168.111.80
Transport Service Identifier: 8009
Host Identifier: 9796clec0d3411ebb6b23a68dd3bab57
Admin Queue Depth: 32
Header Digest Enabled: false
Data Digest Enabled: false
Keep-Alive Timeout (msec): 30000

$R 9. KELXEHAZNIIE
S #h@1d NVMe/TCP £ SUSE Linux Enterprise Server 15 SPx AIFIONTAPIZHI2R Z B TL M HERN S 19

I3,

B ENHITHIZFE LTS5 — DH-HMAC-CHAP IREXEINERXEE, DH-HMAC-CHAP Z1A2E NVMe EA
FITHIZEH NON SEREARENSMNRIEERNAS. ATRIEXNERNSH, NVMe EHZITHIZZHIURF
S5x&E R RN,

pZ

£ CLI HEZE JSON XHZBEREHHEMRRIE. MREFZEANFBNFRFAIEEARRdhchapZEa. M7
&£ config JSONX 4,
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L ITRE

EABSITRAERERETRNE NI,

1. FREXEHINQN:

cat /etc/nvme/hostngn

2. RENER dhchap &R

LUTFHIHHIREAT "gen-dhchap-key @n S5

nvime gen-dhchap-key -s optional secret -1 key length {3248|64} -m
HMAC function {0]1[2]|3} -n host ngn

. -s secret key in hexadecimal characters to be used to initialize
the host key

. -1 length of the resulting key in bytes

. -m HMAC function to use for key transformation

0 = none, 1- SHA-256, 2 = SHA-384, 3=SHA-512

. -n host NQN to use for key transformation

FELUTRAIA. BER—BENldhchapZ . HEFHMACIZRE N3 (SHA-512),

nvme gen-dhchap-key -m 3 -n ngn.2014-

08.org.nvmexpress:uuid:ecdade6d4-216d-1lec-b7bb-7ed30a5482c3
DHHC-

1:03:1CFivw9ccz58gAcOUJrM7Vs98hd2ZHSr+iw+Amg6xZP15D2Yk+HDTZ1UAgliGgx
TYgnxukgvYedAS5Bw3wtz6sJINpR4=:

3. TEONTAP#EHIZS E. ARIMENFIEER NdhchapZiA:

vserver nvme subsystem host add -vserver <svm name> -subsystem
<subsystem> -host-ngn <host ngn> -dhchap-host-secret
<authentication host secret> -dhchap-controller-secret
<authentication controller secret> -dhchap-hash-function {sha-
256|sha-512} -dhchap-group {none|2048-bit|3072-bit|4096-bit|6144-
bit|8192-bit}

4. FNZIFAMHEBENEMIRIESZE: BRMNE, EEN L. EZEIONTAPIEHISHIRIEFMES 1R
WA EFEEdhchapZ$A .



nvme connect -t tcp -w <host-traddr> -a <tr-addr> -n <host ngn> -S
<authentication host secret> -C <authentication controller secret>

5. I&JF nvme connect authentication #3<. IIEFHFIZHIEEdhchapZih:

a. IIEFHdhchap®h:

cat /sys/class/nvme-subsystem/<nvme-subsysX>/nvme*/dhchap secret

ERBEREENTAREE

cat /sys/class/nvme-subsystem/nvme-subsysl/nvme*/dhchap secret
DHHC-1:01:1M63E6CcX7G5SOKKOju8gmzM53gywsy+C/YwtzxhIt9ZRz+ky:
DHHC-1:01:1M63E6CcX7G5SOKKOju8gmzM53gywsy+C/YwtzxhIt9ZRz+ky:
DHHC-1:01:1M63E6CcX7G5SOKKOju8gmzM53gywsy+C/YwtzxhIt9ZRz+ky:
DHHC-1:01:1M63E6CcX7G5SOKKOju8gmzM53gywsy+C/YwtzxhIt9ZRz+ky:

b. ISIFTHI28dhchapZ$h:

cat /sys/class/nvme-subsystem/<nvme-
subsysX>/nvme*/dhchap ctrl secret

BN AE BTG5

cat /sys/class/nvme-subsystem/nvme-
subsys6/nvme*/dhchap ctrl secret

DHHC-
1:03:1CFivw9ccz58gAcOUIrM7Vs98hd2ZHSr+iw+Amg6xZ2P15D2Yk+HDTZ1iUA
gliGgxTYgnxukgvYedAS55Bw3wtz6sJINpR4=:

DHHC-
1:03:1CFivw9ccz58gAcOUIrM7Vs98hd2ZHSr+iw+Amg6xZ2P15D2Yk+HDTZ1iUA
gliGgxTYgnxukgvYedAS55Bw3wtz6sJINpR4=:

DHHC-
1:03:1CFivw9ccz58gAcOUIrM7Vs98hd2ZHSr+iw+Amg6xZ2P15D2Yk+HDTZ1iUA
gliGgxTYgnxukgvYedAS55Bw3wtz6sJINpR4=:

DHHC-
1:03:1CFivw9ccz58gAcOUIrM7Vs98hd2ZHSr+iw+Amg6xZ2P15D2Yk+HDTZ1iUA
gliGgxTYgnxukgvYedAS55Bw3wtz6sJINpR4=:
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JSON
WNERONTAPEHISREEEFT B Z INVMeF&£F. MR LIBXH56<4E nvme connect-all " {#H

“/etc/nvme/config. jsone
£ -0 IEWIRAER JSON X BXEZIE XX, i5S1% NVMe connect-all FH T,

1. BoE JSON X f4:
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btk

cat /etc/nvme/config.json
[

{
"hostngn":"ngn.2014-08.org.nvmexpress:uuid:4c4c4544-0035-
5910-804b-b2c04£4444d33",
"hostid":"4c4c4544-0035-5910-804b-b2c04£444d33",
"dhchap key":"DHHC-
1:01:141789R11sMuHLCY27RVI8X10C\/GzjRwyhxip5hmIELsHrBqg:",
"subsystems": [
{

"ngn":"ngn.1992-
08.com.netapp:sn.f8e2af201b7211£f0ac2bd03%ab67a95:subsystem.samp
le tcp sub",

"ports": [

{

"transport":"tcp",

"traddr":"192.168.111.70",

"host traddr":"192.168.111.80",

"trsvcid":"4420"

"dhchap ctrl key":"DHHC-
1:03:jJgg¥cISKp73+XgAf2X6twringBpr2n0MGWbmZIZg4PieKZCoi1KGef81Avh
YSOPNK7T+04YD5CRPjh+m3qjJU++yR8s=:"

by

"transport":"tcp",

"traddr":"192.168.111.71",

"host traddr":"192.168.111.80",

"trsvcid":"4420",

"dhchap ctrl key":"DHHC-
1:03:jJgg¥cISKp73+XgAf2X6twrIngBpr2n0MGWbmZIZg4PieKZCoi1KGef81Avh
YSOPNK7T+04YD5CRPjh+m3qjJU++yR8s=:"

br
{

"transport":"tcp",

"traddr":"192.168.211.70",

"host traddr":"192.168.211.80",

"trsvcid":"4420",

"dhchap ctrl key":"DHHC-
1:03:jJgg¥cISKp73+XgAf2X6twrIngBpr2n0MGWbmZIZg4PieKZCoi1KGef81Avh
YSOPNK7T+04YD5CRPjh+m3qjJU++yR8s=:"

br
{

"transport":"tcp",
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"traddr":"192.168.211.71",

"host traddr":"192.168.211.80",

"trsvcid":"4420",

"dhchap ctrl key":"DHHC-
1:03:jJgg¥cISKp73+XgAf2X6twr9ngBpr2n0MGWbmZIZg4PieKZCoilKGef81Avh
YSOPNK7T+04YD5CRPjh+m3qjJU++yR8s=:"

}

@ ELLTRBIH, dhchap key MMF “dhchap secret fl “dhchap ctrl key’
MMF “dhchap ctrl secreto

2. {3 config JSSONX 4% 2ONTAPIZHI28

nvme connect-all -J /etc/nvme/config.json
Rl

traddr=192.168.211.70 is already connected
traddr=192.168.111.71 is already connected
traddr=192.168.211.71 is already connected
traddr=192.168.111.70 is already connected
traddr=192.168.211.70 is already connected
traddr=192.168.111.70 is already connected
traddr=192.168.211.71 is already connected
traddr=192.168.111.71 is already connected
traddr=192.168.211.70 is already connected
traddr=192.168.111.71 is already connected
traddr=192.168.211.71 is already connected
traddr=192.168.111.70 is already connected

3. WIFR T ENE N FARFRIMBENITH 23 /= Adhchap s .

a. IHiFEHldhchapZ$A:

cat /sys/class/nvme-subsystem/nvme-subsys0/nvme0/dhchap secret
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BUTFREIERT dhchap Z$A:

DHHC-1:01:14i1789R11sMuHLCY27RVI8X10C/GzjRwyhxip5hmIELsHrBq:

b. I8iFizHI28dhchap A :

cat /sys/class/nvme-subsystem/nvme-
subsys0/nvme0/dhchap ctrl secret

BNIZZBEEMTF AT RAIB S

DHHC-
1:03:jJgg¥cISKp73+XgAf2X6twrIngBpr2n0MGWbmZIZg4PieKZCoi1lKGef81AvhYSOP
NK7T+04YD5CRPJh+m3gjJU++yR8s=:

TEA10: EEEFMER2MN

EHREZEMIX (TLS) I NVMe-oF EAFIONTAPIESZ B89 NVMe EiERHEL2NimRIIHNE, Eo]LIFEA
CLI HIB R ENTMHEEZ4E (PSK) BE TLS 1.3,

@ PR4F51 AT ZEIEONTAPIEHIZZ EHITHH B S), 157 SUSE Linux Enterprise Server 41 L
1—_|'L/L-Fﬂ532'<o

-
1. KELZEEZEBLUTHSA ktls-utils , openssl, # libopenssl EH| ELEMNREGE:

a. IHJF ktls-utils :
rom -ga | grep ktls
BRZER BRI TRIL:
ktls-utils-0.10+33.9311d943-150700.1.5.x86_ 64
a. IO SSL &1:

repm -ga | grep ssl
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btk

libopenssl13-3.2.3-150700.3.20.x86_ 64
openssl-3-3.2.3-150700.3.20.x86_64
libopenssll 1-1.1.1w-150700.9.37.x86 64

2. BiIrREEIEMIEE /etc/tlshd. conf:

cat /etc/tlshd.conf

Bt

[debug]

loglevel=0

t1ls=0

nl=0

[authenticate]

keyrings=.nvme
[authenticate.client]
#x509.truststore= <pathname>
#x509.certificate= <pathname>
#x509.private key= <pathname>
[authenticate.server]
#x509.truststore= <pathname>
#x509.certificate= <pathname>
#x509.private key= <pathname>

3. BA tishd UERAK BB

systemctl enable tlshd

4. IOIFSTIPHIER S tishd IETEIBTT:

systemctl status tlshd
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tlshd.service - Handshake service for kernel TLS consumers
Loaded: loaded (/usr/lib/systemd/system/tlshd.service; enabled;

preset: disabled)
Active: active (running) since Wed 2024-08-21 15:46:53 IST; 4h
57min ago
Docs: man:tlshd(8)
Main PID: 961 (tlshd)
Tasks: 1
CPU: 46ms
CGroup: /system.slice/tlshd.service
L—961 /usr/sbin/tlshd
Aug 21 15:46:54 RX2530-M4-17-153 tlshd[961]: Built from ktls-utils
0.11-dev on Mar 21 2024 12:00:00

S. {ER4ERLTLS PSK nvme gen-tls-key:

a. IOUFFEA:

cat /etc/nvme/hostngn

ERER T

ngn.2014-08.org.nvmexpress:uuid:4c4c4544-0035-5910-804b-b2c04£444d33

b. I&IFEEEA:

nvme gen-tls-key —--hmac=1 --identity=1 --subsysngn= ngn.1992-
08.com.netapp:sn.a2d41235b78211efb57dd039%ab67a95: subsystem.nvmel

EER L a

NVMeTLSkey-1:01:C50EsaGtuOp8n5fGESEuUWjbBCtshmfoHx4XTqTJUmydf0gIj:

6. ZFONTAPIZTHIZE F. JETLS PSKFEIEIONTAPF &% :

305



btk

nvime subsystem host add -vserver vs iscsi tcp -subsystem nvmel -host
-ngn ngn.2014-08.org.nvmexpress:uuid:4c4c4544-0035-5910-804b-
b2c04£444d33 -tls-configured-psk NVMeTLSkey-
1:01:C50EsaGtuOp8n5fGE9EUWjbBCtshmfoHx4XTgTJUmydf0gIj:

7. FTLS PSKIENENRIZZ AL :

nvme check-tls-key --identity=1 --subsysngn=nqn.1992
-08.com.netapp:sn.a2d41235b78211efb57dd039%ab67a95:subsystem.nvmel
-—keydata=NVMeTLSkey
-1:01:C50EsaGtuOp8nbfGEIEuWjbBCtshmfoHx4XTgTJUmydf0gIj: —--insert

ERIZBEILUT TLS &4R:

Inserted TLS key 22152a’7e

@ PSK 27~ "NVMe1RO1 EAEE “identity vi 3 E TLS I2F &%, Identity vI2ONTAP
ME— % FFRY R S,

8. WIFEEEIEMIEATLS PSK:

cat /proc/keys | grep NVMe

bl it
069f56bb I--Q--- 5 perm 3010000 0 0 psk NVMelRO1
ngn.2014-08.org.nvmexpress:uuid:4c4c4544-0035-5910-804b-b2c04£444d33
ngn.1992-

08.com.netapp:sn.a2d41235b78211efb57dd03%ab67a95:subsystem.nvmel
0YVLelmiOwnvDjXKBmrnIgGVpFIBDJtc4dhmQXE/36Sw=: 32

9. FAIENMITLS PSKIEIZE|ONTAPF & %::

a. I§3F TLS PSK:
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nvme connect -t tcp -w 192.168.111.80 -a 192.168.111.66 -n ngn.1992-

08.com.netapp:sn.a2d41235b78211efb57dd03%ab67a95:subsystem.nvmel
--tls key=0x069f56bb -tls

N vE=EI V@R T e
connecting to device: nvmel
a. WIFYIRFRE:
nvme list-subsys

byl

nvme-subsys0 - NQN=ngn.1992-
08.com.netapp:sn.a2d41235b78211efb57dd03%ab67a95:subsystem.nvmel

hostngn=ngn.2014-08.org.nvmexpress:uuid:4cd4cd4544-
0035-5910-804b-b2c04£444d33

\

+- nvmeO tcp

traddr=192.168.111.66,trsvcid=4420,host traddr=192.168.111.80,src
~addr=192.168.111.80 live

10. FIMNBFR. HWIESIEEONTAPFRSRITLSIER

nvme subsystem controller show -vserver slesl5 tls -subsystem slesl5
-instance
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(vserver nvme subsystem controller show)

Vserver Name: vs iscsi tcp

Subsystem:
Controller ID:
Logical Interface:
Node:

Host NQN:

nvmel

0040h

tcpnvme 1ifl 1
A400-12-181
ngn.2014-

08.org.nvmexpress:uuid:4c4c4544-0035-5910-804b-b2c04£444d33

Transport Protocol:
Initiator Transport Address:
Host Identifier:
4c4c454400355910804bb2c04£444d33
Number of I/O Queues:
I/0 Queue Depths:
Admin Queue Depth:
Max I/0O Size in Bytes:
Keep-Alive Timeout (msec):
Subsystem UUID:
d039%eab67a95
Header Digest Enabled:
Data Digest Enabled:
Authentication Hash Function:
Authentication Diffie-Hellman Group:
Authentication Mode:
Transport Service Identifier:
TLS Key Type:
TLS PSK Identity:

nvme-tcp
192.168.111.80

2
128,
32
1048576
5000

128

8bbfb403-1602-11£f0-ac2b-

false

false

sha-256

3072-bit
unidirectional
4420

configured
NVMelRO1l ngn.2014-

08.org.nvmexpress:uuid:4c4c4544-0035-5910-804b-b2c04£444d33

ngn.1992-

08.com.netapp:sn.a2d41235b78211efb57dd03%ab67a95:subsystem.nvmel

0YVLelmiOwnvDjXKBmrnIgGVpFIBDJItc4dhmQXE/36Sw=

TLS Cipher:

FNML . EEEHH
BB B>,

Ubuntu
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1EAFFHFAONTAPHIUbuntu 24.0489NVMe-oF =X ECE

Ubuntu 24.04F13E33#R 8 = [B)31Rl(AANA) 1T E F WML LEIHRINVMe (NVMe-oF). B31E
BT A EERINVMe (NVMe/FC)FIEM{Fia, 7ENVMe-oFIfiEH. ANAEEFISCSI
FFCIFIERALUAZ BRZTINAE. FHrEIT WZNVMe Z & 1E 5.

ITFREAONTAPHIUbuntu 24.0489NVMe-oF ENECE . AIHKEB LU TXiF:

* ZSHINVMe-CLIER 4 B R BYNetApptE 4+ AT 2 RNVMe/FCHr & FEFIONTAPIFAR(E B

* AT ENELERE(HBAWE—EH _EEFERANVMeISCSERE. MAEARAERdm-dpathi&&. LA
LEFEBANVMesn & =al,

BEXZFNRENESFAER, BN ERFERTAS

TheE

ZHABR T, Ubuntu 24.04B ANVMefs B B G FHAZNVMeZ RiE, XEKRELZAFTEENIRE,

BN PR

¥ FRAONTAPHYUbuntu 24.04. HEIAZHEANVMe-oF X BEISAN,

IR AR S
&) AR LU MR BISIE ST Y& R Ubuntu 24.04%RfHhiR s,

HIB
1. 7EARS328 E 2% Ubuntu 24.04, REFTRE. BIIR T IEEEITIEER Ubuntu 24.04R%%:

uname -—-r

6.8.0-31-generic

2. L% NVMe-CLT BE:

apt list | grep nvme

nvme-cli/noble-updates 2.8-lubuntul.1l amd64

3. fEUbuntu 24.04FH1 L, #ZEhostngnF T, WHULA /etc/nvme/hostngn:

cat /etc/nvme/hostngn
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ngn.2014-08.org.nvmexpress:uuid:acel8dd8-1f5a-11ec-b0c3-3a68dd6la6ff

4. IIFFPIFREBEED hostngn SonNTAPREY EM N FRANFRER * /etc/nvme/hostngn IR
“hostngn:

vserver nvme subsystem host show -vserver vs 106 fc nvme

vs 106 fc nvme ub 106 ngn.2014-08.org.nvmexpress:uuid:c04702c8-e9le-
4353-9995-bad536214631

WNE hostngn FRIBALA. BFEAH vserver modify @S EM “hostngn 18
() monTaPMFIFRALNFHE, FHSEHENFHSE /etc/nvme/hostngn [

“hostngno

AcE NVMe/FC

& 8] LU ABroadcom/Emulex@fMarvell/Qlogici& it as it ENVMe/FCo
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Broadcom/Emulex
J9Broadcom/EmulexiE&EC 28 EC ENVMe/FC,

1. WIS ERANER X FNERRES:

a. cat /sys/class/scsi host/host*/modelname

LPe36002-M64
LPe36002-M64

b. cat /sys/class/scsi_host/host*/modeldesc

FEmulex LPe36002-M64 2-Port 64Gb Fibre Channel Adapter
Emulex LPe36002-M64 2-Port 64Gb Fibre Channel Adapter

2. EINEFERNREINMIBroadcom "Ipfc B4 FIR B IXEHIEF

a. cat /sys/class/scsi host/host*/fwrev

14.4.317.10, sli-4:06:d
14.4.317.10, sli-4:6:d

b. cat /sys/module/lpfc/version

0:14.2.0.17

BXRZFNVEERENIZEFMEFIRANRITIR, B ERFERTA"

3. JBWIE 1pfc_enable fc4 type REN 3:

cat /sys/module/lpfc/parameters/lpfc_enable fcd4 type

PR tH 793,
4. BWIERMIEFRORRERMAETIET. UREREIUERIBIREREA:

a. cat /sys/class/fc _host/host*/port name

0x100000109b£0447b
0x100000109p£0447c

b. cat /sys/class/fc host/host*/port state
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Online

Online

C. cat /sys/class/scsi _host/host*/nvme info

bkt

NVME Initiator Enabled

XRI Dist 1lpfcO Total 6144 IO 5894 ELS 250

NVME LPORT lpfc0O WWPN x100000109bf0447b WWNN x200000109b£f0447b
DID x022600 ONLINE

NVME RPORT WWPN x200£fd039€aa8138b WWNN x200ad039%9eaa8138b
DID x021006 TARGET DISCSRVC ONLINE

NVME Statistics
LS: Xmt 0000000187 Cmpl 0000000187 Abort 00000000
LS XMIT: Err 00000000 CMPL: xb 00000000 Err 00000000
Total FCP Cmpl 0000000014096514 Issue 000000001407fcd6 OutIO
fffffffffffe9vc2
abort 00000048 noxri 00000000 nondlp 0000001lc gdepth
00000000 wgerr 00000000 err 00000000
FCP CMPL: xb 00000048 Err 00000077

NVME Initiator Enabled

XRI Dist 1lpfcl Total 6144 IO 5894 ELS 250

NVME LPORT lpfcl WWPN x1000001090f0447c WWNN x200000109bf0447c
DID x022300 ONLINE

NVME RPORT WWPN x2010d039%9eaa8138b WWNN x200ad039%9eaa81l38b
DID x021106 TARGET DISCSRVC ONLINE

NVME Statistics
LS: Xmt 0000000187 Cmpl 0000000187 Abort 00000000
LS XMIT: Err 00000000 CMPL: xb 00000000 Err 00000000
Total FCP Cmpl 00000000140970ed Issue 00000000140813da OutIO
fffffffffffea’2ed
abort 00000047 noxri 00000000 nondlp 0000002b gdepth
00000000 wgerr 00000000 err 00000000
FCP CMPL: xb 00000047 Err 00000075

Marvell/QLogic

Ubuntu 24.04 GARZH 8 & HZAH N B qla2xxxIREhiEF BB R EiFEERRF, XEEERFM
FONTAPZHEXEE,
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HIMarvell/QLogici&A 2B ENVMe/FC,

g
1. B RS EEE TR RS AR IR oh A2 = A1 E (- hig s -

cat /sys/class/fc _host/host*/symbolic name

QLE2872 FW: v9.15.00 DVR: v10.02.09.100-k
QLE2872 FW: v9.15.00 DVR: v10.02.09.100-k

2. JFWIF gl2xnvmeenable Bi&H, X#F. MarveliEZEi28E ] HENVMe/FCREHIER:

cat /sys/module/glaZxxx/parameters/gl2xnvmeenable

FiRR%EIH 910

EF31 MB 1/O (E]3%)

ONTAPTEiR Bz es #uBE IR S R ASIBE R A/ (MDTS) I 8, XBMKERA /0 IERA/NAE 1MB, EM[E
Broadcom NVMe/FC 4 H 1MB AX/N8Y /0 35K, ERIZIEN "Ipfc BIMME Ipfc_sg_seg_cnt BSEMEIANE

64 B8 256,
(D)  xesSBEREEFBENVMFCEH.

TE
1. 3% "Ipfc_sg_seg_cnt BEKi&E }256:

cat /etc/modprobe.d/lpfc.conf
B ZeB R EMTF AT RFInES
options lpfc lpfc sg seg cnt=256

2. i&17 “dracut -f Ep S HEHBEIEN.
3. IIFMERT ‘Ipfc_sg_seg_cnt }9256:

cat /sys/module/lpfc/parameters/lpfc_sg seg cnt
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BECE NVMe/TCP

NVMe/TCPAZ 5 BrhiEETNEE, ME R AN connect-all L FRAIMNVMe /TCPFRAEMinZ KT

“connecto

$HIE
1. BB EhiEF RO SE o LUEIE S 1FHINVMe/TCP LIFIRE AT B E T E iR

nvme discover -t tcp -w <host-traddr> -a <traddr>
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# nvme discover -t tcp -w 192.168.167.150 -a 192.168.167.155
Discovery Log Number of Records 8, Generation counter 10

trtype: tcp

adrfam: ipv4

subtype: current discovery subsystem

treq: not specified

portid: 4

trsvcid: 8009

subngn: ngn.1992-
08.com.netapp:sn.9%7d42b764ffllefb8fed03%abac370:discovery
traddr: 192.168.167.156

eflags: explicit discovery connections, duplicate discovery
information

sectype: none

trtype: tcp

adrfam: ipv4

subtype: current discovery subsystem

treq: not specified

portid: 2

trsvcid: 8009

subngn: ngn.1992-
08.com.netapp:sn.%7d42b764ff1llefb8fed03%eabac370:discovery
traddr: 192.168.166.156

eflags: explicit discovery connections, duplicate discovery
information

sectype: none

trtype: tcp

adrfam: ipv4

subtype: current discovery subsystem

treq: not specified

portid: 3

trsvcid: 8009

subngn: ngn.1992-
08.com.netapp:sn.%7d42b764ffllefb8fed03%abac370:discovery
traddr: 192.168.167.155

eflags: explicit discovery connections, duplicate discovery
information

sectype: none

trtype: tcp
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adrfam: ipv4

subtype: current discovery subsystem

treq: not specified

portid: 1

trsvcid: 8009

subngn: ngn.1992-
08.com.netapp:sn.9%7d42b764ffllefb8fed03%abac370:discovery
traddr: 192.168.166.155

eflags: explicit discovery connections, duplicate discovery
information

sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem
treq: not specified
portid: 4

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.%7d42b764ffllefb8fed039%abac370:subsystem.ubuntu 2
4.04 tcp 211

traddr: 192.168.167.156
eflags: none

sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem
treq: not specified
portid: 2

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.9%7d42b764ffllefb8fed039%eabac370:subsystem.ubuntu 2
4.04 tcp 211

traddr: 192.168.166.156
eflags: none

sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem

treq: not specified

portid: 3

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.%7d42b764ffllefb8fed03%eabac370:subsystem.ubuntu 2
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4.04 tcp 211
traddr:
eflags: none

sectype: none

trtyp

e: tcp

adrfam: ipv4

subtype: nvme subsystem

treq: not specified

portid: 1

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.9%7d42b764ffllefb8fed039%eabac370:subsystem.ubuntu 2
4.04 tcp 211

traddr: 192.168.166.155

eflags: none

sectype: none

2. BIFEMNVMe/TCPETHIZER-BE45LIFA

nvme discover -t tcp -w <host-traddr> -a <traddr>

Sl
#nvme discover -t
#nvme discover -t
#nvme discover -t
#nvme discover -t

192.168.167.155

tcp -w 192.
tcp -w 192.
tcp -w 192.
tcp -w 192.

PaN=07
Sp=

168.
168.
168.
168.

167

167.
166.
166.

.150 -a
150 -a
150 -a
150 -a

192.
192.
192.
192.

I LURENAR B HE T £

168.
168.
168.
168.

167.
167.
166.
166.

155
156
155
156

3. iB1T nvme connect-all T RFFAESIZFNNVMe/TCPEENER-BIRSIPLiZ{TH<:

nvme connect-all -t tcp -w <host-traddr> -a <traddr>

Bt

#nvme
#nvme
#nvme

#nvme

connect-all
connect-all
connect-all
connect-all

-t tcp —-w
-t tcp —w
-t tcp —-w
-t tcp —-w

192.
192.
192.
192.

168.
168.
168.
168.

167.150
167.150
166.150
166.150

192.
192.
192.
192.

168.
168.
168.
168.

167.
167.
166.
166.

155
156
155
156
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MUbuntu 24.04FF38. NVMe/TCPBICtr_loss TMoiBBZHAIE B E X, XEKEXWNEIRX X
(D BUSARSI(TREAER), FH% nvme connect-all @<l, BEEFHRERTE

BCtrl loss—ToliBEYHFEREYE] “nvme connect(EIN-l), @I ULEAIATTA. NVMe/TCP
THIRELAEBREHEN AL ERN. HETRPFRFEE,

I8iF NVMe-oF

& LUER LU 12 ED BIGIENVMe-oF,

-

1. WIFREERARZNVMeZ !

cat /sys/module/nvme core/parameters/multipath

FiuRR%EIH 9" "

2. 351ENetApp ONTAPEN| ERE EH 2R T HFEONTAPE & FERIE HNVMe-oF & & (flt0. BS8E
73"NVMe-Controller". fa#;Fiiopolicyi& & /3 "round -robin"):

a. cat /sys/class/nvme-subsystem/nvme-subsys*/model

NetApp ONTAP Controller
NetApp ONTAP Controller

b. cat /sys/class/nvme-subsystem/nvme-subsys*/iopolicy

round-robin

round-robin

3. WIFERREEEEN LEEHIEHL M Z =8

nvme list
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btk

/dev/nvmeOnl 81CZ5BQUUNfGAAAAAAAB NetApp ONTAP Controller

Namespace Usage Format FW Rev

1 21.47 GB / 21.47 GB 4 KiB + 0 B 1T

4. WIS M REIEFIRRESEE NEIRS ERS A ERBNANAKE:
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320

NVMe/FC

nvme list-subsys /dev/nvmeOnl

bkt

nvme-subsys4 - NQN=ngn.1992-
08.com.netapp:sn.8763d311b2aclled950ed039%ea951c46:subsystem.
ubuntu 24.04 \

+- nvmel fc traddr=nn-0x20a6d039%9ea954d17:pn-
0x20a7d039ea954d17,host traddr=nn-0x200000109b1bS5ef:pn-
0x100000109b1b95ef live optimized

+- nvme?2 fc traddr=nn-0x20a6d039%9ea954d17:pn-
0x20a8d039ea954d17,host traddr=nn-0x200000109b1bS5£0:pn-
0x100000109b1b95f0 live optimized

+- nvme3 fc traddr=nn-0x20a6d039%9ea954d17:pn-
0x20aad039ea954d17,host traddr=nn-0x200000109b1bS5£0:pn-
0x100000109b1b95f0 live non-optimized

+- nvmeb5 fc traddr=nn-0x20a6d039%9ea954d17:pn-
0x20a9d039ea954d17,host traddr=nn-0x200000109b1bS5ef :pn-
0x100000109b1b95ef live non-optimized

NVMe/TCP

nvme list-subsys /dev/nvmelnl



btk

nvme-subsys0 - NQN=ngn.1992-

08.com.netapp:sn.%7d42b764ffllefb8fed039%abac370:subsystem.ubun

tu 24.04 tcp 211

hostngn=ngn.2014-08.org.nvmexpress:uuid:4cd4cd4544-

0050-3410-8035-c3c04£4a5933
iopolicy=round-robin
+- nvmeO tcp

traddr=192.168.166.155, trsvcid=4420, host traddr=192.

src addr=192.168.166.150 live optimized
+- nvmel tcp

traddr=192.168.167.155, trsvcid=4420, host traddr=192.

src addr=192.168.167.150 live optimized
+- nvme2 tcp

traddr=192.168.166.156,trsvcid=4420,host traddr=192.

src addr=192.168.166.150 live non-optimized
+- nvme3 tcp

traddr=192.168.167.156, trsvcid=4420,host traddr=192.

src_addr=192.168.167.150 live non-optimized

5. ISIFNetAppiEF BB NEINONTAP s 2 FEhE & B 1EHMI(E:

168.

168.

168.

168.

166.

167.

166.

167.

150,

150,

150,

150,
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7

nvme netapp ontapdevices -o column

bl
Device Vserver Namespace Path NSID UUID
Size
/dev/nvmeOnl vs 211 tcp /vol/tcpvoll/nsl 1

lcc7bc78-8d7b-4d8e-a3c4-750£9461a6e9 21.47GB

JSON

nvme netapp ontapdevices -0 json

Bl
{
"ONTAPdevices" : |
{
"Device":"/dev/nvme0On9",
"Vserver":"vs 211 tcp",
"Namespace Path":"/vol/tcpvol9/ns9",
"NSID":9,
"UUID":"99640dd9-8463-4c12-8282-b525pb39fc10b",
"Size":"21.47GB",
"LBA Data Size":4096,
"Namespace Size":5242880
}
]
}
2R a]=E

{EHAONTAPARZSAIUbuntu 24.04HINVMe-oF =M ECE & B B X1,
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1EAFFHFAONTAPHIUbuntu 24.0489NVMe-oF =X ECE

FAIEXFRE 2 a5 (AANA)BIUbuntu 22.04 2 135 EF MK LM AINVMe (NVMe-oF ).
BIERTHABEERNINVMe (NVMe/FC)FIE M4, ENVMe-oFIFIEAR. ANATEY
FiSCSIFIFCIFIEFMIALUAZ R IZINAE. H @ NIZNVMe % B2 25,

ITFREAONTAPHIUbuntu 22.0489NVMe-oF ENECE . AIHKEB LU TXiF:

* ZSHINVMe-CLIER 4+ B R BYNetApptE 4+ AT 2 RNVMe/FCHr & FEFIONTAPIFAR(E B

* AT NS SR (HBAWE—EH _EEERANVMeISCSERE. MAEAERdm-dpathi&&. LA
LEFEBANVMesn & =al,

BEXTENRENEZEFMAEE, BN EIREEERTAE,
IhRE
FHABR T, Ubuntu 22.04B ANVMefs & TiE]aFAZNVMeZ BE, FEilt. TEREERIKE,

BN PR
BRI EFANVMe-oF X B EIISAN,

IR AR S
&) AR LU MR BISIE S 5B &R R Ubuntu 22.04%RfHhiR s

HIB
1. EARS328 ER % Ubuntu 22.04, RETMRGE. BIIR T IEEEITIEERN Ubuntu 22.04R1%:

# uname -r
T
5.15.0-101-generic
2. BRI NVMe-CLT B E:
# apt list | grep nvme
T
nvme-cli/jammy-updates,now 1.16-3ubuntul.l amdé64
3. fEUbuntu 22.04F#1 L. #HZEHHIhostngnFERTE /etc/nvme/hostngn:
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# cat /etc/nvme/hostngn

Nk

ngn.2014-08.org.nvmexpress:uuid:063a9fa0-438a-4737-b9%p4-95a21c66d041

4. IDIFREE hostngn FRIBSILAD hostngn ONTAP &5 LN FRFGNFRT S

::> vserver nvme subsystem host show -vserver vs 106 fc nvme

Nl

Vserver Subsystem Host NON

vs 106 fc nvme ub 106 ngn.2014-08.org.nvmexpress:uuid:c04702c8-e9le-
4353-9995-bad536214631

R hostngn FRIBARLAL. 1EFEH vserver modify BFEFHBIGS hostngn BILEE
() ®IiBRONTAP FBIF RS LMFRHE hostnan PRFRE /ete/nvme/hostnan A

o

ECE NVMe/FC

& 8] LA AIBroadcom/EmulexagMarvell/QlogiciEEt g it ENVMe/FC,
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Broadcom/Emulex

1. IS ERNE XSRS,

# cat /sys/class/scsi _host/host*/modelname

Tl

LPe36002-M64
LPe36002-M64

# cat /sys/class/scsi _host/host*/modeldesc

Tl

FEmulex LPe36002-M64 2-Port 64Gb Fibre Channel Adapter
FEmulex LPe36002-M64 2-Port 64Gb Fibre Channel Adapter

2. M NEERREINHIBroadcom 1pfc BRI FEIREIIERF.

# cat /sys/class/scsi _host/host*/fwrev

14.2.673.40, sli-4:6:d
14.2.673.40, sli-4:6:d

# cat /sys/module/lpfc/version
O0: 14.0.0.4

BRXIFHEEC R IR F MBI R ARRMTIR, BER ERFIEERTA

3. JBWIE 1pfc_enable fc4 type IREN 3:

# cat /sys/module/lpfc/parameters/lpfc enable fc4 type
3

4. WIERIEFROREERHAETIET. UREREIUERIBIREREA:
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# cat /sys/class/fc_host/host*/port name

0x100000109b£0447c

0x100000109b£0447b

# cat /sys/class/fc_host/host*/port state

Online

Online

# cat /sys/class/scsi _host/host*/nvme info
NVME Initiator Enabled

XRI Dist 1lpfcl Total 6144 IO 5894 ELS 250

NVME LPORT lpfcl WWPN x100000109bf0447c WWNN x200000108b£f0447c DID

x022300 ONLINE

NVME RPORT WWPN x200cd039%9eaa8138b WWNN x200ad039%9eaa8138b DID
x021509 TARGET DISCSRVC ONLINE
NVME RPORT WWPN x2010d039%9eaa8138b WWNN x200ad039eaa8138b DID

x021108 TARGET DISCSRVC ONLINE

NVME Statistics
LS: Xmt 000000000e Cmpl 000000000e Abort 00000000
LS XMIT: Err 00000000 CMPL: xb 00000000 Err 00000000
Total FCP Cmpl 0000000000005238 Issue 000000000000523a OutIO
0000000000000002
abort 00000000 noxri 00000000 nondlp 00000000 gdepth
00000000 wgerr 00000000 err 00000000
FCP CMPL: xb 00000000 Err 00000000

NVME Initiator Enabled

XRI Dist 1lpfcO Total 6144 IO 5894 ELS 250

NVME LPORT lpfcO WWPN x1000001090bf0447b WWNN x2000001090bf0447b DID
x022600 ONLINE

NVME RPORT WWPN x200bd039%eaa8138b WWNN x200ad039eaa8138b DID
x021409 TARGET DISCSRVC ONLINE
NVME RPORT WWPN x200£d039%9eaa8138b WWNN x200ad039eaa8138b DID

x021008 TARGET DISCSRVC ONLINE

NVME Statistics
LS: Xmt 000000000e Cmpl 000000000e Abort 00000000
LS XMIT: Err 00000000 CMPL: xb 00000000 Err 00000000
Total FCP Cmpl 000000000000523c Issue 000000000000523e OutIO
0000000000000002
abort 00000000 noxri 00000000 nondlp 00000000 gdepth
00000000 wgerr 00000000 err 00000000
FCP CMPL: xb 00000000 Err 00000000

i& A FNVMe/FCHIMarvell/QLogic FC3&HAC 28
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Ubuntu 22.04 GARZH 61 & HIZAHLIN B qla2xxxIX5hiefFr BB RN L SRR, XEEERF N
FONTAPEZFEXEE,

1. IR S EER TR RS AR R 52 = F1E - hie s -

# cat /sys/class/fc _host/host*/symbolic name

Nk

QLE2872 FW: v9.14.02 DVR: v10.02.06.200-k
QLE2872 FW: v9.14.02 DVR: v10.02.06.200-k

2. {5IIE ql2xnvmeenable BIRE. X1¥. MarveliEZE2HE ] FH{ENVMe/FCBEITET:

# cat /sys/module/glaZ2xxx/parameters/gl2xnvmeenable
1

EF81 MB /O (FJi%)

ONTAP7EIRFIIEHI 28 BUR IR E R AEIEE M A/ (MDTS) K 8, XEMKERK I/0 IBFERA/NAIX 1IMB, EA
Broadcom NVMe/FC FE#A&H 1MB K/N8Y 1/0 18K, ERIZIEN "Ipfc BUHE “Ipfc_sg_seg_cnt SEMEIAE

64 B 256,
() ESBREMTEENMe/FCEHL

Pz
1. %% “Ipfc_sg_seg_cnt BEIGE 1256

cat /etc/modprobe.d/lpfc.conf
BRIZEF R XM F TR EL
options lpfc lpfc sg seg cnt=256

2. i&97 ‘dracut -f s L HEFBEIEN.
3. IIFMMERT Ipfc_sg_seg_cnt }1256:

cat /sys/module/lpfc/parameters/lpfc_sg seg cnt
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ACE NVMe/TCP

NVMe/TCP&XE BaliEZaE. FEit. MRENMBREAERE. FEREINEIIIE100FHAME.
MINVMe/TCPIEBThENERE. AT HLEBR. ENESEEEEHNERBREIZE N300,

TIE
1. Wi IR OB e LUBEE S £ FMINVMe/TCP LIFIREVA I B ST mEE:

nvme discover -t tcp -w host-traddr -a traddr

s

# nvme discover -t tcp -w 10.10.11.47-a 10.10.10.122
Discovery Log Number of Records 8, Generation counter 10

trtype: tcp

adrfam: ipv4

subtype: current discovery subsystem

treq: not specified

portid: O

trsvcid: 8009

subngn: ngn.1992-
08.com.netapp:sn.bbfbdee8dfb611edbd07d03%al65590:discovery
traddr: 10.10.10.122

eflags: explicit discovery connections, duplicate discovery information
sectype: none

trtype: tcp

adrfam: ipv4

subtype: current discovery subsystem

treq: not specified

portid: 1

trsvcid: 8009

subngn: ngn.1992
08.com.netapp:sn.bbfbdee8dfb61ll1edbd07d03%al65590:discovery
traddr: 10.10.10.124

eflags: explicit discovery connections, duplicate discovery information
sectype: none

trtype: tcp

2. BIEHMNVMe/TCP/E a2 - BAnLIFA S B EAETS M IHRENA I A & DTE #UE
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nvme discover -t tcp -w host-traddr -a traddr

Nl

#nvme discover -t tcp -w 10.10.10.47 -a 10.10.10.122
#nvme discover -t tcp -w 10.10.10.47 -a 10.10.10.124
#nvme discover -t tcp -w 10.10.11.47 -a 10.10.11.122
#nvme discover -t tcp -w 10.10.11.47 -a 10.10.11.

3. WHAEFREZXIFENNVMe/TCPREETEF-BIRLIEZTTNVMe Connect-allif <. FHIE1EHI28E L BITHARR IS
BAZE307¥E,1800F) :

nvme connect-all -t tcp -w host-traddr -a traddr -1 1800

T fFlkE
# nvme connect-all -t tcp -w 10.10.10.47 -a 10.10.10.122 -1 1800
# nvme connect-all -t tcp -w 10.10.10.47 -a 10.10.10.124 -1 1800
# nvme connect-all -t tcp -w 10.10.11.47 -a 10.10.11.122 -1 1800
# nvme connect-all -t tcp -w 10.10.11.47 -a 10.10.11.124 -1 1800

I9IF NVMe-oF
& 0] LAE R LU T2 ES B IRIENVMe-oF,

p
1. BIER B ERARZNVMeZHKZ:

# cat /sys/module/nvme core/parameters/multipath
Y

2. BIFHERNONTAPEI & ERYE HNVMe-oF IR & (B30, B Si&E AINetApp ONTAPITHIZE. 1 Fiiopolicyi&
BRHEN) S ERRMEENL:

# cat /sys/class/nvme-subsystem/nvme-subsys*/model
NetApp ONTAP Controller
NetApp ONTAP Controller
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# cat /sys/class/nvme-subsystem/nvme-subsys*/iopolicy
round-robin

round-robin

3. WIFERREEEEN EEEHIEHL M E (8.

# nvme list

Tl

/dev/nvmeOnl 81CZ5BQUUNfGAAAAAAARB NetApp ONTAP Controller

Namespace Usage Format FW Rev

1 21.47 GB / 21.47 GB 4 KiB + 0 B FRTTETEE

4. WIESMREITHIERESRE NENRSERS AR ERHNANAKRE:
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NVMe/FC

# nvme list-subsys /dev/nvmeOnl

Nk

nvme-subsys4 - NQN=ngn.1992-
08.com.netapp:sn.8763d311b2aclled950ed039%a%51c46:subsystem. ub 106
\

+- nvmel fc traddr=nn-0x20a6d039%9ea954d17:pn-
0x20a7d039ea954d17,host traddr=nn-0x200000109b1bS5ef :pn-
0x10000010901b9%5ef 1live optimized

+- nvme2 fc traddr=nn-0x20a6d039%ea954d17:pn-
0x20a8d039%ea954d17,host traddr=nn-0x200000109b1b95f0:pn-
0x10000010901b95f0 1live optimized

+- nvme3 fc traddr=nn-0x20a6d039%9ea954d17:pn-
0x20aad039%ea954d17,host traddr=nn-0x200000109b1b95f0:pn-
0x10000010901b95f0 1live non-optimized

+- nvmeb5 fc traddr=nn-0x20a6d039%9ea954d17:pn-
0x20a9d039%ea954d17,host traddr=nn-0x200000109b1b95ef:pn-
0x10000010901b9%5ef 1live non-optimized

NVMe/TCP

# nvme list-subsys /dev/nvmelnl

Nl

nvme-subsysl - NQN=ngn.1992- 08.com.netapp:sn.
bbfb4ee8dfb611edbd07d039%eal65590:subsystem.rhel tcp 95

+- nvmel tcp
traddr=10.10.10.122, trsvcid=4420, host traddr=10.10.10.47,src_addr=10
.10.10.47 1live

+- nvme2 tcp

traddr=10.10.10.124,trsvcid=4420,host traddr=10.10.10.47,src_addr=10
.10.10.47 1live

+- nvme3 tcp

traddr=10.10.11.122,trsvcid=4420,host traddr=10.10.11.47,src_addr=10
.10.11.47 1live

+- nvmed tcp

traddr=10.10.11.124,trsvcid=4420,host traddr=10.10.11.47,src_addr=10
.10.11.47 1live
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S. FIENetAppifF B S NS NONTAP fp & el & ERIEMIE:

il

# nvme netapp ontapdevices -o column

Tl

Device Vserver Namespace Path

NSID UUID Size
1 79c2c569-b7£fa-42d5-b870-d9%d6d7e5fa84 21.47GB
JSON

# nvme netapp ontapdevices -o json

Tl
{
"ONTAPdevices" : |
{
"Device" : "/dev/nvmeOnl",
"Vserver" : "co iscsi tcp ubuntu",
"Namespace Path" : "/vol/nvmevoll/nsl",
SNETEY o il
"UUID" : "79c2c569-b7fa-42d5-b870-d9d6d7e5fa84",
"Size" : "21.47GB",
"LBA Data Size" : 409¢,
"Namespace Size" : 5242880

by

332



E0ia)A

{EFRONTAPARZHIUbuntu 22.04HINVMe-oF ENECBZIE L T E 0/

NetApp £5i% ID
CONTAPEXT-2037

Windows

il Description
Ubuntu 22.04 FENVMe-oF =M _E. BTLUER"NVMe discover -p"sn S Bl KA M

NVMe-oF EHZEIE £IMi4I2R(PDC). &SNV HENBIIER-BitASoIE—

ESMXKAMLRIT APDC, BR. MNREENVMe-oF 4] _EiE1TUbuntu 22.04. 1

28 FRHIT"'NNVMe discover -p"BY#=BIiE—MNEERPDC, X&
SR EMERFENMB iR EAETR,

JJWindows Server 2025fC & & FONTAPHINVMe/FC

&R ATEIE1TWindows Server 202589 F Al _EERE E FIE4H@ERINVMe (NVMe/FC). LA
{E{EFAONTAP LUN#1TI2E,

XFIAES

TR LAE A FWindows 2025FINVMe/FCEAECEER A F<f5. EHREEIREZA. BENEFEHMR

o
* T

MONTAP 9.10.1FF%4. Windows Server 2025%##NVMe/FC.

BXRIFNFCERSMITHIZZMTIR, 1S Hardware Universe"s X ZRFIEC BRSNS,
BEUERFERIA"

* BXIPRH:

NVMe/FCARZ3FWindowsHfEi:T55E8%. R NONTAPBRIAZIFFEANVMe/FCHITRAMTRE

BroadcomAWindows NVMe/FCIg T — M IMBIRGHIEF. ZIREhiZF 2 F R LSCSI

@ SNVMelREHiZF. MAESEIEMNVMe/FCIRENIER., BIRAHEA—EST M. BEES
fENVMe/FCRYMREM BT, FHitb. SLlinuxZEEMIRERARE. WindowsiRSZ5:
FINVMe/FCHIFCPMEEIERE]. EXLIRIERAH. NVMe/FCIHREERE L FFCP,

2 NVMe/FC

EWindows B a2 F 41 LB BFC/NVMe,

p

1. EWindowsEH1 LR EEmulex HBA ManagerSE 2R,

2. 181 HBA BabiEFin O L, 8B LT HBA IRTHiZFS 5
o EnableNVMe =1
> NVMEMode = 0
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3. EfREEMN.

fidEBroadcom FCiEAI:

Broadcom/B&hER Al @I 4B[ERY32 G FCiEEC2sim R BTRENVMe/FCHIFCPRE, ¥ FFCPHIFC/NVMe.
R fE A Microsftis & & FAtRIR(DSM)EAIMicrosoftZ E&1£1/0 (MPIO)1ED,

+hostnqn+ EwindowsHEHR., S5FKAFCc/NVMeMBroadcomi&hiczs SN TN D LLIEECES (HBA)
mOXEE, BY +hostnan+ BN TR

ngn.2017-01.com.broadcom:ecd:nvmf:fc:100000109b1b9765
ngn.2017-01.com.broadcom:ecd:nvmf:£c:10000010901b9766

7INVMeig &= FAMPIO

EEWindowsEH EZHENVMeLE. BEHEEHNNVMeF B AMPIO,

B
1. =% "Windows Host Utility Kit 7.1" I8 BFCHINVMeiB AN IRTEF S,
2. T7F MPIO B%.
3. M * RIMBEREZ * EWRA, HINJ NVMe FIHAYIEE ID o

MPIO AJLAIRA NVMe i85, XERFEEHEEETES,

4. FTF * HAREIE - HER C HERM
o M*MPIO*ETRRH, & *Details*
6. & & LI FMicrosoft DSMIZE :

° PathVerifiedPeriod . *

° PathVerifyEnabled : * B *

° RetransyCount : *

° Retransyinterval : *

° PDORemovedPeriod : *130 *
7. JEHE MPIO RB& * B FEIITIRTE * -
8. BEHUEMRKIE:

HKLM\SYSTEM\CurrentControlSet\Services\mpio\Parameters\PathRecoveryInter
val DWORD -> 30

HKLM\SYSTEM\CurrentControlSet\Services\mpio \Parameters\
UseCustomPathRecoveryInterval DWORD-> 1
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S. EfREEMN.

ISIENVMe/FCEZE

HIABEZWNVMeF &S, FBEONTAPAZ HEITFNVMe-oF iR & IEATTIR.

p

1. I93iF“Port Type (Iw KB 2E N FC+NVMe

listhba

Bl

Port WWN
Node WWN

Fabric Name

Flags
Host Name
Mfg

Serial No.
Port Number

Mode

PCI Bus Number
PCI Function

Port Type
Model

Port WWN
Node WWN

Fabric Name

Flags
Host Name
Mfg

Serial No.
Port Number

Mode

PCI Bus Number
PCI Function

Port Type
Model

10:00:00:10:9b
20:00:00:10:9b
10:00:c4:f5:7c
8000e300

INTEROP-57-159

:1b:97:65
:1b:97:65
:a5:32:e0

Emulex Corporation

FC71367217
0

Initiator
94

0

FC+NVMe
LPe32002-M2

10:00:00:10:9b
20:00:00:10:90
10:00:c4:£f5:7c
8000e300

INTEROP-57-159

:1b:97:66
:1b:97:66
:a5:32:e0

Emulex Corporation

FC71367217
1

Initiator
94

1

FC+NVMe
LPe32002-M2

2. BIFEBEAWNVMe/FCFERYE:

° nvme-list

335



Bl

NVMe Qualified Name : ngn.1992-
08.com.netapp:sn.a3b74c32db2911eab229d039%eal41105:subsystem.win n
vme interop-57-159

Port WWN : 20:09:d0:39:ea:14:11:04
Node WWN : 20:05:d0:39:ea:14:11:04
Controller ID : 0x0180

Model Number : NetApp ONTAP Controller
Serial Number : 81CGZBPUST/uAAAAAAAB
Firmware Version : FFFFFFFF

Total Capacity : Not Available
Unallocated Capacity : Not Available

NVMe Qualified Name : ngn.1992-

08.com.netapp:sn.a3b74c32db2911eab229d039%al41105:subsystem.win n
vme interop-57-159

Port WWN : 20:06:d0:39:ea:14:11:04
Node WWN : 20:05:d0:39:ea:14:11:04
Controller ID : 0x0181

Model Number : NetApp ONTAP Controller
Serial Number : 81CGZBPUST/uAAAAAAAB
Firmware Version : FFFFFFFF

Total Capacity : Not Available
Unallocated Capacity : Not Available

Note: At present Namespace Management is not supported by NetApp
Arrays.

° nvme-list
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NVMe Qualified Name : ngn.1992-
08.com.netapp:sn.a3b74c32db2911eab229d039%eal41105:subsystem.win n
vme interop-57-159

Port WWN : 20:07:d0:39:ea:14:11:04
Node WWN : 20:05:d0:39:ea:14:11:04
Controller ID : 0x0140

Model Number : NetApp ONTAP Controller
Serial Number : 81CGZBPUST/uAAAAAAAB
Firmware Version : FFFFFFFF

Total Capacity : Not Available
Unallocated Capacity : Not Available

NVMe Qualified Name : ngn.1992-

08.com.netapp:sn.a3b74c32db2911eab229d039%al41105:subsystem.win n
vme interop-57-159

Port WWN : 20:08:d0:39:ea:14:11:04
Node WWN : 20:05:d0:39:ea:14:11:04
Controller ID : 0x0141

Model Number : NetApp ONTAP Controller
Serial Number : 81CGZBPUST/uAAAAAAAB
Firmware Version : FFFFFFFF

Total Capacity : Not Available
Unallocated Capacity : Not Available

Note: At present Namespace Management is not supported by NetApp
Arrays.

3. WIFER BRI EX LR M=TE):

nvme-list-ns
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Active Namespaces (attached to controller 0x0141):

SCSI SCSI

SCSI
NSID DeviceName Bus Number Target Number

0S LUN
0x00000001 \\.\PHYSICALDRIVEO9 0 1
0
0x00000002 \\.\PHYSICALDRIVE1O0 0 1
1
0x00000003 \\.\PHYSICALDRIVE11l 0 1
2
0x00000004 \\.\PHYSICALDRIVE1?2 0 1
3
0x00000005 \\.\PHYSICALDRIVE13 0 1
4
0x00000006 \\.\PHYSICALDRIVE14 0 1
5
0x00000007 \\.\PHYSICALDRIVEL5 0 1
6
0x00000008 \\.\PHYSICALDRIVE16 0 1
7

JJONTAPEZE X FANVMe/FCHIWindows Server 2022

A LATEIE{TWindows Server 202209 FE 4] L ECEE T4 @EERINVMe (NVMe/FC). LA
{BEfEAONTAP LUN#ITI®ME,

KTFUAES

gﬁﬁll«lﬁiiﬁﬁﬂ:wmdows 2022HINVMe/FCENEEFR U TZF. EHREESEZA. BENEEZEHR
I [e]

* TR
MONTAP 9.7FF45. Windows Server 2022 3#NVMe/FC,

BXZFNFCIERCRMITHIZZNTIR, ES N "Hardware Universe", B xRN EM AR &I,
BRI ERFERTA"

* BXIPRH:
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NVMe/FCARZH5WindowstfE45 15585, FIONTAPBERIAZFEANVMe/FCHITRA LT,

BroadcomaWindows NVMe/FCIt 7 —MNIMNEPIRShAZERE . 1ZIREhiZF 2R SCSI

@ 2SNVMeREIiEF. MAREIEMNVMe/FCIRTHIER., EBIFAFHEA—ESTMmitsE. BEs
fENVMe/FCRIMREMR BT, ALlt. SlinuxEHMRERSERE. WindowsfRsS85 L
BINVMe/FCHIFCPI4EEMEE]. TEXLEARIERSH. NVMe/FCERERAE ML FFCP,

B A NVMe/FC
EWindows B ahfEF EH1_EEFBFC/NVMe,
ST
1. EWindowsE#1_E % 23EEmulex HBA ManagerS: FBT2F.
2. 5851 HBA BapiEFin O L, KB LT HBA IREIFEFEEK:
o EnableNVMe = 1
o NVMEMode =0

3. EMREHEN.
i EBroadcom FCiEHC2E
Broadcom/aahizF Al @i 48[ERY32 G FCiEAD28im O BT RIENVMe/FCHIFCPRIE, % FFCPFIFC/NVMe.
[z A Microsfti& & & FAIEIR(DSM)EIMicrosoftZ B 121/0 (MPIO)1ZED,

‘+hostngn+ EWindowsHER. 5FXArFC/NVMelBroadcom@fices &SN EN D LIEHIES (HRA)
HOXEX. By +hostngn+ U TR

ngn.2017-01.com.broadcom:ecd:nvmf:£c:10000010901b9765
ngn.2017-01.com.broadcom:ecd:nvmf:£c:100000109b1b9766

JINVMei%# = FAMPIO
EBEWindowsEN EEHNVMe R E. EEEHNNVMei&EBEMPIO,
g

1. % "Windows Host Utility Kit 7.1" {& & FCHINVMe & MIIREHIZF S5,
2. ¥TFF MPIO 1%,

3. M * RIBERR * EEH, A0 NVMe FIIHATIEE ID

MPIO ATLLIREI NVMe 18, XERFAIEHMEEETES,

4 3TH * B EIE * HEE - HMEREME

5. M*MPIO*ETI£HR, %R Details*s

6. & & LI FMicrosoft DSMi&E :
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° PathVerifiedPeriod : *
° PathVerifyEnabled : * B *
° RetransyCount : *

° Retransylnterval : *

° PDORemovedPeriod : *130 *
7. B MPIO RB& * A FEHITIEE * -
8. ERUEMKIE:

HKLM\SYSTEM\CurrentControlSet\Services\mpio\Parameters\PathRecoveryInter
val DWORD -> 30

HKLM\SYSTEM\CurrentControlSet\Services\mpio \Parameters\
UseCustomPathRecoveryInterval DWORD-> 1

9. EMREEN.
I5F NVMe/FC
HIABEZWNVMeF &%, FBONTAPAEZ EITFNVMe-oF B & IEATTIR.

S
1. I8jF“Port Type (iR 2E N FC+NVMe !

listhba
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Port WWN : 10:00:00:10:9b:1b:97:65
Node WWN : 20:00:00:10:90:1b:97:65
Fabric Name : 10:00:cd4:f5:7c:ab5:32:e0
Flags : 8000e300

Host Name : INTEROP-57-159

Mfg : Emulex Corporation
Serial No. : FC71367217

Port Number : 0

Mode : Initiator

PCI Bus Number : 94

PCI Function : 0

Port Type : FC+NVMe

Model : LPe32002-M2

Port WWN : 10:00:00:10:9b:1b:97:66
Node WWN : 20:00:00:10:90:1b:97:66
Fabric Name : 10:00:c4:f5:7c:ab5:32:e0
Flags : 8000e300

Host Name : INTEROP-57-159

Mfg : Emulex Corporation
Serial No. : FC71367217

Port Number 1

Mode : Initiator

PCI Bus Number : 94

PCI Function 1

Port Type : FC+NVMe

Model : LPe32002-M2

2. BIFEHBEAWNVMe/FCFERYE:

° nvme-list
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NVMe Qualified Name : ngn.1992-
08.com.netapp:sn.a3b74c32db2911eab229d039%eal41105:subsystem.win n
vme interop-57-159

Port WWN : 20:09:d0:39:ea:14:11:04
Node WWN : 20:05:d0:39:ea:14:11:04
Controller ID : 0x0180

Model Number : NetApp ONTAP Controller
Serial Number : 81CGZBPUST/uAAAAAAAB
Firmware Version : FFFFFFFF

Total Capacity : Not Available
Unallocated Capacity : Not Available

NVMe Qualified Name : ngn.1992-

08.com.netapp:sn.a3b74c32db2911eab229d039%al41105:subsystem.win n
vme interop-57-159

Port WWN : 20:06:d0:39:ea:14:11:04
Node WWN : 20:05:d0:39:ea:14:11:04
Controller ID : 0x0181

Model Number : NetApp ONTAP Controller
Serial Number : 81CGZBPUST/uAAAAAAAB
Firmware Version : FFFFFFFF

Total Capacity : Not Available
Unallocated Capacity : Not Available

Note: At present Namespace Management is not supported by NetApp
Arrays.

° nvme-list
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NVMe Qualified Name : ngn.1992-
08.com.netapp:sn.a3b74c32db2911eab229d039%eal41105:subsystem.win n
vme interop-57-159

Port WWN : 20:07:d0:39:ea:14:11:04
Node WWN : 20:05:d0:39:ea:14:11:04
Controller ID : 0x0140

Model Number : NetApp ONTAP Controller
Serial Number : 81CGZBPUST/uAAAAAAAB
Firmware Version : FFFFFFFF

Total Capacity : Not Available
Unallocated Capacity : Not Available

NVMe Qualified Name : ngn.1992-

08.com.netapp:sn.a3b74c32db2911eab229d039%al41105:subsystem.win n
vme interop-57-159

Port WWN : 20:08:d0:39:ea:14:11:04
Node WWN : 20:05:d0:39:ea:14:11:04
Controller ID : 0x0141

Model Number : NetApp ONTAP Controller
Serial Number : 81CGZBPUST/uAAAAAAAB
Firmware Version : FFFFFFFF

Total Capacity : Not Available
Unallocated Capacity : Not Available

Note: At present Namespace Management is not supported by NetApp
Arrays.

3. WIFER BRI EX LR M=TE):

nvme-list-ns
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Active Namespaces (attached to controller 0x0141):

SCSI SCSI

SCSI
NSID DeviceName Bus Number Target Number

0S LUN
0x00000001 \\.\PHYSICALDRIVEO9 0 1
0
0x00000002 \\.\PHYSICALDRIVE1O0 0 1
1
0x00000003 \\.\PHYSICALDRIVE11l 0 1
2
0x00000004 \\.\PHYSICALDRIVE1?2 0 1
3
0x00000005 \\.\PHYSICALDRIVE13 0 1
4
0x00000006 \\.\PHYSICALDRIVE14 0 1
5
0x00000007 \\.\PHYSICALDRIVEL5 0 1
6
0x00000008 \\.\PHYSICALDRIVE16 0 1
7

1IE AT F ONTAP #J Windows Server 2019 #9 NVMe/FC EH\ECE

A LATEIE{TWindows Server 201909 EN] LECEE T4 BEERINVMe (NVMe/FC). LA
{BEfEAONTAP LUN#ITI®ME,

KTFUAES

gﬁﬁll«lﬁiiﬁﬁﬂ:wmdows 2019FINVMe/FCENEEF R U TZF. EAREESEZA. BENEEZEHR
I [e]

@ ] UE R S IR IR AL B 1R B REC EEIEEIF ST ONTAP B9 Amazon FSX"HIEZEF
iF"Cloud Volumes ONTAP",

* IR EF
MONTAP 9.7FF%4. Windows Server 2019 3FNVMe/FC,

BXRXZFHFNFCIERCBMITHIZZMTIR, FS N Hardware Universe", B x2S MRS,
BEEWERFERTIA"

344


https://docs.netapp.com/us-en/cloud-manager-fsx-ontap/index.html
https://docs.netapp.com/us-en/cloud-manager-fsx-ontap/index.html
https://docs.netapp.com/us-en/cloud-manager-fsx-ontap/index.html
https://docs.netapp.com/us-en/cloud-manager-fsx-ontap/index.html
https://docs.netapp.com/us-en/cloud-manager-fsx-ontap/index.html
https://docs.netapp.com/us-en/cloud-manager-fsx-ontap/index.html
https://docs.netapp.com/us-en/cloud-manager-fsx-ontap/index.html
https://docs.netapp.com/us-en/cloud-manager-fsx-ontap/index.html
https://docs.netapp.com/us-en/cloud-manager-fsx-ontap/index.html
https://docs.netapp.com/us-en/cloud-manager-cloud-volumes-ontap/index.html
https://hwu.netapp.com/Home/Index
https://hwu.netapp.com/Home/Index
https://hwu.netapp.com/Home/Index
https://hwu.netapp.com/Home/Index
https://hwu.netapp.com/Home/Index
https://hwu.netapp.com/Home/Index
https://hwu.netapp.com/Home/Index
https://hwu.netapp.com/Home/Index
https://hwu.netapp.com/Home/Index
https://hwu.netapp.com/Home/Index
https://hwu.netapp.com/Home/Index
https://hwu.netapp.com/Home/Index
https://hwu.netapp.com/Home/Index
https://hwu.netapp.com/Home/Index
https://hwu.netapp.com/Home/Index
https://hwu.netapp.com/Home/Index
https://hwu.netapp.com/Home/Index
https://hwu.netapp.com/Home/Index
https://hwu.netapp.com/Home/Index
https://hwu.netapp.com/Home/Index
https://hwu.netapp.com/Home/Index
https://hwu.netapp.com/Home/Index
https://hwu.netapp.com/Home/Index
https://hwu.netapp.com/Home/Index
https://hwu.netapp.com/Home/Index
https://hwu.netapp.com/Home/Index
https://hwu.netapp.com/Home/Index
https://hwu.netapp.com/Home/Index
https://hwu.netapp.com/Home/Index
https://hwu.netapp.com/Home/Index
https://hwu.netapp.com/Home/Index
https://hwu.netapp.com/Home/Index
https://hwu.netapp.com/Home/Index
https://hwu.netapp.com/Home/Index
https://hwu.netapp.com/Home/Index
https://hwu.netapp.com/Home/Index
https://hwu.netapp.com/Home/Index
https://hwu.netapp.com/Home/Index
https://hwu.netapp.com/Home/Index
https://hwu.netapp.com/Home/Index
https://mysupport.netapp.com/matrix/
https://mysupport.netapp.com/matrix/
https://mysupport.netapp.com/matrix/
https://mysupport.netapp.com/matrix/
https://mysupport.netapp.com/matrix/
https://mysupport.netapp.com/matrix/
https://mysupport.netapp.com/matrix/
https://mysupport.netapp.com/matrix/
https://mysupport.netapp.com/matrix/
https://mysupport.netapp.com/matrix/
https://mysupport.netapp.com/matrix/
https://mysupport.netapp.com/matrix/
https://mysupport.netapp.com/matrix/
https://mysupport.netapp.com/matrix/
https://mysupport.netapp.com/matrix/

* BXIPRH:

NVMe/FCARZH5WindowstfE4 515585, FIONTAPBRIAZFEANVMe/FCHITRA LT,

BroadcomgWindows NVMe/FCig{ft 7 — M IMEBIRHIER. ZIRohiZEF =X R TLSCSI

@ 2SNVMelREhiZF. MA=EIEMNVMe/FCIRENTERF, BIRHHEA—ESFMIEEE. BEER
ENVMe/FCRIMREMR BT, ALt SlinuxEHMIRERSERE. WindowsfREZ85 L
BINVMe/FCHIFCPI4EEMERE]. TEXLIRIERSH. NVMe/FCIERERRE ML FFCP,

B NVMe/FC
EWindowsEshiE~F 41 EEAFC/NVMe,
T
1. EWindowsE#1 & 3EEmulex HBA ManagerS: i
2. 8 HBA BohiERF RO L, 8B LUT HBA IRSHIEFES
o EnableNVMe = 1
o NVMEMode =0

3. EFEIEMN.
Bd&EBroadcom FCiEAD2:

Broadcom/Z &2 ol @id HEEHY32 G FCiEHt a8 O R IRENVMe/FCHIFCPRE. % FFCPHIFC/NVMe.
RZfsE FBMicrosfti& & % F1EIR(DSM)EAMicrosoftZ E&121/0 (MPIO)iEIL,

‘+hostngn+ fEWindowsHER. 5XArc/NvMelBroadcom@hices SNV LKIEHIES (HRA)

i OXEBk. BY ~+hostngn+ MIVIITFAA:

ngn.2017-01.com.broadcom:ecd:nvmf:£c:10000010901b9765
ngn.2017-01.com.broadcom:ecd:nvmf:£c:100000109b1b9766

JFINVMei% & 2 FEMPIO

EEWindowsEH EEHNVMe B, EEEHNNVMei& & B EMPIO,

SB
1. Z%E "Windows Host Utility Kit 7.1" & BFCHINVMeB R IRNTZFE S5,
2. 77 MPIO B4
3. M * RMIZERER * SRR, AN NVMe FIHANIEE ID .
MPIO RTLURAI NVMe &€&, XLGEREHEEETES,

4 FTFF - HEEIE  HED AR

345


https://mysupport.netapp.com/site/products/all/details/hostutilities/downloads-tab/download/61343/7.1/downloads

3. M*MPIOEIRH, 1%&4F*Details*,
6. 1§ & L FMicrosoft DSMIE
° PathVerifiedPeriod : *
° PathVerifyEnabled : * B *
° RetransyCount : *
° Retransyinterval : *
° PDORemovedPeriod : *130 *
7. B MPIO RB& * A FEHITIETE * -
8. EHUIMRIE:

HKLM\SYSTEM\CurrentControlSet\Services\mpio\Parameters\PathRecoveryInter
val DWORD -> 30

HKLM\SYSTEM\CurrentControlSet\Services\mpio \Parameters\
UseCustomPathRecoveryInterval DWORD-> 1

9. EMREEN.
I5F NVMe/FC
HBIAEAMNVMeF 2%, HEHONTAPER B E N FNVMe-oF BR & IEF IR

S
1. I93F“Port Type (imARE)BE N FC+NVMe:

listhba
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Port WWN : 10:00:00:10:9b:1b:97:65
Node WWN : 20:00:00:10:90:1b:97:65
Fabric Name : 10:00:cd4:f5:7c:ab5:32:e0
Flags : 8000e300

Host Name : INTEROP-57-159

Mfg : Emulex Corporation
Serial No. : FC71367217

Port Number : 0

Mode : Initiator

PCI Bus Number : 94

PCI Function : 0

Port Type : FC+NVMe

Model : LPe32002-M2

Port WWN : 10:00:00:10:9b:1b:97:66
Node WWN : 20:00:00:10:90:1b:97:66
Fabric Name : 10:00:c4:f5:7c:ab5:32:e0
Flags : 8000e300

Host Name : INTEROP-57-159

Mfg : Emulex Corporation
Serial No. : FC71367217

Port Number 1

Mode : Initiator

PCI Bus Number : 94

PCI Function 1

Port Type : FC+NVMe

Model : LPe32002-M2

2. BIFEHBEAWNVMe/FCFERYE:

° nvme-list
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NVMe Qualified Name : ngn.1992-
08.com.netapp:sn.a3b74c32db2911eab229d039%eal41105:subsystem.win n
vme interop-57-159

Port WWN : 20:09:d0:39:ea:14:11:04
Node WWN : 20:05:d0:39:ea:14:11:04
Controller ID : 0x0180

Model Number : NetApp ONTAP Controller
Serial Number : 81CGZBPUST/uAAAAAAAB
Firmware Version : FFFFFFFF

Total Capacity : Not Available
Unallocated Capacity : Not Available

NVMe Qualified Name : ngn.1992-

08.com.netapp:sn.a3b74c32db2911eab229d039%al41105:subsystem.win n
vme interop-57-159

Port WWN : 20:06:d0:39:ea:14:11:04
Node WWN : 20:05:d0:39:ea:14:11:04
Controller ID : 0x0181

Model Number : NetApp ONTAP Controller
Serial Number : 81CGZBPUST/uAAAAAAAB
Firmware Version : FFFFFFFF

Total Capacity : Not Available
Unallocated Capacity : Not Available

Note: At present Namespace Management is not supported by NetApp
Arrays.

° nvme-list
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NVMe Qualified Name : ngn.1992-
08.com.netapp:sn.a3b74c32db2911eab229d039%eal41105:subsystem.win n
vme interop-57-159

Port WWN : 20:07:d0:39:ea:14:11:04
Node WWN : 20:05:d0:39:ea:14:11:04
Controller ID : 0x0140

Model Number : NetApp ONTAP Controller
Serial Number : 81CGZBPUST/uAAAAAAAB
Firmware Version : FFFFFFFF

Total Capacity : Not Available
Unallocated Capacity : Not Available

NVMe Qualified Name : ngn.1992-

08.com.netapp:sn.a3b74c32db2911eab229d039%al41105:subsystem.win n
vme interop-57-159

Port WWN : 20:08:d0:39:ea:14:11:04
Node WWN : 20:05:d0:39:ea:14:11:04
Controller ID : 0x0141

Model Number : NetApp ONTAP Controller
Serial Number : 81CGZBPUST/uAAAAAAAB
Firmware Version : FFFFFFFF

Total Capacity : Not Available
Unallocated Capacity : Not Available

Note: At present Namespace Management is not supported by NetApp
Arrays.

3. WIFER BRI EX LR M=TE):

nvme-list-ns
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Active Namespaces (attached to controller 0x0141):

SCSI SCSI

SCSI
NSID DeviceName Bus Number Target Number

0S LUN
0x00000001 \\.\PHYSICALDRIVEO9 0 1
0
0x00000002 \\.\PHYSICALDRIVE1O0 0 1
1
0x00000003 \\.\PHYSICALDRIVE11l 0 1
2
0x00000004 \\.\PHYSICALDRIVE1?2 0 1
3
0x00000005 \\.\PHYSICALDRIVE13 0 1
4
0x00000006 \\.\PHYSICALDRIVE14 0 1
5
0x00000007 \\.\PHYSICALDRIVEL5 0 1
6
0x00000008 \\.\PHYSICALDRIVE16 0 1
7

JJWindows Server 2016fC & & TFONTAPRINVMe/FC

A LATEIE{TWindows Server 20169 EA] EECEE T4 BEERINVMe (NVMe/FC). LA
{BEfEAONTAP LUN#ITI®ME,

KTFUAES

gﬁﬁll«lﬁiiﬁﬁﬂ:wmdows 2016HINVMe/FCENEEF R U T, EHREESEZA. BENEEZEHR
I [e]

@ ] UE R S IR IR AL B 1R B REC EEIEEIF ST ONTAP B9 Amazon FSX"HIEZEF
iF"Cloud Volumes ONTAP",

* IR EF
MONTAP 9.7FF%4. Windows Server 2016 3FNVMe/FC,

BXRXZFHFNFCIERCBMITHIZZMTIR, FS N Hardware Universe", B x2S MRS,
BEEWERFERTIA"
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https://hwu.netapp.com/Home/Index
https://hwu.netapp.com/Home/Index
https://mysupport.netapp.com/matrix/
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https://mysupport.netapp.com/matrix/
https://mysupport.netapp.com/matrix/
https://mysupport.netapp.com/matrix/
https://mysupport.netapp.com/matrix/
https://mysupport.netapp.com/matrix/
https://mysupport.netapp.com/matrix/
https://mysupport.netapp.com/matrix/
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https://mysupport.netapp.com/matrix/
https://mysupport.netapp.com/matrix/
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https://mysupport.netapp.com/matrix/
https://mysupport.netapp.com/matrix/

* BXIPRH:

NVMe/FCARZH5WindowstfE4 515585, FIONTAPBRIAZFEANVMe/FCHITRA LT,

BroadcomgWindows NVMe/FCig{ft 7 — M IMEBIRHIER. ZIRohiZEF =X R TLSCSI

@ 2SNVMelREhiZF. MA=EIEMNVMe/FCIRENTERF, BIRHHEA—ESFMIEEE. BEER
ENVMe/FCRIMREMR BT, ALt SlinuxEHMIRERSERE. WindowsfREZ85 L
BINVMe/FCHIFCPI4EEMERE]. TEXLIRIERSH. NVMe/FCIERERRE ML FFCP,

B NVMe/FC
EWindowsEshiE~F 41 EEAFC/NVMe,
T
1. EWindowsE#1 & 3EEmulex HBA ManagerS: i
2. 8 HBA BohiERF RO L, 8B LUT HBA IRSHIEFES
o EnableNVMe = 1
o NVMEMode =0

3. EFEIEMN.
Bd&EBroadcom FCiEAD2:

Broadcom/Z &2 ol @id HEEHY32 G FCiEHt a8 O R IRENVMe/FCHIFCPRE. % FFCPHIFC/NVMe.
RZfsE FBMicrosfti& & % F1EIR(DSM)EAMicrosoftZ E&121/0 (MPIO)iEIL,

‘+hostngn+ fEWindowsHER. 5XArc/NvMelBroadcom@hices SNV LKIEHIES (HRA)

i OXEBk. BY ~+hostngn+ MIVIITFAA:

ngn.2017-01.com.broadcom:ecd:nvmf:£c:10000010901b9765
ngn.2017-01.com.broadcom:ecd:nvmf:£c:100000109b1b9766

JFINVMei% & 2 FEMPIO

EEWindowsEH EEHNVMe B, EEEHNNVMei& & B EMPIO,

SB
1. Z%E "Windows Host Utility Kit 7.1" & BFCHINVMeB R IRNTZFE S5,
2. 77 MPIO B4
3. M * RMIZERER * SRR, AN NVMe FIHANIEE ID .
MPIO RTLURAI NVMe &€&, XLGEREHEEETES,

4 FTFF - HEEIE  HED AR
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https://mysupport.netapp.com/site/products/all/details/hostutilities/downloads-tab/download/61343/7.1/downloads

3. M*MPIOEIRH, 1%&4F*Details*,
6. 1§ & L FMicrosoft DSMIE
° PathVerifiedPeriod : *
° PathVerifyEnabled : * B *
° RetransyCount : *
° Retransyinterval : *
° PDORemovedPeriod : *130 *
7. B MPIO RB& * A FEHITIETE * -
8. EHUIMRIE:

HKLM\SYSTEM\CurrentControlSet\Services\mpio\Parameters\PathRecoveryInter
val DWORD -> 30

HKLM\SYSTEM\CurrentControlSet\Services\mpio \Parameters\
UseCustomPathRecoveryInterval DWORD-> 1

9. EMREEN.
I5F NVMe/FC
HBIAEAMNVMeF 2%, HEHONTAPER B E N FNVMe-oF BR & IEF IR

S
1. I93F“Port Type (imARE)BE N FC+NVMe:

listhba
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Port WWN : 10:00:00:10:9b:1b:97:65
Node WWN : 20:00:00:10:90:1b:97:65
Fabric Name : 10:00:cd4:f5:7c:ab5:32:e0
Flags : 8000e300

Host Name : INTEROP-57-159

Mfg : Emulex Corporation
Serial No. : FC71367217

Port Number : 0

Mode : Initiator

PCI Bus Number : 94

PCI Function : 0

Port Type : FC+NVMe

Model : LPe32002-M2

Port WWN : 10:00:00:10:9b:1b:97:66
Node WWN : 20:00:00:10:90:1b:97:66
Fabric Name : 10:00:c4:f5:7c:ab5:32:e0
Flags : 8000e300

Host Name : INTEROP-57-159

Mfg : Emulex Corporation
Serial No. : FC71367217

Port Number 1

Mode : Initiator

PCI Bus Number : 94

PCI Function 1

Port Type : FC+NVMe

Model : LPe32002-M2

2. BIFEHBEAWNVMe/FCFERYE:

° nvme-list
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NVMe Qualified Name : ngn.1992-
08.com.netapp:sn.a3b74c32db2911eab229d039%eal41105:subsystem.win n
vme interop-57-159

Port WWN : 20:09:d0:39:ea:14:11:04
Node WWN : 20:05:d0:39:ea:14:11:04
Controller ID : 0x0180

Model Number : NetApp ONTAP Controller
Serial Number : 81CGZBPUST/uAAAAAAAB
Firmware Version : FFFFFFFF

Total Capacity : Not Available
Unallocated Capacity : Not Available

NVMe Qualified Name : ngn.1992-

08.com.netapp:sn.a3b74c32db2911eab229d039%al41105:subsystem.win n
vme interop-57-159

Port WWN : 20:06:d0:39:ea:14:11:04
Node WWN : 20:05:d0:39:ea:14:11:04
Controller ID : 0x0181

Model Number : NetApp ONTAP Controller
Serial Number : 81CGZBPUST/uAAAAAAAB
Firmware Version : FFFFFFFF

Total Capacity : Not Available
Unallocated Capacity : Not Available

Note: At present Namespace Management is not supported by NetApp
Arrays.

° nvme-list
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NVMe Qualified Name : ngn.1992-
08.com.netapp:sn.a3b74c32db2911eab229d039%eal41105:subsystem.win n
vme interop-57-159

Port WWN : 20:07:d0:39:ea:14:11:04
Node WWN : 20:05:d0:39:ea:14:11:04
Controller ID : 0x0140

Model Number : NetApp ONTAP Controller
Serial Number : 81CGZBPUST/uAAAAAAAB
Firmware Version : FFFFFFFF

Total Capacity : Not Available
Unallocated Capacity : Not Available

NVMe Qualified Name : ngn.1992-

08.com.netapp:sn.a3b74c32db2911eab229d039%al41105:subsystem.win n
vme interop-57-159

Port WWN : 20:08:d0:39:ea:14:11:04
Node WWN : 20:05:d0:39:ea:14:11:04
Controller ID : 0x0141

Model Number : NetApp ONTAP Controller
Serial Number : 81CGZBPUST/uAAAAAAAB
Firmware Version : FFFFFFFF

Total Capacity : Not Available
Unallocated Capacity : Not Available

Note: At present Namespace Management is not supported by NetApp
Arrays.

3. WIFER BRI EX LR M=TE):

nvme-list-ns
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Active Namespaces

0x00000001
0
0x00000002
1
0x00000003
2
0x00000004
3
0x00000005
4
0x00000006
5
0x00000007
6
0x00000008
7

A\

AN\

A\

A\

AN\

AN\

A\

\N\.

DeviceName

\PHYSICALDRIVE9Y

\PHYSICALDRIVE1O0

\PHYSICALDRIVE11l

\PHYSICALDRIVEL12

\PHYSICALDRIVE13

\PHYSICALDRIVE14

\PHYSICALDRIVE15

\PHYSICALDRIVE16

SCSI

Bus Number

JJONTAPEZE X FANVMe/FCHIWindows Server 2012 R2

(attached to controller 0x0141):

SCST

Target Number

A LATEIE{TWindows Server 2012 R2BYEH LECE R T /L4 @IERINVMe (NVMe/FC).
LUEEFRONTAP LUN# T2 1E,

KFUES
&e] UFHER FWindows 2012 R2BINVMe/FCEMECE AU TXiF, THBEEESEZ 8. &

PR o

®

HENEEEM

SR LAE RIS PR AN E IR B RACEEZEIF S AT ONTAP #Y Amazon FSX'"HEEF
i#"Cloud Volumes ONTAP",

* sz

MONTAP 9.7FF44. Windows Server 2012 R2%23FNVMe/FC,

BXLIFMFCER R MITHIZEMTIR, iEE M "Hardware Universe", B X ZiFMA BRI RHYIE,

356
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BERERFERIA"
* EHIPRE:

NVMe/FCAR LI Windows i fEi5T5 8. ENONTAPBRIAZEHERANVMe/FCHITRAMTNE,

BroadcomaWindows NVMe/FCI#t 7 —MNIMNEPIRShAERE . 1ZIREhiZF 2Rt SCSI

@ SNVMelREHiZF. MASEIEMNVMe/FCIRENTEF., BINRFHEA—ESEFMmIEEE. BT
fENVMe/FCRIMREMM BT, Ht. SlinuxZEEH2ERSERE. WindowsfRsS85 L
BINVMe/FCHIFCPMEEMER]. TEXLARIERLAH. NVMe/FCI4HEEERE L TFFCP,

|2 NVMe/FC

EWindowsBah#2FF E M L/EAFC/NVMe,
B
1. EWindowsE#1_E % 2EEEmulex HBA ManagerS: FBT2Fo
2. £81 HBA BaiEFiR O L, KB LT HBA IRehiEF &
o EnableNVMe = 1
> NVMEMode =0

3. EfEEEMN.

fid&EBroadcom FCiEAI2:
Broadcom/aahiER rli@id HERIAY32 G FCiEAi2sinm O EIBHRENVMe/FCHIFCPRIE, X FFCPFIFC/NVMe.
[z fE A Microsfti& & & FIRIR(DSM)EIMicrosoftZ #&121/0 (MPIO)1ZED,

‘+hostngn+ fEWindowsHER. S5HEAFC/NVMeMIBroadcomi@hicgs & N2 LIEECES (HRA)
HOXEK. By “+hostngn+ U TR

ngn.2017-01.com.broadcom:ecd:nvmf:£c:10000010901b9765
ngn.2017-01.com.broadcom:ecd:nvmf:£c:100000109b1b9766

JINVMei%# = FAMPIO

EEWindowsEH EEHNVMe R E. EEEANVMe&EZ B EMPIO,

T
1. 2% "Windows Host Utility Kit 7.1" 8 BFCHINVMei@ B RIRENTZRE S5,

2. 1TFF MPIO B,
3. M * REBERR * &K, A0 NVMe FIHATIEE ID

MPIO RTLUIRAI NVMe &, XEREAIEHEEETES.
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4. $TFF * HLEREIE  HER - HERMT .
o M*MPIO*ETR-RH, & *Details*
6. & & LI FMicrosoft DSMIZE :
° PathVerifiedPeriod . *
° PathVerifyEnabled : * B *
° RetransyCount : *
° Retransyinterval : *
° PDORemovedPeriod : *130 *
7. 3%&5F MPIO RB& * (EAFERITIRE *
8. BEUEMRE:

HKLM\SYSTEM\CurrentControlSet\Services\mpio\Parameters\PathRecoveryInter
val DWORD -> 30

HKLM\SYSTEM\CurrentControlSet\Services\mpio \Parameters\
UseCustomPathRecoveryInterval DWORD-> 1

. EFEEE.
33 NVMe/FC

HIABRWMNVMeF &% HEONTAPEFZEXTNVMe-oF BLE IEFATIR.

il
1. IIE“Port Type (I A2EE) @E A FC+NVMe:

listhba
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Port WWN : 10:00:00:10:9b:1b:97:65
Node WWN : 20:00:00:10:90:1b:97:65
Fabric Name : 10:00:cd4:f5:7c:ab5:32:e0
Flags : 8000e300

Host Name : INTEROP-57-159

Mfg : Emulex Corporation
Serial No. : FC71367217

Port Number : 0

Mode : Initiator

PCI Bus Number : 94

PCI Function : 0

Port Type : FC+NVMe

Model : LPe32002-M2

Port WWN : 10:00:00:10:9b:1b:97:66
Node WWN : 20:00:00:10:90:1b:97:66
Fabric Name : 10:00:c4:f5:7c:ab5:32:e0
Flags : 8000e300

Host Name : INTEROP-57-159

Mfg : Emulex Corporation
Serial No. : FC71367217

Port Number 1

Mode : Initiator

PCI Bus Number : 94

PCI Function 1

Port Type : FC+NVMe

Model : LPe32002-M2

2. BIFEHBEAWNVMe/FCFERYE:

° nvme-list
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NVMe Qualified Name : ngn.1992-
08.com.netapp:sn.a3b74c32db2911eab229d039%eal41105:subsystem.win n
vme interop-57-159

Port WWN : 20:09:d0:39:ea:14:11:04
Node WWN : 20:05:d0:39:ea:14:11:04
Controller ID : 0x0180

Model Number : NetApp ONTAP Controller
Serial Number : 81CGZBPUST/uAAAAAAAB
Firmware Version : FFFFFFFF

Total Capacity : Not Available
Unallocated Capacity : Not Available

NVMe Qualified Name : ngn.1992-

08.com.netapp:sn.a3b74c32db2911eab229d039%al41105:subsystem.win n
vme interop-57-159

Port WWN : 20:06:d0:39:ea:14:11:04
Node WWN : 20:05:d0:39:ea:14:11:04
Controller ID : 0x0181

Model Number : NetApp ONTAP Controller
Serial Number : 81CGZBPUST/uAAAAAAAB
Firmware Version : FFFFFFFF

Total Capacity : Not Available
Unallocated Capacity : Not Available

Note: At present Namespace Management is not supported by NetApp
Arrays.

° nvme-list
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NVMe Qualified Name : ngn.1992-
08.com.netapp:sn.a3b74c32db2911eab229d039%eal41105:subsystem.win n
vme interop-57-159

Port WWN : 20:07:d0:39:ea:14:11:04
Node WWN : 20:05:d0:39:ea:14:11:04
Controller ID : 0x0140

Model Number : NetApp ONTAP Controller
Serial Number : 81CGZBPUST/uAAAAAAAB
Firmware Version : FFFFFFFF

Total Capacity : Not Available
Unallocated Capacity : Not Available

NVMe Qualified Name : ngn.1992-

08.com.netapp:sn.a3b74c32db2911eab229d039%al41105:subsystem.win n
vme interop-57-159

Port WWN : 20:08:d0:39:ea:14:11:04
Node WWN : 20:05:d0:39:ea:14:11:04
Controller ID : 0x0141

Model Number : NetApp ONTAP Controller
Serial Number : 81CGZBPUST/uAAAAAAAB
Firmware Version : FFFFFFFF

Total Capacity : Not Available
Unallocated Capacity : Not Available

Note: At present Namespace Management is not supported by NetApp
Arrays.

3. WIFER BRI EX LR M=TE):

nvme-list-ns
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Active Namespaces (attached to controller 0x0141):

SCSI SCSI

SCSI
NSID DeviceName Bus Number Target Number

0S LUN
0x00000001 \\.\PHYSICALDRIVEO9 0 1
0
0x00000002 \\.\PHYSICALDRIVE1O0 0 1
1
0x00000003 \\.\PHYSICALDRIVE11l 0 1
2
0x00000004 \\.\PHYSICALDRIVE1?2 0 1
3
0x00000005 \\.\PHYSICALDRIVE13 0 1
4
0x00000006 \\.\PHYSICALDRIVE14 0 1
5
0x00000007 \\.\PHYSICALDRIVEL5 0 1
6
0x00000008 \\.\PHYSICALDRIVE16 0 1
7

EFHONTAPTE(EXT NVMe-oF #H 1T [EHFR (GERTF Linux 41
S-F1ERE)

X EZEONTAPTEfERY Oracle Linux. RHEL. Rocky Linux #1 SUSE Linux Enterprise
Server EH1i#1T NVMe-oF BEHIE,

TR RS 2 AT, IRRIAGIEITTHRENSUTER: "BERFIERTAR" ARRRIRAHIT F—1&(E,
LU AE AT E AR,

() smHHIEREBT AX. ESXi. Proxmox il Windows Z#.
BRIFHAEEIER

MRENEREESEEER . NFAESTIERHRHSERIRFIENESRRER,
p
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79 LPFC =% Qlogic (Qla2xxx) I EIFHHEIC R,

Ipfc
R EBENVMe/FCHYIpfcIRTHIZF o

1. 1% 1pfc_log verbose FIRMIEFIZENUTERELIZRENVMe/FCEH-

#define LOG NVME 0x00100000 /* NVME general events. */

#define LOG NVME DISC 0x00200000 /* NVME Discovery/Connect events.
*/

#define LOG NVME ABTS 0x00400000 /* NVME ABTS events. */

#define LOG NVME IOERR 0x00800000 /* NVME IO Error events. */

2. ®EBER. BT dracut-f (s HEMBohEN.
3. IBIZITIRE

# cat /etc/modprobe.d/lpfc.conf options lpfc
lpfc log verbose=0x£f00083

# cat /sys/module/lpfc/parameters/lpfc log verbose 15728771

qla2xxx
NVMe/FCEB L MUTF RIS Eqla2xxxBEIEFE 1pfc KohiERF. MEMIEE FEMgla2xxBEIERER .

1. ¥ ql2xextended error logging=0x1e400000 {EMIMNEIFERAY modprobe gla2xxx conf X
%,

2. 117 dracut -f @, ABREMBEEN.
3. EffiRniE. BRiEESERAFAREIER:

# cat /etc/modprobe.d/gla2xxx.conf
BN iZ=EB BN F LT REIaYHE L

options gla2xxx gl2xnvmeenable=1
glZ2xextended error logging=0x1e400000

# cat /sys/module/gla2xxx/parameters/gl2xextended error logging
507510784
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= I “nvme-cli” iR N fRIR 75 7%

ETRHEIR nvme-c1i HA[E] nvme discover, nvme connect 'BY ‘nvme connect-all F&RET 1 I2{E

R R

HiRHE ARENRERR &P AR
TEBN /dev/nve- 1BERIEH IIF S X ER T EMAIEE nvme discover, nvme
Fabric . S8 X connect, # nvme connect-all me
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HIRHE AIRER R R

TEBEN /dev/nve- HARESHILZ N a)@.
Fabric : &BLEX HE0. ANVMem <z

HxBER HEEIRNSHEE WIR
Z_o

IRA AR R
* BIABRBERBSHGIW. ERRWWNNFR

B, WWPNFERFERF)ZELIL,

* MRSWEH. BENEIILER. BRERSFHE

/sys/class/scsi_host/host*/nvme info A
tHIEH#. NVMeS&hiERF 2754 "Enabled MINVMe/FCH
WLIFRIEMERERRiROED T Rl

# cat

/sys/class/scsi _host/host*/nvme info
NVME Initiator Enabled

NVME LPORT lpfcO WWPN
x10000090faelec9d WWNN
x20000090faelec9d DID x012000 ONLINE
NVME RPORT WWPN x200b00a098c80£09
WWNN x200a00a098c80f09 DID x010601
TARGET DISCSRVC ONLINE

NVME Statistics

LS: Xmt 0000000000000006 Cmpl
00000000000000006

FCP: Rd 0000000000000071 Wr
0000000000000005 IO 0000000000000031
Cmpl 00000000000000a6 Outstanding
0000000000000001

NVME Initiator Enabled

NVME LPORT lpfcl WWPN
x10000090faelec9e WWNN
x20000090faelec9e DID x012400 ONLINE
NVME RPORT WWPN x200900a098c80f09
WWNN x200800a098c80f09 DID x010301
TARGET DISCSRVC ONLINE

NVME Statistics

LS: Xmt 0000000000000006 Cmpl
0000000000000006

FCP: Rd 0000000000000073 Wr
0000000000000005 IO 0000000000000031
Cmpl 00000000000000a8 Outstanding
0000000000000001

* YN ‘nvme_info ap L R R _EBIFRRAYE FFLUN.

BREM dmesg LA P B S EE TR
BINVMe/FC#FE. “/var/log/messages HAERN #hR &5
B8,

365



HIRHE
REBRDAMBE

%8

TEEN /dev/nve-
Fabric . B{EBEEi#
7o

RIRSEX R AR5

FIRERAEIR IRA AR R

BREIEHMEMRE BIEREEM /etc/nvme/hostngn FRIBERNM
/etc/nvme/hostngn EINetAppf&E%! EREN FR S (ERHITIRIE vserver
FRBARMNIZEINetApp nvme subsystem host show B3%)s

%5 ERMEN FR%A S

ARIEHE hostngn Fi/T

HERNRENNFR

g,

EEHIZSXBEIETER TEIBTT nvme discover ¥, BT nvme

EE QIR IETELIERN connect M connect-all. i&EfT nvme list sp<SLULEIE
MERDH, ELABHDE RECESRRTENEEHEEEREEN L.
BHAP T gEa R EX

B

SNRPIEIPAFE, IBREM T XM StahHBK R,  "NetApp 25" UEHE—T 312!

cat /sys/class/scsi_host/host*/nvme info

/var/log/messages

dmesg

nvme discover output as in:

nvme discover --transport=fc --traddr=nn-0x200a00a098c80£f09:pn
-0x200b00a098c80£f09 --host-traddr=nn-0x20000090faelec9d:pn
-0x10000090faeleco9d

nvme list

nvme list-subsys /dev/nvmeXnY
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