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Z<#l udev FMTE nvme-cli BHH NVMe ZRFRMEIF A HTE 8.2 UE=ARA

() BxsxREEO¥EES, BSETREERTA,

=%

NEREH Rocky Linux fRZSZE...... THR......

10875 "} Rocky Linux 10.x B2& NVMe"
9& %I "}J Rocky Linux 9.x Bt & NVMe"
8R% "}J Rocky Linux 8.x B0 & NVMe"
HEXER

"TRRANEIEIE NVMe X"


https://mysupport.netapp.com/matrix/
https://mysupport.netapp.com/matrix/
https://mysupport.netapp.com/matrix/
https://mysupport.netapp.com/matrix/
https://mysupport.netapp.com/matrix/
https://mysupport.netapp.com/matrix/
https://mysupport.netapp.com/matrix/
https://mysupport.netapp.com/matrix/
https://mysupport.netapp.com/matrix/
https://mysupport.netapp.com/matrix/
https://mysupport.netapp.com/matrix/
https://mysupport.netapp.com/matrix/
https://mysupport.netapp.com/matrix/
https://mysupport.netapp.com/matrix/
https://mysupport.netapp.com/matrix/
https://docs.netapp.com/us-en/ontap/san-admin/start-nvme-fc-service-svm-task.html
https://docs.netapp.com/us-en/ontap/san-admin/start-nvme-fc-service-svm-task.html
https://docs.netapp.com/us-en/ontap/san-admin/start-nvme-fc-service-svm-task.html
https://docs.netapp.com/us-en/ontap/san-admin/start-nvme-fc-service-svm-task.html
https://docs.netapp.com/us-en/ontap/san-admin/start-nvme-fc-service-svm-task.html
https://docs.netapp.com/us-en/ontap/san-admin/start-nvme-fc-service-svm-task.html
https://docs.netapp.com/us-en/ontap/san-admin/start-nvme-fc-service-svm-task.html
https://docs.netapp.com/us-en/ontap/san-admin/start-nvme-fc-service-svm-task.html
https://docs.netapp.com/us-en/ontap/san-admin/start-nvme-fc-service-svm-task.html
https://docs.netapp.com/us-en/ontap/san-admin/start-nvme-fc-service-svm-task.html
https://docs.netapp.com/us-en/ontap/san-admin/start-nvme-fc-service-svm-task.html
https://docs.netapp.com/us-en/ontap/san-admin/start-nvme-fc-service-svm-task.html
https://docs.netapp.com/us-en/ontap/san-admin/start-nvme-fc-service-svm-task.html
https://docs.netapp.com/us-en/ontap/san-admin/start-nvme-fc-service-svm-task.html
https://docs.netapp.com/us-en/ontap/san-admin/start-nvme-fc-service-svm-task.html
https://docs.netapp.com/us-en/ontap/san-admin/start-nvme-fc-service-svm-task.html
https://docs.netapp.com/us-en/ontap/san-admin/start-nvme-fc-service-svm-task.html

ACE Rocky Linux 10.x L3735 NVMe-oF F1ONTAPTZfi#

Rocky Linux FENZ3FEFHLFBER NVMe (NVMe/FC) Fl1ETF TCP B9 NVMe
(NVMe/TCP) thiX¥, HZiFIEXFRan R =I8)3517) (ANA), ANA 125 iSCSI #1 FCP 718
RAYIERTFRIZEE R TTIAE) (ALUA) FRHI Z B2 ThEE,

T #RA{A1 59 Rocky Linux 10.x BEZE& NVMe over Fabrics (NVMe-oF) 4. MNEEZHIFMINEEER, 2R
"Rocky Linux ONTAPZ#5#1ThAE",

NVMe-oF 5 Rocky Linux 10.x fZ7E L T EXIFEH!:

* X “nvme disconnect-all iZE S 2R G RANEE GRS, AJRESSBAAFRE, BHOEET
NVMe-TCP 3 NVMe-FC s & =E]M SAN Baif R G _EHITIIEE,

1% (L) SASANEE)

"TEJLAEEEIMLMEH% SAN BohREEHEBHIZES Y B, FR"EZFEER TR WRIEEDN Linux 2ER
. EHRLIEEEE (HBA). HBA Elff. HBA B BIOS FIONTAPHRZAZEE21F SAN B,

PIE
1. 83 NVMe 52 TiE1F G EHRETEIEMN" o
2. 7£R%328 BIOS H19 SAN BErnhan & = et IR O /2 A SAN B,

BXIfIFEA HBABIOS HER, BSMMNE T A3,
3. EMRIENHARIHRFRAR T EBBHIETIET.

I 2. L% Rocky Linux 1 NVMe {4 HIIEERECE
EJ NVMe-oF BRE T, BEERETHM NVMe 48, BREZEKREZ, FHEIEEHN NQN BEE,

S
1. 1EARSS 28 £ &% Rocky Linux 10.x. RESEMG, BERIAEEITHRFIFER Rocky Linux 10.x 1%:

uname -—-r

Rocky Linux R#ZiRZs7 451 :

6.12.0-55.9.1.e110 0.x86 64
2. RE NvMe-CLT B
rpm -galgrep nvme-cli

TEMNGIFRERT nvme-cli B4 EARAS :
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nvme-cli-2.11-5.e110.x86 64

. B 1ibnvme S

rpm -galgrep libnvme

TENGIFERT libnvme R EAR A :

libnvme-1.11.1-1.e110.x86 64

- EEMNLE, ¥FE hostngn FRFE /etc/nvme/hostngn :

cat /etc/nvme/hostngn

TEBFIFRZRT hostngn HME:

ngn.2014-08.org.nvmexpress:uuid:4c4c4544-0056-5410-8048-09c04£f425633

. TEONTAPZLZH, FIELLTER: “hostngn' FRTEBILAD "hostngn' ONTAPEEAH IR FRANFFTEH:

::> vserver nvme subsystem host show -vserver vs nvme 194 rockylinuxl10



Bl

Vserver Subsystem Priority Host NOQN

vs nvme 194 rockylinuxl10
nvme4
regular ngn.2014-
08.org.nvmexpress:uuid:4c4c4544-0056-5410-8048-c7c04£f425633
nvme 1
regular ngn.2014-
08.org.nvmexpress:uuid:4c4c4544-0056-5410-8048-c7c04£f425633
nvme 2
regular ngn.2014-
08.org.nvmexpress:uuid:4c4c4544-0056-5410-8048-c7¢c04£f425633
nvme 3
regular ngn.2014-
08.org.nvmexpress:uuid:4c4c4544-0056-5410-8048-c7c04£f425633
4 entries were displayed.

(D Y1 “hostngn" ERTRARILAD, iEEMA vserver modify 83 K EH “hostngn' #HN ONTAPTZf%
RAF AR LENF R LILE “hostngn' FRFER B “/etc/nvme/hostngn 7EFEA L,

$ 12 3. LB NVMe/FC 1 NVMe/TCP

&£ Broadcom/Emulex 3% Marvell/QLogic i&fc2sAicE NVMe/FC, FERFohAMAEIZIR(FiE
NVMe/TCP,



NVMe/FC - {&i&/Emulex
JIBroadcom/Emulexi&fczsEc ENVMe/FC,

TR
1. BT ERRNERRE S EE R

a. B EEIZIR:
cat /sys/class/scsi host/host*/modelname
NVE=EIIV @S il e

LPe36002-M64
LPe36002-M64

cat /sys/class/scsi_host/host*/modeldesc
BRIZ=ERIRMT LTRGBS

Emulex LightPulse LPe36002-M64 2-Port 64Gb Fibre Channel Adapter
Emulex LightPulse LPe36002-M64 2-Port 64Gb Fibre Channel Adapter

2. WiINEERNZEREINABroadcom 1pfc BEHMRNBIREHIZF
a. BREHARZ:

cat /sys/class/scsi_host/host*/fwrev
Zep Rl E kA

14.0.539.16, sli-4:6:d
14.0.539.16, sli-4:6:d

b. BRUL R ENTE R RS -

cat /sys/module/lpfc/version



U TFROZR T IEENAE A R -

0:14.4.0.6

BRXFFEEC R FME R ARIRMTIR, BESR ERFERTA"

- JBRIE 1pfc_enable fc4 type BN 3:

cat /sys/module/lpfc/parameters/lpfc enable fc4 type

- WIEREAIUEERDEFIKEO:

cat /sys/class/fc _host/host*/port name

BB B/RFEIATF LA TSRS |

0x2100f4c7aalcd7c?2
0x2100f4c7aalcd7c3

- BIERiEF IR O = R EA

cat /sys/class/fc host/host*/port state

(NVE=EIVR ik

Online

Online

. IWIENVMe/FCEBEEFmO RS ERBEBRIREORT AW

cat /sys/class/scsi_host/host*/nvme info
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i
MEZ7IN

Nl

NVME Initiator Enabled

XRI Dist 1lpfc2 Total 6144 IO 5894 ELS 250

NVME LPORT lpfc2 WWPN x100000109bf044bl WWNN x200000109bf044bl
DID x022a00 ONLINE

NVME RPORT WWPN x202fd039%ecaa’7dfc8 WWNN x202cd039eaa7dfc8
DID x021310 TARGET DISCSRVC ONLINE
NVME RPORT WWPN x202dd03%eaa7dfc8 WWNN x202cd039%eaa7dfc8

DID x020b10 TARGET DISCSRVC ONLINE

NVME Statistics
LS: Xmt 0000000810 Cmpl 0000000810 Abort 00000000
LS XMIT: Err 00000000 CMPL: xb 00000000 Err 00000000
Total FCP Cmpl 000000007b098f07 Issue 000000007aee27c4 OutIO
ffffffffffed98bd
abort 000013b4 noxri 00000000 nondlp 00000058 gdepth
00000000 wgerr 00000000 err 00000000
FCP CMPL: xb 000013b4 Err 00021443

NVME Initiator Enabled

XRI Dist 1lpfc3 Total 6144 IO 5894 ELS 250

NVME LPORT lpfc3 WWPN x100000109bf044b2 WWNN x2000001090f044b2
DID x021b00 ONLINE

NVME RPORT WWPN x2033d03%eaa7dfc8 WWNN x202cd039%eaa7dfc8
DID x020110 TARGET DISCSRVC ONLINE
NVME RPORT WWPN x2032d03%eaa’7dfc8 WWNN x202cd039%eaa7dfc8

DID x022910 TARGET DISCSRVC ONLINE

NVME Statistics
LS: Xmt 0000000840 Cmpl 0000000840 Abort 00000000
LS XMIT: Err 00000000 CMPL: xb 00000000 Err 00000000
Total FCP Cmpl 000000007afd4434 Issue 000000007ae31b83 OutIO
ffffffffffebd74£
abort 000014a5 noxri 00000000 nondlp 0000006a gdepth
00000000 wgerr 00000000 err 00000000
FCP CMPL: xb 000014a5 Err 0002149a

NVMe/FC - Marvell/QLogic
7IMarvell/QLogiciaft2sfc ENVMe/FCo

-
1. BOE

AN SRS EFME AR DR



cat /sys/class/fc host/host*/symbolic name

TR SR T Rehi2 R E RS

QLE2872 FW:v9.15.00 DVR:v10.02.09.300-k
QLE2872 FW:v9.15.00 DVR:v10.02.09.300-k

2. JEIIE gl2xnvmeenable BI&E. X, Marveli&fitzs@r HYENVMe/FCRTHIEF:

cat /sys/module/glaZxxx/parameters/gl2xnvmeenable

FiRR%EIH 910

NVMe/TCP

NVMe/TCP MY A 235 B ohiEiEiefE, 8k, ErILUEIHIT NVMe/TCP K& NVMe/TCP F&R %M e
& Z58) "connect 2#& connect-all' F&hig{E.

PIE
1. KEBIRIHOSE T UESEHN NVMe/TCP LIF FEUA I B ST mEmEE:

nvme discover -t tcp -w host-traddr -a traddr



Bl

nvme discover -t tcp -w 192.168.20.1 -a 192.168.20.20

Discovery Log Number of Records 8, Generation counter 18

trtype: tcp

adrfam: ipv4

subtype: current discovery subsystem

treq: not specified

portid: 4

trsvcid: 8009

subngn: ngn.1992-
08.com.netapp:sn.64e65e6caae’711ef9668d03%a951cd6:discovery
traddr: 192.168.21.21

eflags: explicit discovery connections, duplicate discovery
information

sectype: none

trtype: tcp

adrfam: ipv4

subtype: current discovery subsystem

treq: not specified

portid: 2

trsvcid: 8009

subngn: ngn.1992-
08.com.netapp:sn.6deb65e6caae’711ef9668d03%a951cd6:discovery
traddr: 192.168.20.21

eflags: explicit discovery connections, duplicate discovery
information

sectype: none

trtype: tcp

adrfam: ipv4

subtype: current discovery subsystem

treq: not specified

portid: 3

trsvcid: 8009

subngn: ngn.1992-
08.com.netapp:sn.64e65e6caae711ef9668d039%a951cd46:discovery
traddr: 192.168.21.20

eflags: explicit discovery connections, duplicate discovery
information

sectype: none



trtype: tcp

adrfam: ipv4

subtype: current discovery subsystem

treq: not specified

portid: 1

trsvcid: 8009

subngn: ngn.1992-
08.com.netapp:sn.64e65e6caae’711ef9668d03%a951cd6:discovery
traddr: 192.168.20.20

eflags: explicit discovery connections, duplicate discovery
information

sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem
treq: not specified
portid: 4

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.64e65e6caae’711ef9668d03%a951c4d6:subsystem.rock
ylinux1l0 tcp subsystem
traddr: 192.168.21.21
eflags: none

sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem
treq: not specified
portid: 2

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.64e65e6caae711ef9668d039ea951c46:subsystem.rock
ylinux1l0 tcp subsystem
traddr: 192.168.20.21
eflags: none

sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem
treq: not specified
portid: 3

trsveid: 4420

subngn: ngn.1992-



08.com.netapp:sn.64e65e6caae’711ef9668d03%a951c4d6:subsystem.rock
ylinux1l0 tcp subsystem

traddr: 192.168.21.20

eflags: none

sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem
treq: not specified
portid: 1

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.64e65e6caae711ef9668d039ea951c46:subsystem.rock
ylinux1l0 tcp subsystem
traddr: 192.168.20.20
eflags: none

sectype: none

2. ISIFE M NVMe/TCP /25h28-B45 LIF A8 2B MR R A MBS EEUE:

nvme discover -t tcp -w host-traddr -a traddr

Bl

-a 192.168.20.20
192.168.21.20
-a 192.168.20.21
-a 192.168.21.21

nvme discover -t tcp -w 192.168.20.
nvme discover -t tcp -w 192.168.21.
nvme discover -t tcp -w 192.168.20.

e
I
Q

nvme discover -t tcp -w 192.168.21.

3. iB1T nvme connect-all T RFFAESIZEFENNVMe/TCPREENER-BIRSIP Lz TS :

nvme connect-all -t tcp -w host-traddr -a traddr



Bl

nvme connect-all -t tcp -w 192.168.20.1 -a
192.168.20.20
nvme connect-all -t tcp -w 192.168.21.1 -a
192.168.21.20
nvme connect-all -t tcp -w 192.168.20.1 -a
192.168.20.21
nvme connect-all -t tcp -w 192.168.21.1 -a

192.168.21.21

M Rocky Linux 9.4 748, NVMe/TCP BJi&E “ctrl_loss_tmo timeout BEN&&E R X H". Eitk:
* B ERS (EBRER) .

* BAFZEFEERER ctrl_loss_tmo timeout fEARY{ "nvme connect 3 & nvme connect-all' 85 (3%
W) .

* MREERIZHEE, NVMe/TCP IZHIBAERY, HESTIRAAMRENERE,

S 4: (Ak) 79 NVMe/FC ZF 1MB 1/O

ONTAP7EIR Bz S MR PR S R AEURE A/ (MDTS) 9 8, XEMERA /0 iHRA/NEIX 1MB, B
Broadcom NVMe/FC E#HA&H 1MB A/N8Y 1/0 &R, ERAZIEN Ipfc FIME “Ipfc_sg_seg_cnt SEMEIAE
64 A 256,

() XeSBEREEFEENVMFCEH.

B
1. ¥ "Ipfc_sg_seg_cnt BEILE /9256

cat /etc/modprobe.d/lpfc.conf
B ZEB R X MTF AT RFInES
options lpfc lpfc sg seg cnt=256

2. 1B17 “dracut -F S S HEMBNEN.
3. IIFMERT ‘Ipfc_sg_seg_cnt }256:

12



cat /sys/module/lpfc/parameters/lpfc sg seg cnt

S8 5. I5iF NVMe BiiRS

X “nvmefc-boot-connections.service 1 “nvmf-autoconnect.service' NVMe/FC FEISHBEEIARSE "nvme-cli' &

KB, RHEsBIER.
B E, WiE nvmefc-boot-connections.service #1 “nvmf-autoconnect.service' BEIIREZ E R B,

TR

1. IIFE A nvmf-autoconnect.service' B2 :

systemctl status nvmf-autoconnect.service

kb kit

nvmf-autoconnect.service - Connect NVMe-oF subsystems automatically
during boot

Loaded: loaded (/usr/lib/systemd/system/nvmf-
autoconnect.service; enabled; preset: disabled)

Active: inactive (dead)

Jun 10 04:06:26 SR630-13-201.lab.eng.btc.netapp.in systemd[1]:
Starting Connect NVMe-oF subsystems automatically during boot...

Jun 10 04:06:26 SR630-13-201.lab.eng.btc.netapp.in systemd[1l]: nvmf-
autoconnect.service: Deactivated successfully.

Jun 10 04:06:26 SR630-13-201.lab.eng.btc.netapp.in systemd[1]:
Finished Connect NVMe-oF subsystems automatically during boot.

2. IHIFRE “nvmefc-boot-connections.service' B2 A :

systemctl status nvmefc-boot-connections.service

13



btk

nvmefc-boot-connections.service - Auto-connect to subsystems on FC-
NVME devices found during boot

Loaded: loaded (/usr/lib/systemd/system/nvmefc-boot-
connections.service; enabled; preset: enabled)

Active: inactive (dead) since Tue 2025-06-10 01:08:36 EDT; 2h
59min ago

Main PID: 7090 (code=exited, status=0/SUCCESS)
CPU: 30ms

Jun 10 01:08:36 localhost systemd[l]: Starting Auto-connect to
subsystems on FC-NVME devices found during boot...

Jun 10 01:08:36 localhost systemd[1l]: nvmefc-boot-
connections.service: Deactivated successfully.

Jun 10 01:08:36 localhost systemd[l]: Finished Auto-connect to

subsystems on FC-NVME devices found during boot.

ST 6. WIFZIRFACE
BIFRIZNVMe ZBRIZIRE. ANAKRSHIONTAPS B =R EHEHR FNVMe-oF BRE.,

TIE
1. WIFRTERBARIZNVMeZiRE:

cat /sys/module/nvme core/parameters/multipath

NVE=E IVl K

2. BIFHERNONTAPEI & ERYE HNVMe-oF IR & (B30, B Si&E AINetApp ONTAPITHIZE. A& Fiiopolicyi&
BRER RS EfRIREEN L
a. BRFRS:

cat /sys/class/nvme-subsystem/nvme-subsys*/model

NV =gl V@Sl

14



NetApp ONTAP Controller
NetApp ONTAP Controller

b. BRI

cat /sys/class/nvme-subsystem/nvme-subsys*/iopolicy

NVE=EIVER K

round-robin

round-robin

3. WIER BB TN LEHEMH AL I r& =8

nvme list

Bl

/dev/nvmednl 81Ix2BVuekWcAAAAAAARB NetApp ONTAP Controller

Namespace Usage Format FW Rev

1 21.47 GB / 21.47 GB 4 KiB + 0 B FFFFFFEF

4. WIESMREITHIZERESEE NENRSERS AR EHNANAKRE:

15



NVMe/FC

nvme list-subsys /dev/nvme5nl

Bl

nvme-subsysb - NQN=ngn.1992-
08.com.netapp:sn.f7565b015a66911e£9668d039%ca951c46:subsystem.nvme
1
hostngn=ngn.2014-08.org.nvmexpress:uuid:4c4cd4544-

0056-5410-8048-c7c04£425633

\

+- nvmel26 fc traddr=nn-0x2036d039ea951c45:pn-
0x2038d039ea951c45,host traddr=nn-0x2000f4c7aalcd7c3:pn-
0x2100f4c7aalcd7c3 live optimized

+- nvmel76 fc traddr=nn-0x2036d039ea951c45:pn-
0x2037d039ea951c45,host traddr=nn-0x2000f4c7aalcd7c2:pn-
0x2100f4c7aalcd7c2 live optimized

+- nvmeb fc traddr=nn-0x2036d039%ea951c45:pn-
0x2039d039ea951c45,host traddr=nn-0x2000f4c7aalcd/c2:pn-
0x2100f4c7aalcd7c2 live non-optimized

+- nvme71l fc traddr=nn-0x2036d039%9ea951c45:pn-
0x203ad039ea951c45,host traddr=nn-0x2000f4c7aalcd7c3:pn-
0x2100f4c7aalcd7c3 live non-optimized

NVMe/TCP

nvme list-subsys /dev/nvmedn?2



Bl

nvme-subsys4 - NQN=nqgn.1992-
08.com.netapp:sn.64e65e6caae’711ef9668d039%ea951c4d6:subsystem.nvme
4

hostngn=ngn.2014-08.org.nvmexpress:uuid:4cd4cd4544-
0035-5910-804b-c2c04£444d33
\
+- nvmel02 tcp
traddr=192.168.21.20, trsvcid=4420,host traddr=192.168.21.1,src a
ddr=192.168.21.1 live non-optimized
+- nvmelbl tcp
traddr=192.168.21.21, trsvcid=4420,host traddr=192.168.21.1,src a
ddr=192.168.21.1 live optimized
+- nvmed tcp
traddr=192.168.20.20, trsvcid=4420, host traddr=192.168.20.1,src a
ddr=192.168.20.1 live non-optimized
+- nvmeb3 tcp
traddr=192.168.20.21, trsvcid=4420, host traddr=192.168.20.1,src a
ddr=192.168.20.1 live optimized

5. ISIFNetAppiEF BB NEINONTAP s 2 FEhE & B 1EHMI(E:



7

nvme netapp ontapdevices -o column

BRI
Device Vserver Namespace Path
/dev/nvmelOnl vs_tcp rockylinuxlO /vol/voll0/ns10
NSID UUID Size

1 bbf51146-£fc64-4197-b8cf-8a24£6£359b3 21.47GB

JSON

nvme netapp ontapdevices -o json

bl

"ONTAPdevices": [
{
"Device":"/dev/nvmelOnl",
"Vserver":"vs tcp rockylinuxlQ0",
"Namespace Path":"/vol/voll0/nsl1O",
"NSID":1,
"UUID" :"bbf51146-fc64-4197-b8cf-8a24f6£359b3",
"Size":"21.47GB",
"LBA Data Size":4096,
"Namespace Size'":5242880

FTRT: KERESTFARAFHIIE
Rocky Linux 10.x EHFONTAPIZHI2EZ 81812 NVMe/TCP ZiF&L2MH N F DK IE.

BN ENIITHIZBZHNNE— DH-HMAC-CHAP ZAFKIEE L £ 57 1if, 'DH-HMAC-CHAP Z$iE NVMe

18



EHEIEHIEH NON 5EEREEEN S HIRIERRANAS. BEXENELHITEMHIIE. NVMeEH =]
FAAVAR 5 X F T3 KEXBIERo

p

5 CLI S{ERE JSON XHEBELXEFTHNE N KIE. NRFENFRENFRAIEE AR dhchapZ A, M
& config JSON 15,

19



L ITRE

FAGSITREmEELSERNE NI,
1. FREXEHINQN:

cat /etc/nvme/hostngn

2. 3 Rocky Linux 10.x E#H4ERL dhchap Z$A,

LUTFHIH#ART "gen-dhchap-key @s S5

nvime gen-dhchap-key -s optional secret -1 key length {3248|64} -m
HMAC function {0]1[2]|3} -n host ngn

. -s secret key in hexadecimal characters to be used to initialize
the host key

. -1 length of the resulting key in bytes

. -m HMAC function to use for key transformation

0 = none, 1- SHA-256, 2 = SHA-384, 3=SHA-512

. -n host NQN to use for key transformation

FELUTRAIA. BER—BENldhchapZ . HEFHMACIZRE N3 (SHA-512),

nvme gen-dhchap-key -m 3 -n ngn.2014-
08.org.nvmexpress:uuid:4c4c4544-0035-5910-804b-c2c04£444d33
DHHC-

1:03:7z£f8I19gaRcDWH3tCH5vLGaoyjzPIvwNWusBfKdpJa+hialakKDKJQ2053pX3wYM9
xdv5DtKNNhJInZ7X8wU2RQpQIngc=:

3. TEONTAP#EHIZS E. AIMNENFIEEM NdhchapZEA:

vserver nvme subsystem host add -vserver <svm name> -subsystem
<subsystem> -host-ngn <host ngn> -dhchap-host-secret
<authentication host secret> -dhchap-controller-secret
<authentication controller secret> -dhchap-hash-function {sha-
256|sha-512} -dhchap-group {none|2048-bit|3072-bit|4096-bit|6144-
bit|8192-bit}

4. FNZIFAMHEBENEMIRIESZE: BRMNE, EEN L. EZEIONTAPIEHISHIRIEFMES 1R
WA EFEEdhchapZ$A .



nvme connect -t tcp -w <host-traddr> -a <tr-addr> -n <host ngn> -S
<authentication host secret> -C <authentication controller secret>

5. I&JF nvme connect authentication #3<. IIEFHFIZHIEEdhchapZih:

a. IIEFHdhchap®h:

cat /sys/class/nvme-subsystem/<nvme-subsysX>/nvme*/dhchap secret

ERBREENTAEE

cat /sys/class/nvme-subsystem/nvme-subsysl/nvme*/dhchap secret
DHHC-

1:03: fMCrJharXUOgqRoIsOEaG6om2PHlyYvub5+z3jTmzEKUbcWu26I33b93b
112WR09XDho/1d3L45J+0FeCsStBEAfhYgkQU=:

DHHC-
1:03:fMCrJharXUOgRoIsOEaGom2PHlyYvu5+2z3jTmzEKUbcWu26I33b93b
112WR09XDho/1d3L45J+0FeCsStBEAfhYgkQU=:

DHHC-
1:03:fMCrJharXUOgRoIsOEaGom2PHlyYvu5+2z3jTmzEKUbcWu26I33b93b
112WR09XDho/1d3L45J+0FeCsStBEAfhYgkQU=:

DHHC-
1:03:fMCrJharXUOgRoIsOEaGom2PHlyYvu5+2z3jTmzEKUbcWu26I33b93b
112WR09XDho/1d3L45J+0FeCsStBEAfhYgkQU=:

b. I8iFiTHI28dhchap A :

cat /sys/class/nvme-subsystem/<nvme-
subsysX>/nvme*/dhchap ctrl secret



22

BN AEE YRG5

cat /sys/class/nvme-subsystem/nvme-
subsys6/nvme*/dhchap ctrl secret

DHHC- 1:03:7zf8I9gaRcDWH3tCH5vLGaoyjzPIvwNWusBfKdpJa+hia
1aKDKJQ2053pX3wYMIxdv5DtKNNhJIJInZ7X8wU2RQpQIngc=:

DHHC- 1:03:7zf8I9gaRcDWH3tCH5vLGaoyjzPIvwNWusBfKdpJa+hia
1aKDKJQ2053pX3wYMIxdv5DtKNNhJIJInZ7X8wU2RQpQIngc=:

DHHC- 1:03:7zf8I9gaRcDWH3tCHS5vLGaoyjzPIvwNWusBfKdpJdathia
1aKDKJQ2053pX3wYMIxdv5DtKNNhJIJInZ7X8wU2RQpQIngc=:

DHHC- 1:03:7zf8I9gaRcDWH3tCHS5vLGaoyjzPIvwNWusBfKdpJda+thia
1aKDKJQ2053pX3wYMIxdv5DtKNNhJIJInZ7X8wU2RQpQIngc=:

JSON

LONTAPITHIZE L EZ 1 NVMe FRAR AR, EAILUER /etc/nvme/config.json’ X5 “nvme
connect-all' &5 %,

R -0 KA L JSON X, BXREZIEELIEI, 1B521% NVMe connect-all £,

1. B2& JSON Xf4,

@ ELLTRBIH, dhchap key MMF “dhchap secret fl “dhchap ctrl key'
MMF “dhchap ctrl secreto



Bl

cat /etc/nvme/config.json

[

"hostngn":"ngn.2014-08.org.nvmexpress:uuid:4c4c4544-0035-
5910-804b-c2c04£4444d33",

"hostid":"4c4c4544-0035-5910-804b-c2c04£444d33",

"dhchap key":"DHHC-
1:03:7zf8I9gaRcDWH3tCHS5vLGaoyjzPIvwNWusBfKdpJa+thialaKDKJQ2053pX3
WwYMIxdv5DtKNNhIInZ7X8wU2RQpQIngc=:",

"subsystems": [

{

"ngn":"ngn.1992-
08.com.netapp:sn.127ade26168811f0a50ed039%abb69%ad3:subsystem.inba
nd unidirectional",

"ports": [

{
"transport":"tcp",
"traddr":"192.168.20.17",
"host traddr":"192.168.20.1",
"trsvcid":"4420"

"transport":"tcp",
"traddr":"192.168.20.18",
"host traddr":"192.168.20.1",
"trsvcid":"4420"

"transport":"tcp",
"traddr":"192.168.21.18",
"host traddr":"192.168.21.1",
"trsvcid":"4420"

"transport":"tcp",
"traddr":"192.168.21.17",
"host traddr":"192.168.21.1",
"trsvcid":"4420"

2. fEconfig JSONXH1E#EEIONTAPIZ 28 :



nvme connect-all -J /etc/nvme/config.json

Bl

traddr=192.168.20.20 is already connected
traddr=192.168.20.20 is already connected
traddr=192.168.20.20 is already connected
traddr=192.168.20.20 is already connected
traddr=192.168.20.20 is already connected
traddr=192.168.20.20 is already connected
traddr=192.168.20.20 is already connected
traddr=192.168.20.20 is already connected
traddr=192.168.20.21 is already connected
traddr=192.168.20.21 is already connected
traddr=192.168.20.21 is already connected
traddr=192.168.20.21 is already connected
traddr=192.168.20.21 is already connected
traddr=192.168.20.21 is already connected
traddr=192.168.20.21 is already connected
traddr=192.168.20.21 is already connected

3. WIFENFASMMENITHIZSE R ERBMA dhchap HlZ,

a. I¥iFEHldhchapZ$A:

cat /sys/class/nvme-subsystem/nvme-subsys0/nvme0/dhchap secret

UTFRFIERT dhchap Z$A:

DHHC-1:03:7z£8I9gaRcDWH3tCHS5vLGaoyjzPIvwNWusBfKdpJda+hial
aKDKJQ2053pX3wYMOxdv5DtKNNhIJInZ7X8wU2RQpQIngc=:

b. I8iF#EHI2§dhchapZ$A:

cat /sys/class/nvme-subsystem/nvme-

subsys0/nvme0/dhchap ctrl secret

BNIZZB R TF AT RIS



DHHC-1:03:fMCrJharXUOgRoIsOEaG6om2PHlyYvu5+z33T
mzEKUbcWu26I33b93b112WR09XDho/1d3L45J+0FeCsStBEAfhYgkQU=:

$8F . EEEANRA
BB,

ACE Rocky Linux 9.x L{3z#F NVMe-oF FIONTAPTZfi#

Rocky Linux ENZHFE T EER NVMe (NVMe/FC) F1EF TCP Y NVMe
(NVMe/TCP) thi¥, FHZHFIEFREE R ZIEHIR) (ANA). ANA 125 iSCSI #1 FCP If1&
R IERFRIZEE B TTIAIE) (ALUA) S % ER1RTHEE.

T #230{A 9 Rocky Linux 9.x BECE NVMe over Fabrics (NVMe-oF) E£#l. MNEEZHIFMINEEE, 152
"Rocky Linux ONTAPZ#FF1ThEE",

NVMe-oF 5 Rocky Linux 9.x ZZ{E£ LA T EX1PEH:

* X ‘nvme disconnect-all iZm SR X G RAMBUEXH RS, AREaSBARASRTIRE, B7MEEE
NVMe-TCP 8 NVMe-FC &&= GIM SAN F'anEl’J%,,bJ:mmtlﬁs.s{’Eo

F1% . (AIiE)SFESANZL)

‘T_JLXEEEIMLMEFH SAN BohREEEHIZRS Y B, FR"EIEEERTAE WIEER Linux 2ER
5. EHSLLIEEES (HBA). HBA EfF. HBA EEh BIOS FIONTAPKRZARE 215 SAN BEh,

S
1. "BIE NVMe #3& =8l FH IS EART R EH" o
2. 7£RR%528 BIOS 4 SAN BErhdn & = ia]iREd 2 A9 O /2 SAN BE.

BXWNEEA HBABIOS HIE R, A5 RN BT AN,
3. EfRMENHARIHRERRR R ERNFIETIET.

HIE 2. L% Rocky Linux 1 NVMe {4 H ISR ECE
EH NVMe-oF BB W, EEELRRE T NVMe 248, BASKEZ, HWETH NON BB,

S
1. 1EARSS 28 E&R%E Rocky Linux 9.xo RESERG, BEHRIANEEITHEFIER Rocky Linux 9.x 1%:

uname -—-r

Rocky Linux R#ZiRZs 7451 :

25


https://mysupport.netapp.com/matrix/#welcome
https://mysupport.netapp.com/matrix/#welcome
https://mysupport.netapp.com/matrix/#welcome
https://mysupport.netapp.com/matrix/#welcome
https://mysupport.netapp.com/matrix/#welcome
https://mysupport.netapp.com/matrix/#welcome
https://mysupport.netapp.com/matrix/#welcome
https://mysupport.netapp.com/matrix/#welcome
https://mysupport.netapp.com/matrix/#welcome
https://mysupport.netapp.com/matrix/#welcome
https://mysupport.netapp.com/matrix/#welcome
https://mysupport.netapp.com/matrix/#welcome
https://mysupport.netapp.com/matrix/#welcome
https://mysupport.netapp.com/matrix/#welcome
https://mysupport.netapp.com/matrix/#welcome
https://docs.netapp.com/us-en/ontap/san-admin/create-nvme-namespace-subsystem-task.html
https://docs.netapp.com/us-en/ontap/san-admin/create-nvme-namespace-subsystem-task.html
https://docs.netapp.com/us-en/ontap/san-admin/create-nvme-namespace-subsystem-task.html
https://docs.netapp.com/us-en/ontap/san-admin/create-nvme-namespace-subsystem-task.html
https://docs.netapp.com/us-en/ontap/san-admin/create-nvme-namespace-subsystem-task.html
https://docs.netapp.com/us-en/ontap/san-admin/create-nvme-namespace-subsystem-task.html
https://docs.netapp.com/us-en/ontap/san-admin/create-nvme-namespace-subsystem-task.html
https://docs.netapp.com/us-en/ontap/san-admin/create-nvme-namespace-subsystem-task.html
https://docs.netapp.com/us-en/ontap/san-admin/create-nvme-namespace-subsystem-task.html
https://docs.netapp.com/us-en/ontap/san-admin/create-nvme-namespace-subsystem-task.html
https://docs.netapp.com/us-en/ontap/san-admin/create-nvme-namespace-subsystem-task.html
https://docs.netapp.com/us-en/ontap/san-admin/create-nvme-namespace-subsystem-task.html
https://docs.netapp.com/us-en/ontap/san-admin/create-nvme-namespace-subsystem-task.html
https://docs.netapp.com/us-en/ontap/san-admin/create-nvme-namespace-subsystem-task.html
https://docs.netapp.com/us-en/ontap/san-admin/create-nvme-namespace-subsystem-task.html
https://docs.netapp.com/us-en/ontap/san-admin/create-nvme-namespace-subsystem-task.html
https://docs.netapp.com/us-en/ontap/san-admin/create-nvme-namespace-subsystem-task.html
https://docs.netapp.com/us-en/ontap/san-admin/create-nvme-namespace-subsystem-task.html
https://docs.netapp.com/us-en/ontap/san-admin/create-nvme-namespace-subsystem-task.html
https://docs.netapp.com/us-en/ontap/san-admin/create-nvme-namespace-subsystem-task.html
https://docs.netapp.com/us-en/ontap/san-admin/create-nvme-namespace-subsystem-task.html
https://docs.netapp.com/us-en/ontap/san-admin/create-nvme-namespace-subsystem-task.html
https://docs.netapp.com/us-en/ontap/san-admin/create-nvme-namespace-subsystem-task.html
https://docs.netapp.com/us-en/ontap/san-admin/create-nvme-namespace-subsystem-task.html
https://docs.netapp.com/us-en/ontap/san-admin/create-nvme-namespace-subsystem-task.html
https://docs.netapp.com/us-en/ontap/san-admin/create-nvme-namespace-subsystem-task.html
https://docs.netapp.com/us-en/ontap/san-admin/create-nvme-namespace-subsystem-task.html
https://docs.netapp.com/us-en/ontap/san-admin/create-nvme-namespace-subsystem-task.html
https://docs.netapp.com/us-en/ontap/san-admin/create-nvme-namespace-subsystem-task.html

26

5.14.0-570.12.1.e19 6.x86 64

28 NvMe-CcLT TEE:

rpm -galgrep nvme-cli

UTFRHIERT nvme-cli G EIARAS :

nvme-cli-2.11-5.e19.x86 64

23 1ibnvme HEHEL:

rpm -galgrep libnvme

TERNGIFERT libnvme R EARES:

libnvme-1.11.1-1.e19.x86 64

. 1£ Rocky Linux E#1L, ¥ hostngn F#FEH /etc/nvme/hostngn :

cat /etc/nvme/hostngn

TENGIFRRT hostngn hzZs:

ngn.2014-08.org.nvmexpress:uuid:4c4c4544-0056-5410-8048-b9c04£f425633

. TEONTAPZLZH, FIIELATER: “hostngn' FRTEBILAD “hostngn' ONTAPEA A IR FRANFFTEH:

::> vserver nvme subsystem host show -vserver vs coexistence LPE36002



Bl

Vserver Subsystem Priority Host NOQN

vs_ coexistence LPE36002
nvme
regular ngn.2014-
08.org.nvmexpress:uuid:4c4c4544-0056-5410-8048-b9c04f425633
nvme 1
regular ngn.2014-
08.org.nvmexpress:uuid:4c4c4544-0056-5410-8048-b9c04f425633
nvme 2
regular ngn.2014-
08.org.nvmexpress:uuid:4c4c4544-0056-5410-8048-b9c04f425633
nvme 3
regular ngn.2014-
08.org.nvmexpress:uuid:4c4c4544-0056-5410-8048-b9c04f425633
4 entries were displayed.

MR hostngn FRHBEARLE. BEH vserver modify B FEMBIGG S hostngn EILAD
O IBIONTAP FEFIE R4 LTI nostnan PTHHE /ete/nune /nostnan FEEH]

$ 12 3. B NVMe/FC 1 NVMe/TCP

f$£F3 Broadcom/Emulex % Marvell/QLogic i&ECESECE NVMe/FC, fERFoh& MM EFIR(FRLE
NVMe/TCP,

27



28

NVMe/FC - {&i&/Emulex
JIBroadcom/Emulexi&fczsEc ENVMe/FC,

TR
1. BT ERRNERRE S EE R

a. B EEIZIR:
cat /sys/class/scsi host/host*/modelname
NVE=EIIV @S il e

LPe36002-M64
LPe36002-M64

cat /sys/class/scsi_host/host*/modeldesc
BRIZ=ERIRMT LTRGBS

Emulex LightPulse LPe36002-M64 2-Port 64Gb Fibre Channel Adapter
Emulex LightPulse LPe36002-M64 2-Port 64Gb Fibre Channel Adapter

2. WiINEERNZEREINABroadcom 1pfc BEHMRNBIREHIZF
a. BREHARZ:

cat /sys/class/scsi_host/host*/fwrev
Zep Rl E kA

14.0.539.16, sli-4:6:d
14.0.539.16, sli-4:6:d

b. BRUL R ENTE R RS -

cat /sys/module/lpfc/version



U TFROZR T IEENAE A R -

0:14.4.0.6

BRXFFEEC R FME R ARIRMTIR, BESR ERFERTA"

- JBRIE 1pfc_enable fc4 type BN 3:

cat /sys/module/lpfc/parameters/lpfc enable fc4 type

- WIEREAIUEERDEFIKEO:

cat /sys/class/fc _host/host*/port name

T RAEREOARR

0x2100f4c7aalcd7c?2
0x2100f4c7aalcd7c3

- BIERiEF IR O = R EA

cat /sys/class/fc host/host*/port state

(NVE=EIVR ik

Online

Online

. IWIENVMe/FCEBEEFmO RS ERBEBRIREORT AW

cat /sys/class/scsi_host/host*/nvme info
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Bl

NVME Initiator Enabled

XRI Dist 1lpfcO Total 6144 IO 5894 ELS 250

NVME LPORT lpfcO WWPN x100000109b954518 WWNN x200000109b954518
DID x000000 ONLINE

NVME Statistics
LS: Xmt 0000000000 Cmpl 0000000000 Abort 00000000
LS XMIT: Err 00000000 CMPL: xb 00000000 Err 00000000
Total FCP Cmpl 0000000000000000 Issue 0000000000000000 OutIO
0000000000000000
abort 00000000 noxri 00000000 nondlp 00000000 gdepth
00000000 wgerr 00000000 err 00000000
FCP CMPL: xb 00000000 Err 00000000

NVME Initiator Enabled

XRI Dist 1lpfcl Total 6144 IO 5894 ELS 250

NVME LPORT lpfcl WWPN x100000109b954519 WWNN x200000109b954519
DID x020500 ONLINE

NVME Statistics
LS: Xmt 0000000000 Cmpl 0000000000 Abort 00000000
LS XMIT: Err 00000000 CMPL: xb 00000000 Err 00000000
Total FCP Cmpl 0000000000000000 Issue 0000000000000000 OutIO
0000000000000000
abort 00000000 noxri 00000000 nondlp 00000000 gdepth
00000000 wgerr 00000000 err 00000000
FCP CMPL: xb 00000000 Err 00000000

NVME Initiator Enabled

XRI Dist 1lpfc2 Total 6144 IO 5894 ELS 250

NVME LPORT lpfc2 WWPN x1000001090f044b1 WWNN x2000001090f044bl
DID x022a00 ONLINE

NVME RPORT WWPN x200bd039%ecaa’7dfc8 WWNN x2008d039eaa7dfc8
DID x021319 TARGET DISCSRVC ONLINE

NVME RPORT WWPN x2155d03%eaa7dfc8 WWNN x2154d039eaa7dfc8
DID x02130f TARGET DISCSRVC ONLINE

NVME RPORT WWPN x2001d039%eaa7dfc8 WWNN x2000d039eaa7dfc8
DID x021310 TARGET DISCSRVC ONLINE

NVME RPORT WWPN x200dd039%eaa’7dfc8 WWNN x2008d039eaa7dfc8
DID x020bl5 TARGET DISCSRVC ONLINE

NVME RPORT WWPN x2156d03%eaa7dfc8 WWNN x2154d039eaa7dfc8
DID x020b0d TARGET DISCSRVC ONLINE

NVME RPORT WWPN x2003d039%eaa’7dfc8 WWNN x2000d039%9eaa7dfc8
DID x020b10 TARGET DISCSRVC ONLINE



NVME Statistics
LS: Xmt 0000003049 Cmpl 0000003049 Abort 00000000
LS XMIT: Err 00000000 CMPL: xb 00000000 Err 00000000
Total FCP Cmpl 0000000018£9450b Issue 0000000018f5de57 OutIO
fffffffffffc994c
abort 000036d3 noxri 00000313 nondlp 00000c8d gdepth
00000000 wgerr 00000064 err 00000000
FCP CMPL: xb 000036dl Err 000fefOf

NVME Initiator Enabled

XRI Dist 1lpfc3 Total 6144 IO 5894 ELS 250

NVME LPORT lpfc3 WWPN x100000109bf044b2 WWNN x200000109bf044b2
DID x021b00 ONLINE

NVME RPORT WWPN x2062d03%eaa7dfc8 WWNN x2008d039%eaa7dfc8
DID x022915 TARGET DISCSRVC ONLINE

NVME RPORT WWPN x2157d039%eaa7dfc8 WWNN x2154d039%9eaa7dfc8
DID x02290f TARGET DISCSRVC ONLINE

NVME RPORT WWPN x2002d039%eaa7dfc8 WWNN x2000d039eaa7dfc8
DID x022910 TARGET DISCSRVC ONLINE

NVME RPORT WWPN x2065d039%eaa’7dfc8 WWNN x2008d039eaa7dfc8
DID x020119 TARGET DISCSRVC ONLINE

NVME RPORT WWPN x2158d03%eaa7dfc8 WWNN x2154d039%eaa7dfc8
DID x02010d TARGET DISCSRVC ONLINE

NVME RPORT WWPN x2004d039%eaa’7dfc8 WWNN x2000d039%eaa7dfc8
DID x020110 TARGET DISCSRVC ONLINE

NVME Statistics
LS: Xmt 0000002f2c Cmpl 0000002f2c Abort 00000000
LS XMIT: Err 00000000 CMPL: xb 00000000 Err 00000000
Total FCP Cmpl 000000001laaf3eb5 Issue 000000001aab4373 OutIO
fffffffffffcO04be
abort 000035cc noxri 0000038c nondlp 000009e3 gdepth
00000000 wgerr 00000082 err 00000000
FCP CMPL: xb 000035cc Err 000fcfcO

NVMe/FC - Marvell/QLogic
ZIMarvell/QLogici&fc2sBELENVMe/FC,

g
1. I EERRER R R R M E R A B E R

cat /sys/class/fc _host/host*/symbolic name



32

R 2R T R EhAz e Al E iR -

QLE2872 FW:v9.15.00 DVR:v10.02.09.300-k
QLE2872 FW:v9.15.00 DVR:v10.02.09.300-k

2. JBIF gl2xnvmeenable BI8E. X, MarveliE&ZEi23E ] HENVMe/FCREITER:

cat /sys/module/glaZ2xxx/parameters/gl2xnvmeenable

PRkt 7910

NVMe/TCP

NVMe/TCPIMY Az 35 B ohiEEIE(E, BRUMFohNIT NVMe/TCP EIEEZFAIEIREA BRI
NVMe/TCP FR & =Ialo

HIE
1. KB BIERHOSE A UESEN NVMe/TCP LIF FFEVE I B S TTEEIE:

nvme discover -t tcp -w host-traddr -a traddr



Bl

nvme discover -t tcp -w 192.168.1.31 -a 192.168.1.24

Discovery Log Number of Records 20, Generation counter 25

trtype: tcp

adrfam: ipv4

subtype: current discovery subsystem

treq: not specified

portid: 4

trsvcid: 8009

subngn: ngn.1992-
08.com.netapp:sn.0fdbale74eb611ef9f50d03%eabbcbod:discovery
traddr: 192.168.2.25

eflags: explicit discovery connections, duplicate discovery
information

sectype: none

trtype: tcp

adrfam: ipv4

subtype: current discovery subsystem

treq: not specified

portid: 2

trsvcid: 8009

subngn: ngn.1992-
08.com.netapp:sn.0fdbale74eb611ef9f50d03%abbcbod:discovery
traddr: 192.168.1.25

eflags: explicit discovery connections, duplicate discovery
information

sectype: none

trtype: tcp

adrfam: ipv4

subtype: current discovery subsystem

treq: not specified

portid: 5

trsvcid: 8009

subngn: ngn.1992-
08.com.netapp:sn.0fdbale74eb611ef9f50d03%eabbcbod:discovery
traddr: 192.168.2.24

eflags: explicit discovery connections, duplicate discovery
information

sectype: none
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trtype: tcp

adrfam: ipv4

subtype: current discovery subsystem

treq: not specified

portid: 1

trsvcid: 8009

subngn: ngn.1992-
08.com.netapp:sn.0fdbale74eb611ef9f50d03%eabbcbod:discovery
traddr: 192.168.1.24

eflags: explicit discovery connections, duplicate discovery
information

sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem
treq: not specified
portid: 4

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.0fdbale74eb611ef9f50d039%abbcbod: subsystem.
Unidirectional DHCP NONE 1 3
traddr: 192.168.2.25
eflags: none

sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem
treq: not specified
portid: 2

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.0fdbale774eb611ef9f50d03%ecabbcbbd: subsystem.
Unidirectional DHCP NONE 1 4
traddr: 192.168.1.25
eflags: none

sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem
treq: not specified
portid: 5

trsveid: 4420

subngn: ngn.1992-



08.com.netapp:sn.0fdbale74eb611ef9f50d03%eabbcbod: subsystem.
Unidirectional DHCP NONE 1 5

traddr: 192.168.2.24

eflags: none

sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem
treq: not specified
portid: 1

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.0fdbale’74eb611ef9f50d039%cabbcbbd: subsystem.
Unidirectional DHCP 2 2
traddr: 192.168.1.24
eflags: none

sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem
treq: not specified
portid: 4

trsvecid: 4420

subngn: ngn.1992-
08.com.netapp:sn.0fdbale74eb611ef9f50d03%eabbcbod: subsystem.
Unidirectional DHCP 2 3
traddr: 192.168.2.25
eflags: none

sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem
treq: not specified
portid: 2

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.0fdbale’74eb611ef9f50d039%cabbcbbd: subsystem.
Unidirectional DHCP 2 5
traddr: 192.168.1.25
eflags: none

sectype: none

trtype: tcp
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adrfam: ipv4

subtype: nvme subsystem
treq: not specified
portid: 5

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.0fdbale’74eb611ef9f50d03%cabbcbbd: subsystem.
Bidirectional DHCP 2 2
traddr: 192.168.2.24
eflags: none

sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem
treq: not specified
portid: 1

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.0fdbale74eb611ef9f50d03%eabbcbod: subsystem.
Bidirectional DHCP 2 3
traddr: 192.168.1.24
eflags: none

sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem
treq: not specified
portid: 4

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.0fdbale’74eb611ef9f50d039%eabbcbbd: subsystem.
Bidirectional DHCP 2 3
traddr: 192.168.2.25
eflags: none

sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem

treq: not specified

portid: 2

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.0fdbale774eb611ef9f50d03%ecabbcbbd: subsystem.



Bidirectional DHCP NONE 2 4
traddr: 192.168.1.25
eflags: none

sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem
treq: not specified
portid: 5

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.0fdbale774eb611ef9f50d039%cabbcbbd: subsystem.
Bidirectional DHCP NONE 2 5
traddr: 192.168.2.24
eflags: none

sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem
treq: not specified
portid: 1

trsvecid: 4420

subngn: ngn.1992-
08.com.netapp:sn.0fdbale74eb611ef9f50d03%eabbcbod: subsystem.
Bidirectional DHCP NONE 2 6
traddr: 192.168.1.24
eflags: none

sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem
treqg: not specified
portid: 4

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.0fdbale’74eb611ef9f50d039%eabbcbbd: subsystem.
Bidirectional DHCP NONE 2 7
traddr: 192.168.2.25
eflags: none

sectype: none

trtype: tcp
adrfam: ipv4
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subtype: nvme subsystem

treq: not specified

portid: 2

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.0fdbale74eb611ef9f50d039%eabbcbod: subsystem.
Bidirectional DHCP NONE 2 8

traddr: 192.168.1.25

eflags: none

sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem

treq: not specified

portid: 5

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.0fdbale74eb611ef9f50d039%eabbcbbd: subsystem.nvme

_tep 2
traddr: 192.168.2.24
eflags: none

sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem
treq: not specified
portid: 1

trsvecid: 4420

subngn: ngn.1992-
08.com.netapp:sn.0f4bale74eb611ef9f50d03%eabbcbod: subsystem.
Bidirectional DHCP NONE 2 9
traddr: 192.168.1.24
eflags: none

sectype: none

2. ISIFE M NVMe/TCP J25h28-B45 LIF A& 2B 0 UK IHFREN AT B S m iR

nvme discover -t tcp -w host-traddr -a traddr



Bl

nvme
nvme
nvme

nvme

3. 1B17 nvme

nvme connect-all -t tcp -w host-traddr -a

Bl

nvme
nvme
nvme

nvme

M Rocky Linux 9.4 FF#&, NVMe/TCP BYI&E “ctrl_loss_tmo timeout' BEhi&E H“XiH"

discover -t tcp -w
discover -t tcp -w
discover -t tcp -w
discover -t tcp -w

connect-all ETPRHFAERIZIFHINVMe/TCPEIER-B#rSIP_LIETT

connect-all
connect-all
connect-all
connect-all

* ERREUEARS (BRER) .
* BAFEFHEEERED ctrl_loss_tmo timeout £EABY "nvme connect' 3#& "nvme connect-all 85 (3%

W) o

* MREERIZHEE, NVMe/TCP IZHISBZ AR, HEZTIRAAMMREER,

TR 4:

ONTAPTEIR A Hl 2R BRIk S
Broadcom NVMe/FC A& 1MB K/N8 1/0 3EK, ERZiZIGHN "Ipfc BINE “Ipfc_sg_seg_cnt'E

64 LY 256,

192.168.
192.168.
192.168.
192.168.

tcp —-w
tcp -w
tcp -w
tcp —-w

(7]3%) 9 NVMe/FC =/H 1MB 1/0
BAHIBERA/ (MDTS) 1 8, XBMERA /0 ERA/NELL 1IMB, Bl

()  =ESEREEFEENMe/FCEL

TR

1. 3% "Ipfc_sg_seg_cnt’

SIS E 256

cat /etc/modprobe.d/lpfc.conf

.31
.31
.31
.31

N P N

192.
192.
192.
192.

168.
168.
168.
168.

192.
192.
192.
192.

168.
168.
168.
168.

traddr

N P, N

.31
.31
.31
.31

N NN

.24
.24
.25
.25

192.
192.
192.
192.

|:|

168.
168.
168.
168.

FS]liee

N PN

.24
.24
.25
.25

SHMEOAE
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B ZEBREMTF AT RAI8ES
options lpfc lpfc sg seg cnt=256

2. J&97 ‘dracut -f S8 L HEFBEHEN.
3. IWIFMERT Ipfc_sg_seg_cnt }9256:

cat /sys/module/lpfc/parameters/lpfc_sg seg cnt

I8 5: ISIF NVMe B&iiRSE

. ~

X “nvmefc-boot-connections.service 1 “nvmf-autoconnect.service' NVMe/FC FEIZHIRBtHARSS "nvme-cli’ &

KRN, REE=EIER.
BoiERE, WiE nvmefc-boot-connections.service 1 “nvmf-autoconnect.service BEIIREZ E B FHo

p

1. IFE A nvmf-autoconnect.service' BB :

systemctl status nvmf-autoconnect.service

bk

nvmf-autoconnect.service - Connect NVMe-oF subsystems automatically
during boot

Loaded: loaded (/usr/lib/systemd/system/nvmf-
autoconnect.service; enabled; preset: disabled)

Active: inactive (dead)

Jun 10 04:06:26 SR630-13-201.lab.eng.btc.netapp.in systemd[1l]:
Starting Connect NVMe-oF subsystems automatically during boot...

Jun 10 04:06:26 SR630-13-201.lab.eng.btc.netapp.in systemd[1l]: nvmf-
autoconnect.service: Deactivated successfully.

Jun 10 04:06:26 SR630-13-201.lab.eng.btc.netapp.in systemd[1]:
Finished Connect NVMe-oF subsystems automatically during boot.

2. BIIFEE “nvmefc-boot-connections.service' B/2 A :

systemctl status nvmefc-boot-connections.service

40



btk

nvmefc-boot-connections.service - Auto-connect to subsystems on FC-
NVME devices found during boot

Loaded: loaded (/usr/lib/systemd/system/nvmefc-boot-
connections.service; enabled; preset: enabled)

Active: inactive (dead) since Tue 2025-06-10 01:08:36 EDT; 2h
59min ago

Main PID: 7090 (code=exited, status=0/SUCCESS)
CPU: 30ms

Jun 10 01:08:36 localhost systemd[l]: Starting Auto-connect to
subsystems on FC-NVME devices found during boot...

Jun 10 01:08:36 localhost systemd[1l]: nvmefc-boot-
connections.service: Deactivated successfully.

Jun 10 01:08:36 localhost systemd[l]: Finished Auto-connect to

subsystems on FC-NVME devices found during boot.

ST 6. WIFZIRFACE
BIFRIZNVMe ZBRIZIRE. ANAKRSHIONTAPS B =R EHEHR FNVMe-oF BRE.,

TIE
1. WIFRTERBARIZNVMeZiRE:

cat /sys/module/nvme core/parameters/multipath

NVE=E IVl K

2. BIFHERNONTAPEI & ERYE HNVMe-oF IR & (B30, B Si&E AINetApp ONTAPITHIZE. A& Fiiopolicyi&
BRER RS EfRIREEN L
a. BRFRS:

cat /sys/class/nvme-subsystem/nvme-subsys*/model

NV =gl V@Sl
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NetApp ONTAP Controller
NetApp ONTAP Controller

b. BRI

cat /sys/class/nvme-subsystem/nvme-subsys*/iopolicy

NVE=EIVER K

round-robin

round-robin

3. WIER BB TN LEHEMH AL I r& =8

nvme list

Bl

/dev/nvmednl 81Ix2BVuekWcAAAAAAARB NetApp ONTAP Controller

Namespace Usage Format FW Rev

1 21.47 GB / 21.47 GB 4 KiB + 0 B FFFFFFEF

4. WIESMREITHIZERESEE NENRSERS AR EHNANAKRE:

42



NVMe/FC

nvme list-subsys /dev/nvmedn5

Bl

nvme-subsys4 - NQN=ngn.1992-
08.com.netapp:sn.3ab5d31£f5502c11ef9f50d039%eabbcbbd: subsystem.nvme
1

hostngn=ngn.2014-08.org.nvmexpress:uuid:ebdade6cd-
21e6d-
llec-b7bb-7ed30a5482c3
iopolicy=round-robin\
+- nvmel fc traddr=nn-0x2082d039%eaa7dfc8:pn-
0x2088d039%eaa7dfc8,host traddr=nn-0x20000024f£f752e6d:pn-
0x21000024£f£f752e6d live optimized
+- nvmel2 fc traddr=nn-0x2082d039%eaa7dfc8:pn-
0x208ad03%eaa7dfc8,host traddr=nn-0x20000024ff752e6d:pn-
0x21000024£f£f752e6d live non-optimized
+- nvmel0 fc traddr=nn-0x2082d03%eaa7dfc8:pn-
0x2087d03%eaa7dfc8,host traddr=nn-0x20000024ff752e6c:pn-
0x21000024£ff752e6¢c live non-optimized
+- nvme3 fc traddr=nn-0x2082d039%eaa7dfc8:pn-
0x2083d039%eaa7dfc8,host traddr=nn-0x20000024f£f752e6c:pn-
0x21000024ff752e6c live optimized

NVMe/TCP

nvme list-subsys /dev/nvmelnl



Bl

nvme-subsysb - NQN=ngn.1992-
08.com.netapp:sn.0fdbale74eb611ef9f50d039%abbcbod: subsystem.nvme
_tcp_ 3
hostngn=ngn.2014-08.org.nvmexpress:uuid:4c4c4544-0035-5910-804b-
b5c04£444d33

iopolicy=round-robin

\

+- nvmel3 tcp

traddr=192.168.2.25,trsvcid=4420,host traddr=192.168.2.31,
src_addr=192.168.2.31 live optimized

+- nvmeld tcp

traddr=192.168.2.24,trsvcid=4420,host traddr=192.168.2.31,
src_addr=192.168.2.31 live non-optimized

+- nvmeb tcp

traddr=192.168.1.25,trsvcid=4420,host traddr=192.168.1.31,
src_addr=192.168.1.31 live optimized

+- nvmeb6 tcp

traddr=192.168.1.24,trsvcid=4420,host traddr=192.168.1.31,
src_addr=192.168.1.31 live non-optimized

S. FIENetAppiF B E NENONTAP & Fa)ig & B RIEMINE:
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nvme netapp ontapdevices -o column

2Rl
Device Vserver Namespace Path
/dev/nvmelnl linux_ tcnvme iscsi

/vol/tcpnvme 1 0 O/tcpnvme ns

NSID UUID Size
1 5£7£630d-8eab5-407£-a490-484b9%5b15dd6 21.47GB
JSON

nvme netapp ontapdevices -o json

B
{
"ONTAPdevices": [
{
"Device":"/dev/nvmelnl",
"Vserver":"linux tcnvme iscsi",
"Namespace Path":"/vol/tcpnvme 1 0 0/tcpnvme ns",
"NSID":1,

"UUID":"5f7£630d-8ea5-407f-a490-484b95bl5dde",
"Size":"21.47GBR",
"LBA Data Size":4096,
"Namespace Size'":5242880
by

FRT. RETETFRNEMIRIE

Rocky Linux 9x EHIHIONTAPZHIZ3 Z [Bli@id NVMe/TCP 2R £MHE R F BRI,
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FPENFIEFIGEUAS— DH-HMAC-CHAP ZARIRBEL £ HNYIE, "DH-HMAC-CHAP Z1AZ NVMe
ENITHIZEE NON SEEREENSHINERANAS, ENENETHTRMIIE. NVMeESITH2E
BAURFNS W F T REXBVE Ho

p

5/ CLI SEZE JSON XHIRBELLFTHNEMNKIE. NEEEANRENFRFAIEE AR dhchapZ A, M
& config JSON 4,
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L ITRE

EABSITRAERERETRNE NI,

1. FREXEHINQN:

cat /etc/nvme/hostngn

2. 73 Rocky Linux 9.x EH4ERK dhchap %A,

LUTFHIHEAR T "gen-dhchap-key @SS

nvime gen-dhchap-key -s optional secret -1 key length {3248|64} -m
HMAC function {0]1[2]|3} -n host ngn

. -s secret key in hexadecimal characters to be used to initialize
the host key

. -1 length of the resulting key in bytes

. -m HMAC function to use for key transformation

0 = none, 1- SHA-256, 2 = SHA-384, 3=SHA-512

. -n host NQN to use for key transformation

FELUTRAIA. BER—BENldhchapZ . HEFHMACIZRE N3 (SHA-512),

nvme gen-dhchap-key -m 3 -n ngn.2014-
08.org.nvmexpress:uuid:ecdade6d4-216d-1lec-b7bb-7ed30a5482c3
DHHC-

1:03:wSpuuKbBHTzCOW9JZxMBsYd9JFV8S1i9aDh22k2BR/4m852vH7KGlrJeMpzhmyjD
WOo0PJJIM6yZsTeEpGkDHMHQ255+g=":

3. ZZONTAPIZHIZE L. RINENFHIEEF N dhchapZEiA:

vserver nvme subsystem host add -vserver <svm name> -subsystem
<subsystem> -host-ngn <host ngn> -dhchap-host-secret
<authentication host secret> -dhchap-controller-secret
<authentication controller secret> -dhchap-hash-function {sha-
256 |sha-512} -dhchap-group {none|2048-bit|3072-bit|4096-bit|6144-
bit|8192-bit}

4. ENZIFRMEENS MRS Z: BEEANE. EEV L. EZEIONTAPIEHISSHIRIEFMES B 1R
WA &S Edhchap®8a



nvme connect -t tcp -w <host-traddr> -a <tr-addr> -n <host ngn> -S
<authentication host secret> -C <authentication controller secret>

5. I&JF nvme connect authentication #3<. IIEFHFIZHIEEdhchapZih:

a. IIEFHdhchap®h:

cat /sys/class/nvme-subsystem/<nvme-subsysX>/nvme*/dhchap secret

ERBREENTAEE

cat /sys/class/nvme-subsystem/nvme-subsysl/nvme*/dhchap secret
DHHC-1:01:CNxTYqg73T9vJk0JpOfDBZrhDCgpWBN4XVZI5SWxwPgDUi1eHA] :
DHHC-1:01:CNxTYq73T9vJk0JpOfDBZrhDCgpWBN4XVZISWxwPgDUieHA] :
DHHC-1:01:CNxTYq73T9vJk0JpOfDBZrhDCapWBN4XVZISWxwPgDUieHA] :
DHHC-1:01:CNxTYqg73T9vJk0JpOfDBZrhDCqpWBN4XVZI5SWxwPgDUi1eHA] :

b. I8iFizHI28dhchap® A :

cat /sys/class/nvme-subsystem/<nvme-
subsysX>/nvme*/dhchap ctrl secret

BN AE BTG5

cat /sys/class/nvme-subsystem/nvme-
subsys6/nvme*/dhchap ctrl secret

DHHC-
1:03:wSpuuKbBHTzCOW9JZxMBsYdOJFV8Si%9aDh22k2BR/4m852vH7KGlrJeMp
zhmyjDWOoOPJJIM6yZsTeEpGkDHMHQ255+g=:

DHHC-
1:03:wSpuuKbBHTzCOW9JZxMBsYdOJFV8Si%9aDh22k2BR/4m852vH7KG1lrJeMp
zhmyjDWOoOPJJIM6yZsTeEpGkDHMHQ255+g=:

DHHC-
1:03:wSpuuKbBHTzCOW9JZxMBsYdOJFV8Si%9aDh22k2BR/4m852vH7KGlrJeMp
zhmyjDWOoOPJJIM6yZsTeEpGkDHMHQO255+g=":

DHHC-
1:03:wSpuuKbBHTzCOW9JZxMBsYdOJFV8Si%9aDh22k2BR/4m852vH7KG1lrJeMp
zhmyjDWOoOPJJIM6yZsTeEpGkDHMHQ255+g=":



JSON

L ONTAPIZHIZR LB Z 1 NVMe FRZ TR, EBILAER “/etc/nvme/config.json' X5 ‘nvme
connect-all &%,

R -0 ETRER JSON X, BXEZIBEEIN, 15517 NVMe connect-all FA T,

1. BoE JSON X4,

(D EULTTRBIH, dhchap key MMF “dhchap secret '# “dhchap ctrl key’
MRMF “dhchap ctrl secreto
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cat /etc/nvme/config.json
[

{
"hostngn":"ngn.2014-08.org.nvmexpress:uuid: 9796clec-0d34-11eb-
b6b2-3a68dd3bab57",
"hostid":"b033cd4fdedb4724adb48655bfb55448",
"dhchap key":" DHHC-
1:01:CNxTYq73T9vIk0JpOfDBZrhDCOpWBN4XVZI5WxwPgDUieHAL : "
by
{
"hostngn":"ngn.2014-08.org.nvmexpress:uuid:4c4c4544-0035-5910-

804b-b5c04£444d33",
"subsystems": [
{
"ngn":"ngn.1992-

08.com.netapp:sn.0fdbale74eb611ef9f50d039%abocb6d: subsystem.bidi
r DHCP",
"ports": [
{
"transport":"tcp",
"traddr":" 192.168.1.24 ",

"host traddr":" 192.168.1.31 ",

"trsvcid":"4420",

"dhchap ctrl key":"DHHC-

1:03:
wSPpUuKbBHTzCOWIJZxMBsYd9JFV8319aDh22k2BR/4m852vH7KGlrJeMpzhmyjDW
0o0PJJM6yZsTeEpGkDHMHQ255+g=:"

bo
{

"transport":"tcp",
"traddr":" 192.168.1.25 ",
"host traddr":" 192.168.1.31",

"trsvcid":"4420",

"dhchap ctrl key":"DHHC-

1:03:
wSPUUKbBHTzCOW9JZXMBsYd9JFV8S19aDh22k2BR/4m852vH7KGlrJeMpzhmyjDW
Oo0PJJIM6byZsTeEpGkDHMHQ255+g=:"

by
{

"transport":"tcp",

"traddr":" 192.168.2.24 ",

"host traddr":" 192.168.2.31",



"trsvcid":"4420",

"dhchap ctrl key":"DHHC-

1:03:
wSpUuuKbBHTzCOW9IJZxMBsYd9JFV8S1i9aDh22k2BR/4m852vH7KGlrJeMpzhmyjDW
0o0PJJMbyZsTeEpGkDHMHQ255+g=:"

by
{

"transport":"tcp",
"traddr":" 192.168.2.25 ",
"host traddr":" 192.168.2.31",

"trsvcid":"4420",

"dhchap ctrl key":"DHHC-

1:03:
wSPpUuuKbBHTzCOWIJZxMBsYd9JFV8319aDh22k2BR/4m852vH7KG1lrJeMpzhmyjDW
0Oo0PJJM6yZsTeEpGkDHMHQ255+g=:"

}

2. f£Fconfig JSONX 1% EIONTAPIZ 28 :

nvme connect-all -J /etc/nvme/config.json
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already connected to hostngn=ngn.2014-
08.org.nvmexpress:uuid:4c4c4544-0035-5910-804b-
b5c04£444d33, ngn=nqgn.1992-
08.com.netapp:sn.8dde3be2cc7cllefb777d03%abbcbod: subsystem.
bidi

r DHCP, transport=tcp, traddr=192.168.1.25, trsvcid=4420
already connected to hostngn=ngn.2014-
08.org.nvmexpress:uuid:4c4c4544-0035-5910-804b-
b5c04£444d33, ngn=nqn.1992-
08.com.netapp:sn.8dde3be2cc7cllefb777d03%eabbcbod: subsystem.
bidi

r DHCP, transport=tcp, traddr=192.168.2.25, trsvcid=4420
already connected to hostngn=ngn.2014-
08.org.nvmexpress:uuid:4c4c4544-0035-5910-804b-
b5c04£f444d33, ngn=nqgn.1992-
08.com.netapp:sn.8dde3be2cc7cllefb777d03%abbcbod: subsystem.
bidi

r DHCP, transport=tcp,traddr=192.168.1.24,trsvcid=4420
already connected to hostngn=ngn.2014-
08.org.nvmexpress:uuid:4c4c4544-0035-5910-804b-
b5c04£f444d33, ngn=nqgn.1992-
08.com.netapp:sn.8dde3be2cc7cllefb777d03%abbcbod: subsystem.
bidi

r DHCP, transport=tcp, traddr=192.168.2.24,trsvcid=4420

3. WIFRHEENENFRSAMMENITHIEE B FAdhchap@hd

a. I9IFFAldhchapiA:

cat /sys/class/nvme-subsystem/nvme-subsys0/nvme0/dhchap secret

UTFRBIERT dhchap Z$A:

DHHC-1:01:CNxTYq73T9vJk0JIJpOfDBZrhDCgpWBN4XVZI5SWxwPgDUieHA] :

b. I&IFFHI2Edhchap®iA:

cat /sys/class/nvme-subsystem/nvme-
subsys0/nvme0/dhchap ctrl secret



BN ZRBFIRMUT AT RFIBYE

DHHC-
1:03:wSpuuKbBHTzCOWOJZxMBsYd9JFV8Si9aDh22k2BR/4m852vH7KGlrJeMpzhmyjD
WOoO0PJJIM6OyZsTeEpGkDHMHQ255+g=":

$£8F: EFEAMIAA
RA B,

ACE Rocky Linux 8.x {371 NVMe-oF F1ONTAP7Zfi#

Rocky Linux FENZHFE T /LT @iERy NVMe (NVMe/FC) F1&F TCP BJ NVMe
(NVMe/TCP) ¥, FHZIFIEXIFRanR=TIalihir (ANA). ANA $Efit5 iSCSI 1 FCP IfiR
FREYIEITFRIZEEEE TTIAIR] (ALUA) FMEIZ BRI INEE,

T #230{A1 79 Rocky Linux 8.x BCE& NVMe over Fabrics (NVMe-oF) £#l. MMEESHIFMINEEEE, 158
"Rocky Linux ONTAP3Z#5#1IhAE"S

NVMe-oF 5 Rocky Linux 8.x 7ZZ{E LA T EXIPEH:

* BaIAZIEHER NVMe-oF YA SAN BEEf.
* 1£ Rocky Linux 8.x 1, NVMe-oF E#1_EBIAZK NVMe ZRRIFRBRINGTFEZRRE; BRAFHERE,
* BFEHIEE, NVMe/TCP aJfERFEARFR S ER,

$I 1. %% Rocky Linux 1 NVMe #{4HI0IEERIECE
E} NVMe-oF BRE XM, BEERETHM NVMe 48, BRZKRERE, FEIEEHN NQN EBEE,

TE
1. 1EARS3 28 £ &% Rocky Linux 8.x. RESEMfG, BHIAEEITHIEFTER Rocky Linux 8.x %!

uname -—-r

Rocky Linux R#ZARZs7:451 :

5.14.0-570.12.1.e19 6.x86 64

2. &% NVMe-CLT BfE:

rpm -gal|grep nvme-cli
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UTREIETRT nvme-cli BB ARAS :

nvme-cli-2.11-5.e19.x86 64

3. 3 1ibnvme WL

rpm -ga|grep libnvme

TENFIFRTRT libnvme 4 EhRZs :

libnvme-1.11.1-1.e19.x86 64

4. 7£ Rocky Linux E# L, ¥Z hostngn FRFE /etc/nvme/hostngn :

cat /etc/nvme/hostngn

TENFIFERT "hostngn hRZs:

ngn.2014-08.org.nvmexpress:uuid:4c4c4544-0056-5410-8048-b9c04£425633

S. ZEONTAP&RLA, KIELLTER: “hostngn  FRFHBILEAD “hostngn’ ONTAPEAA R N FRARF RIS

::> vserver nvme subsystem host show -vserver vs coexistence LPE36002
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Vserver Subsystem Priority Host NOQN

vs_ coexistence LPE36002
nvme
regular ngn.2014-
08.org.nvmexpress:uuid:4c4c4544-0056-5410-8048-b9c04f425633
nvme 1
regular ngn.2014-
08.org.nvmexpress:uuid:4c4c4544-0056-5410-8048-b9c04f425633
nvme 2
regular ngn.2014-
08.org.nvmexpress:uuid:4c4c4544-0056-5410-8048-b9c04f425633
nvme 3
regular ngn.2014-
08.org.nvmexpress:uuid:4c4c4544-0056-5410-8048-b9c04f425633
4 entries were displayed.

MR hostngn FRHBEARLE. BEH vserver modify B FEMBIGG S hostngn EILAD
O IBIONTAP FEFIE R4 LTI nostnan PTHHE /ete/nune /nostnan FEEH]

$ 12 2. BB NVMe/FC 1 NVMe/TCP

f$£F3 Broadcom/Emulex % Marvell/QLogic i&ECESECE NVMe/FC, fERFoh& MM EFIR(FRLE
NVMe/TCP,
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NVMe/FC - {&i&/Emulex
JIBroadcom/Emulexi&fczsEc ENVMe/FC,

TR
1. BT ERRNERRE S EE R

a. B EEIZIR:
cat /sys/class/scsi host/host*/modelname
NVE=EIIV @S il e

LPe36002-M64
LPe36002-M64

cat /sys/class/scsi_host/host*/modeldesc
BRIZ=ERIRMT LTRGBS

Emulex LightPulse LPe36002-M64 2-Port 64Gb Fibre Channel Adapter
Emulex LightPulse LPe36002-M64 2-Port 64Gb Fibre Channel Adapter

2. WiINEERNZEREINABroadcom 1pfc BEHMRNBIREHIZF
a. BREHARZ:

cat /sys/class/scsi_host/host*/fwrev
Zep Rl E kA

14.4.317.10, sli-4:6:d
14.4.317.10, sli-4:6:d

b. BRUL R ENTE R RS -

cat /sys/module/lpfc/version’



U TFROZR T IEENAE A R -

0:14.4.0.2

BRXFFEEC R FME R ARIRMTIR, BESR ERFERTA"

- WIEATIERMIHE S 1pfc_enable fcd type BN 3!

cat /sys/module/lpfc/parameters/lpfc enable fc4 type

- WIEREAIUEERDEFIKEO:

cat /sys/class/fc _host/host*/port name

T RAEREOARR

0x100000109b£f044b1
0x100000109b£044b2

- BIERiEF IR O = R EA

cat /sys/class/fc host/host*/port state

(NVE=EIVR ik

Online

Online

. IWIENVMe/FCEBEEFmO RS ERBEBRIREORT AW

cat /sys/class/scsi_host/host*/nvme info
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NVME Initiator Enabled

XRI Dist 1lpfc2 Total 6144 IO 5894 ELS 250

NVME LPORT lpfc2 WWPN x100000109bf044bl WWNN x200000109bf044bl
DID x022a00 ONLINE

NVME RPORT WWPN x202fd039%ecaa’7dfc8 WWNN x202cd039eaa7dfc8
DID x021310 TARGET DISCSRVC ONLINE
NVME RPORT WWPN x202dd03%eaa7dfc8 WWNN x202cd039%eaa7dfc8

DID x020b10 TARGET DISCSRVC ONLINE

NVME Statistics
LS: Xmt 0000000810 Cmpl 0000000810 Abort 00000000
LS XMIT: Err 00000000 CMPL: xb 00000000 Err 00000000
Total FCP Cmpl 000000007b098f07 Issue 000000007aee27c4 OutIO
ffffffffffed98bd
abort 000013b4 noxri 00000000 nondlp 00000058 gdepth
00000000 wgerr 00000000 err 00000000
FCP CMPL: xb 000013b4 Err 00021443

NVME Initiator Enabled

XRI Dist 1lpfc3 Total 6144 IO 5894 ELS 250

NVME LPORT lpfc3 WWPN x100000109bf044b2 WWNN x2000001090f044b2
DID x021b00 ONLINE

NVME RPORT WWPN x2033d03%eaa7dfc8 WWNN x202cd039%eaa7dfc8
DID x020110 TARGET DISCSRVC ONLINE
NVME RPORT WWPN x2032d03%eaa’7dfc8 WWNN x202cd039%eaa7dfc8

DID x022910 TARGET DISCSRVC ONLINE

NVME Statistics
LS: Xmt 0000000840 Cmpl 0000000840 Abort 00000000
LS XMIT: Err 00000000 CMPL: xb 00000000 Err 00000000
Total FCP Cmpl 000000007afd4434 Issue 000000007ae31b83 OutIO
ffffffffffebd74£
abort 000014a5 noxri 00000000 nondlp 0000006a gdepth
00000000 wgerr 00000000 err 00000000
FCP CMPL: xb 000014a5 Err 0002149a

NVMe/FC - Marvell/QLogic
7IMarvell/QLogiciaft2sfc ENVMe/FCo

-
1. IR S EER TR RS AR R o2 = FE (- hie s -



cat /sys/class/fc host/host*/symbolic name

TR SR T Rehi2 R E RS

QLE2742 FW:v9.14.00 DVR:v10.02.09.200-k
QLE2742 FW:v9.14.00 DVR:v10.02.09.200-k

2. JEIIE gl2xnvmeenable BI&E. X, Marveli&fitzs@r HYENVMe/FCRTHIEF:

cat /sys/module/glaZxxx/parameters/gl2xnvmeenable

FiRR%EIH 910

NVMe/TCP

NVMe/TCP MY A 235 B ohiEiEiefE, 8k, ErILUEIHIT NVMe/TCP K& NVMe/TCP F&R %M e
& Z58) "connect 2#& connect-all' F&hig{E.

PIE
1. KEBIRIHOSE T UESEHN NVMe/TCP LIF FEUA I B ST mEmEE:

nvme discover -t tcp -w host-traddr -a traddr
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nvme discover -t tcp -w 192.168.1.31 -a 192.168.1.24
Discovery Log Number of Records 20, Generation counter 25

trtype: tcp

adrfam: ipv4

subtype: current discovery subsystem

treq: not specified

portid: 4

trsvcid: 8009

subngn: ngn.1992-
08.com.netapp:sn.0fdbale74eb611ef9f50d03%abbcbod:discovery
traddr: 192.168.2.25

eflags: explicit discovery connections, duplicate discovery
information

sectype: none

trtype: tcp

adrfam: ipv4

subtype: current discovery subsystem

treq: not specified

portid: 2

trsvcid: 8009

subngn: ngn.1992-
08.com.netapp:sn.0fdbale74eb611ef9f50d03%eabbcbod:discovery
traddr: 192.168.1.25

eflags: explicit discovery connections, duplicate discovery
information

sectype: none

trtype: tcp

adrfam: ipv4

subtype: current discovery subsystem

treq: not specified

portid: 5

trsvcid: 8009

subngn: ngn.1992-
08.com.netapp:sn.0fdbale74eb611ef9f50d03%abbcbod:discovery
traddr: 192.168.2.24

eflags: explicit discovery connections, duplicate discovery
information

sectype: none

trtype: tcp



adrfam: ipv4

subtype: current discovery subsystem

treq: not specified

portid: 1

trsvcid: 8009

subngn: ngn.1992-
08.com.netapp:sn.0fdbale74eb611ef9f50d039%abbcb6d:discovery
traddr: 192.168.1.24

eflags: explicit discovery connections, duplicate discovery
information

sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem

treq: not specified

portid: 4

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.0fdbale74eb611ef9f50d03%eabbcbbd: subsystem.nvme

_tep 1
traddr: 192.168.2.25
eflags: none

sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem

treqg: not specified

portid: 2

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.0fdbale’74eb611ef9f50d039%eabbcbbd: subsystem.nvme

_tep 1
traddr: 192.168.1.25
eflags: none

sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem

treq: not specified

portid: 5

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.0fdbale774eb611ef9f50d03%eabbcbbd: subsystem.nvme
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_tep 1

traddr: 192.168.2.24
eflags: none
sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem

treq: not specified

portid: 1

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.0fdbale’74eb611ef9£f50d039%eabbcbbd: subsystem.nvme

_tep 1
traddr: 192.168.1.24
eflags: none

sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem

treq: not specified

portid: 4

trsvecid: 4420

subngn: ngn.1992-
08.com.netapp:sn.0fdbale74eb611ef9f50d03%eabbcbbd: subsystem.nvme

_tcp 4
traddr: 192.168.2.25
eflags: none

sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem

treqg: not specified

portid: 2

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.0fdbale’74eb611ef9f50d039%eabbcbbd: subsystem.nvme

_tcp 4
traddr: 192.168.1.25
eflags: none

sectype: none

trtype: tcp
adrfam: ipv4



subtype: nvme subsystem

treq: not specified

portid: 5

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.0fdbale74eb611ef9f50d039%eabbcbod: subsystem.nvme

_tcp 4
traddr: 192.168.2.24
eflags: none

sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem

treq: not specified

portid: 1

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.0fdbale74eb611ef9f50d039%eabbcbbd: subsystem.nvme

_tcp 4
traddr: 192.168.1.24
eflags: none

sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem

treq: not specified

portid: 4

trsvecid: 4420

subngn: ngn.1992-
08.com.netapp:sn.0fdbale74eb611ef9f50d039%eabbcbbd: subsystem.nvme

_tcp_ 3
traddr: 192.168.2.25
eflags: none

sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem

treq: not specified

portid: 2

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.0fdbale’74eb611ef9f50d039%eabbcbbd: subsystem.nvme
tcp 3
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traddr: 192.168.1.25
eflags: none
sectype: none

trtype: tep

adrfam: ipv4

subtype: nvme subsystem

treq: not specified

portid: 5

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.0fdbale74eb611ef9f50d03%eabbcbod: subsystem.nvme

_tcp_ 3
traddr: 192.168.2.24
eflags: none

sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem

treq: not specified

portid: 1

trsvcid: 4420

subngn: nqgn.1992-
08.com.netapp:sn.0fdbale74eb611ef9f50d03%eabbcbbd: subsystem.nvme

_tep 3
traddr: 192.168.1.24
eflags: none

sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem

treq: not specified

portid: 4

trsveid: 4420

subngn: ngn.1992-
08.com.netapp:sn.0fdbale74eb611ef9f50d039%eabbcbod: subsystem.nvme

_tcp 2
traddr: 192.168.2.25
eflags: none

sectype: none

trtype: tcp
adrfam: ipv4
subtype: nvme subsystem



treq: not specified

portid: 2

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.0fdbale74eb611ef9f50d03%eabbcbbd: subsystem.nvme

_tep 2
traddr: 192.168.1.25
eflags: none

sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem

treq: not specified

portid: 5

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.0fdbale74eb611ef9f50d039%abbcb6d: subsystem.nvme

_tcp 2
traddr: 192.168.2.24
eflags: none

sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem

treq: not specified

portid: 1

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.0fdbale774eb611ef9f50d03%eabbcbbd: subsystem.nvme

_tep 2
traddr: 192.168.1.24
eflags: none

sectype: none

2. BIFEHMNVMe/TCPRENTER-BTLIFAE BT REISIHREN A I B ETTmEiE:

nvme discover -t tcp -w host-traddr -a traddr

65



Bl

nvme discover -t tcp -w 192.168.1.31 -a 192.168.1.24
nvme discover -t tcp -w 192.168.2.31 -a 192.168.2.24
nvme discover -t tcp -w 192.168.1.31 -a 192.168.1.25
nvme discover -t tcp -w 192.168.2.31 -a 192.168.2.25

’
|

3. iB1T nvme connect-all ETAFFAEZSZFNNVMe/TCPREENER-BRSIP LIz T

nvme connect-all -t tcp -w host-traddr -a traddr

Bl
nvme connect-all -t tcp -w 192.168.1.31 -a 192.168.1.24
nvme connect-all -t tcp -w 192.168.2.31 -a 192.168.2.24
nvme connect-all -t tcp -w 192.168.1.31 -a 192.168.1.25
nvme connect-all -t tcp -w 192.168.2.31 -a 192.168.2.25

SI% 3: Tk, B NVMe/FC B9 1MB /0,

BB LU RECE T Broadcom EAC2EAY NVMe/FC B 1MB A/ 1/0 iEK. ONTAPTEIRBIIT IS EERIREM
BRABIEER A/ (MDTS) A 8, XEMKERKIOBRA/NZZAILA1 MB, EXH 1MB AX/N8Y I/0 315K, &
FZEIENN 'Ipfc_sg_seg_cnt SEMERIAE 64 ENA 256,

()  =eESEREETFEENMe/FCEL

TE
1. %% "Ipfc_sg_seg_cnt BEGE 57256

cat /etc/modprobe.d/lpfc.conf

options lpfc lpfc sg seg cnt=256

2. B17 “dracut -F Sn S H BB EN.
3. IRIFMIERT “Ipfc_sg_seg_cnt J256:
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cat /sys/module/lpfc/parameters/lpfc sg seg cnt

T 4: BIFZHREERE
BIFRIZNVMe ZBRIZIRE. ANAKRSHIONTAPS B B2 HEHR FNVMe-oF R E,

S
1. WIFRTEERBANIZNVMeZiRE:

cat /sys/module/nvme core/parameters/multipath

ENEFIL Tt

2. IOUFAERZONTAPHE & FERYIE INVMe-oF I E (a0, B SR E AINetApp ONTAPITHIES. faZF&iopolicyi&

BNEIF) RS EM~RMRIEEN L

a. BRFRE:

cat /sys/class/nvme-subsystem/nvme-subsys*/model

(NVE =gl V@Sl

NetApp ONTAP Controller
NetApp ONTAP Controller

b. BRI

cat /sys/class/nvme-subsystem/nvme-subsys*/iopolicy

PN VE=E V@S 1l

round-robin
round-robin

3. WIER BB TN LEHEMH LI =8l
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nvme list

Bl

/dev/nvmednl 81Ix2BVuekWcAAAAAAAB NetApp ONTAP Controller

Namespace Usage Format FW Rev

1 21.47 GB / 21.47 GB 4 KiB + 0 B 1T 1T 18

4. WIS M REIERIRRESEE AR S ERS EE ERBNANAKE:
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NVMe/FC

nvme list-subsys /dev/nvmedn5

Bl

nvme-subsys4 - NQN=ngn.1992-
08.com.netapp:sn.3ab5d31£f5502c11ef9f50d039%eabbcbbd: subsystem.nvme
1

hostngn=ngn.2014-08.org.nvmexpress:uuid:ebdade6cd-
21e6d-
llec-b7bb-7ed30a5482c3
iopolicy=round-robin\
+- nvmel fc traddr=nn-0x2082d039%eaa7dfc8:pn-
0x2088d039%eaa7dfc8,host traddr=nn-0x20000024f£f752e6d:pn-
0x21000024£f£f752e6d live optimized
+- nvmel2 fc traddr=nn-0x2082d039%eaa7dfc8:pn-
0x208ad03%eaa7dfc8,host traddr=nn-0x20000024ff752e6d:pn-
0x21000024£f£f752e6d live non-optimized
+- nvmel0 fc traddr=nn-0x2082d03%eaa7dfc8:pn-
0x2087d03%eaa7dfc8,host traddr=nn-0x20000024ff752e6c:pn-
0x21000024£ff752e6¢c live non-optimized
+- nvme3 fc traddr=nn-0x2082d039%eaa7dfc8:pn-
0x2083d039%eaa7dfc8,host traddr=nn-0x20000024f£f752e6c:pn-
0x21000024ff752e6c live optimized

NVMe/TCP

nvme list-subsys /dev/nvmelnl



Bl

nvme-subsysb - NQN=ngn.1992-
08.com.netapp:sn.0fdbale74eb611ef9f50d039%abbcbod: subsystem.nvme
_tcp_ 3
hostngn=ngn.2014-08.org.nvmexpress:uuid:4c4c4544-0035-5910-804b-
b5c04£444d33

iopolicy=round-robin

\

+- nvmel3 tcp

traddr=192.168.2.25,trsvcid=4420,host traddr=192.168.2.31,
src_addr=192.168.2.31 live optimized

+- nvmeld tcp

traddr=192.168.2.24,trsvcid=4420,host traddr=192.168.2.31,
src_addr=192.168.2.31 live non-optimized

+- nvmeb tcp

traddr=192.168.1.25,trsvcid=4420,host traddr=192.168.1.31,
src_addr=192.168.1.31 live optimized

+- nvmeb6 tcp

traddr=192.168.1.24,trsvcid=4420,host traddr=192.168.1.31,
src_addr=192.168.1.31 live non-optimized

S. FIENetAppiF B E NENONTAP & Fa)ig & B RIEMINE:
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7

nvme netapp ontapdevices -o column

2Rl
Device Vserver Namespace Path
/dev/nvmelnl linux_ tcnvme iscsi

/vol/tcpnvme 1 0 O/tcpnvme ns

NSID UUID Size
1 5£7£630d-8eab5-407£-a490-484b9%5b15dd6 21.47GB
JSON

nvme netapp ontapdevices -o json

Bl

"ONTAPdevices": [
{

"Device":"/dev/nvmelnl",
"Vserver":"linux tcnvme iscsi",

"Namespace Path":"/vol/tcpnvme 1 0 0/tcpnvme ns",
"NSID":1,

"UUID":"5f7£630d-8ea5-407f-a490-484b95bl5dde",
"Size":"21.47GBR",
"LBA Data Size":4096,
"Namespace Size'":5242880
by

SB 5. EREANI-A

X BB
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NetApp fa1x ID
"1479047"
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vl

Rocky Linux 8.x NVMe-oF EHEIEEER
BARIEHI2S

Description

7£ NVMe-oF EWNL L, ErILUfEA nvme
discover -p"8R ¥ BIRFFA LIMITHIZZ
(PDC), 1B, IR NVMe-oF E#1 L
1817 Rocky Linux 8.x, M&X#ITnvme
discover -p"ByER=BIE—PNEEH PDC,
ERLSRTR, 8MAER-BREEREE
tJE— PDC, {BE, IIRETENVMe-oF
FHLiETTRocky Linux 8.x , MIERH
1T“nvme discover -p"BtEFSBIE—MEES
HPDC, X=SMENMBITEHE LEFEN
B EFE.


https://mysupport.netapp.com/site/bugs-online/product/HOSTUTILITIES/BURT/1479047
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