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TEIERT vCenter GUI ( ONTAP #MEBFN ONTAP #MEBiRE 2 ) AN ImOANELE. 153FE, JENEHT
BRBETRNMNE, 7ELIEES, vmnic 4 ] vmnic 5 2FE—4IE NIC EAIXXIHO, [ vmnic 6 ] vminc 7 &
E— NIC EREMNERO (AR EGIAREER vimic 0 I 3) . FREEREBMNIRFRET — N0 BEHREREE, N
LR NIROBERRE—. FATIRPAIAILLEONEERFMNEBIR O H 2 (8317 AY3TIR,

* 5 1% : ONTAP Select JMRim[HERE *
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Sadidc] s and slanddy sdaohers Durmng 3 Eadows -y B MChRETS — PR TR T—
O, e
KA . o
%284 : ONTAP SelectyMBim[1AEE
& OWTAP External? - Edit Setiings ]
s Ltraed bakincieg [ Cvpemide
"y Matwork fulure detecion. [ Chmiride
I Py Srwilhig I Cvgemta
ik [ oveemas
[y
o) vamise
Acive adapies
W =t
ol adapting
M s
Al ek
M = 13
Unassed adapliers
Salact st and siandty saaglers. Duning & tedver, standty BTagiers SOvate i I ordes speiled alave
Caedl

FNETFFER, 2EMT:

ONTAP 9MEB

JEENEECES: vmnich.
EFIEEC28 . vmnic7. vmnic4. vmnic6

ontap-External2.

JEGHIEHACEs . vmnicT.

& ERC2S: vmnic5. vmnic6. vmnic4

TEEZFRTASMAHOA (ONTAP FERH ONTAP 28 2) MIERE., 18, EaiBiskE RRMM-E,
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FEIIRER, vmnic 4 # vmnic 5 2F—¥12 ASIC_EEIIRIKO, i vmnic 6 Fl vmnic 7 MZFE—1" ASIC E
BUE D, &MSMEBNINFRET — 1 IRRERE, SMIRERNRItbRERE— 1. SRTIRRING
SRR 7P PRI 14 2 B TSR

* % 18859 : ONTAP Select A&fimOHEE *

5, ONTAP fetinial . El Sefiings
Propertes Lead balancing ] ez
WY Ptk e datichan [ v
[1affic shapeg — L
, :
JES L Dwerride
F ot it
@
Arine daplers.
i Ll
Sy adgples
et
i WS ;
i
Lrwrsaed deapten s
Satect v g stincly adicters, During o taover, Standy adaplers aUWER i T 0rder Specsied o
o WiE

* % 2304 ONTAP Select NEBIHCLE *
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5, ONTAP Jermal? . it Seftings

Properhes
Saurry
[1aff shapng .
mhoven e
7 Ceer
Actwe gt
LR
Sandy sdagiery
R,
-
L
il et
|rurid il i

oK "

RNETFRE, BT

ONTAP RZB ONTAP RZP 2.

JETHIEECZE . vmnic4. JEGDIEACEE. vmnic6

FHHAIEAEE: vmnic6. vmnic5. vmnic7 HHAIEA2E: vmnicd. vmnic7. vmnic5

FEE DRI vSwitch LIRS T Rl M iR

EAMNEE (25/40Gb) NIC BY, ZWAIRAHKEEHS LSRN 10 Gb iSEcEMEEIFEBM.
BMERERM T IEER s, tNERM M KOS, wOHSENT:

i1 MEAE] 4MZ81 (ela, eOb NEZE1 (elc, ele HEF2 (e0d. e0f)  FMEF2 (eOg)
) )

SETE vmnicO vmnicO vmnic1. vmnic1.

ZH vmnic1. vmnic1. vmnicO vmnicO

c SN EEERNEE (2540 Gb ) #IRuEORY vSwitch *
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Hypervisor
services

Port groups

ESX -
Standard

vSwitch

ERARMEIEO (10 Gb HED) B, SMNROLANEE —MENERRM— SRS, FHERKIE
o NENEMNERT ST M ONTAP Select &8, WTFRETRER, AJLUBEXMMERREENIIMNIROETR

VMNIC1 VMNIC2

Controller A

Ay EEMEECER.

UTRBIZRT vSwitch MECE LK 71 532 % 15 = ONTAP Select &E¥RIRIERFANSMERRIZARSS AV 1w I 2H,
SNRMLE K L, SMERRE BT LAERREINE vmnic , EARERMLE vmnic B FItbis OAHECE H&E AR
o IMNERMIEBIEREF R ERNEOHZBREREREEIMER vmnic 3JF7E 4SBT A8 [E #it 3

ONTAP Select VM #1THEEZRBEXEE,

S NRARARMERO (10 Gb 5(ED) BY * vSwitch *
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Hypervisor
services

ESX -
Standard
vSwitch

VMNIC1 VMNIC2
Controller A

X F LACP By %= vSwitch

EERERFERSMI vSwitch BY, AJLUER LACP (REXAERMELK) KEUMEBERE, M—EM
LACP EZBEKFFE vmnic FMF—1 LAG B, LITRRYBRENE@EEFNFAERO LM AZINT 7,
500 /9, 000 Zjg)8y MTU KX/)\. AREFFIIMEE ONTAP Select MR N TR B RIEE. RNIBMLRERFE
B (PRE) BY VLAN . SMEBRILEEILAfER VST, EST 3 VGT.

LT REIERTER LACP B9 vSwitch EZE.,

fEF LACP* BYHY * LAG B
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Mame: |0N‘I'AP-LAG

Mumber of ports:

Mode: [ Active =]

Load balancingmode: | Source and destination IP address, TCPAJDP portand VLAN | ~ |

Port policies

You can apply VLAN and NelFlow palicies on individual LAGS within the same uplink pon group,
Unless overridden, the policies defined at uplink port group level will be applied.

VLAN type: Crvemide | VLAN truniing

VLAN trunk range:

MetFlow,

* EFBEREA LACP BI53#T vSwitch RISMNBIR OB E *
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(O ONTAP-Btemal Settings =[0fx]
|Route based on IP hash -
|Link status only -~
[ves 2
[ves =
Select active and standby uplinks. During a failover, standby uplinks activate in the
order spedfied below.
Name . 1 Move L
Active Uplinks —Dl
ONTAP-LAG e Do |
Standby Uplinks
Unused Uplinks
dvlUplinkl
oK Cancel

* FHEBAT LACP B9 %=, vSwitch BIRERiE AR E *
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(&) ONTAP-Intemal Settings - [of x|
- ~Policies -
[ Policles Teaming and Failover
Security T
Traffic Shaping Load Balaning: @) [Route based on IP hash ~|
VLAN . . - =
Pt - o DRt Junk status only =
“Hz*;:_‘l"?e Allocation Notify Switches: |Yes -
Miscellaneous Failback: |‘|’e-s LI
Advanced
Failover Order
Select active and standby uplinks. During a fallover, standby uplinks activate in the
order specified below.
Name ' .
Active Uplinks v |
ONTAP-LAG
Standby Uplinks
Unused Uplinks
dvUplinkl
O Cancel

LACP B Eicigtlim NECE Nis @8, £\ vSwitch ERALLINEEZ AT, BHR
BIEWEERAT LACP HiK1&E,

®

YRR ECE
BT S S IR DR B A E 8.

TERTE MEEPASZ A E EIVIESIRAN BIERRRY, NFAEER. ABIEHMESINIIERSHRENETE 2
& VLAN $Z{ERIRE Y B2 LIFIEMLE R,

YIRS i O W ECE S 48R . ONTAP Select SMEFAER LUBI U TRM AR Z —EZ1E 2 ERNEZ(E
H1T00R. —M757A=Z, K ONTAP VLAN AR EMIRAS —NrAHESER. 5—MEER, E VST
AR EIRMIROA DL EERO e0a o EIEMIURYE ONTAP Select iR A UK BT RElZ T RECE N eOb
# eOcle0g D ECEIEIR . WRIMNEREESNE 2 ENZZERE, N EITHRYIEZRNEOREE AT
B9 VLAN FIRFEEXE VLAN

ONTAP Select NERIIZR S i A fE A R SEER 2N IP ok iE RV BME#1T. HFXLE IP IR eI,
FEEET R Z BRI AENRBLIURE—1E 2 EM%. R3ZH ONTAP Select S£8¥ T R ZBIRIBEFHER o
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H S YIBRTHA]

EERTZT R ONTAP Select SEBF AR — M R A BEEARVHANECE, TEULRBIH, FEERIBMIMEMLE
M£HAY vSwitch EARRVHIE NIC EHEEIE— P L. TRAVRERERRRE VLAN ey R RER

)

6 SHE

@ 3FF ONTAP Select REPMLE, 1EimEALRFHITIFIC. BIALUTRGIXTINEIALFER VGT , B
ZimO4AERY 2 4% VGT #1 VST o

* ERAHEYIESIRINNEEE -

Single Switch
Ethernet Switch
T R } WAN
ONTAP-internal:
VLAN 30
ONTAP-external:
Virtual Guest Tagging
MNative VLAN 20
‘vSwitch 0

@ FLECER, HEMRIGHRNRREE, NMRFEE, NERSZS N SIRTIR IEYIEEAHSIES
BB MBI,

Z IR

FETURE, NERASMIEMEMT. TEER T —1%Tm ONTAP Select S8R — NI R PREARE
WECE. WEROHMIMNBIE AR NIC 1@ L2 ZI R RENYIEEIAN, MMRIFAFR 28 84
HRINEFER R, A2 BECE 7 A RCEE, LB LI plivia) &

* ERZS MRS HIMBECE -

21



Virtual Port Channel (vPC)

Ethernet Switch 1 Ethernet Switch 2

EEEEEN NEERER
= = EEEEEE EEEEEE [

ONTAP-internal:
Virtual Switch Tagging
VLAN 10

ONTAP-external:
Virtual Guest Tagging
Native VLAN 20

ONTAP-external vSwitch 0

PIENEERERE
BHERENEERERE D RIRE 2 EWLEH,

ONTAP Select IMBMLERERIEEIE (CIFS, NFS#iSCSI) , BIEMEH| ( SnapMirror) g, 1
ONTAP £8trh, SMRE#EA— M 2MpZEED, ZEOXNTHEEENMLIRO L. 7 ONTAP Select
METEEEER, XEHOEE RO e0a A eOb/e0g » EHETHERER, XLiHOEE S e0a 1 eOb/elc ,
MERIHEONRE AT REPEEEIRS

NetApp BIRHIERENEIEREME R RIRE 2 ENLEH, 7 ONTAP Select IF1EH, AILAER VLAN 4R
ORI, Ak, ALUE—H VLAN $RicBis DA D ECLaMEiEEdes 1 (50 e0a ) , BTFEER
2, AlE, AR eOb #l eOc (BT HEEEE) LUk eOb #l e0g (BT m&ER) Hi— N RIhAiROE L
IR RE,

NRAAFIEFTARR) VST RS R &A%, NAEFERMIENER LIF BNEEER— T EMNKRO L, =
WITUCIR(E, BERA—ITN VGT B2, VM BRI IZFHMIT VLAN 1R,

(D f§£F3 ONTAP Deploy SRR, F/A@iE VT LB BIENEKRE. BN NEEs
RETTRERIT

fEM VOT MW T &Ry, RRBIFHMED, WD REREET, £ ONTAP T2rAIAZH, FATR
BIE P it SRR EIERE, Eib, MENFTREELIF (5O e0a) AYIROLANZHF EST # VST fRic.
tesh, MMREEREMBUEREERRE—wOAE, NN RERSHF ESTVST,.
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VST # VGT XFWHHEEATIIR 1, TERIERTE—MAE VST, HfRsi@d 5 ErisO47E vSwitch
Bi#iTirid. EUEES, EENTAEE LIF 2984 ONTAP it ela , Fi@E S HERIROLAEER VLAN
ID 10 #1745 FUE LIF 2941 eOb LA eOc B e0g , HEAE - MNmOARNESE VLAN ID 20 6
EHIFEAFERE=MKO4H, HBMF VLANID 30 L,

* £ VST #ITHIENEEIRE

Ethernet Switch
e YN sne
PortGroup 1
Management traffic
VLAN 10 (VST)
v W PortGroup 2
p—) -k === Data traffic
vian1o | vianm VLAN 20 VLAN 20 (VST)
od == -L] e PortGroup 3
Cluster traffic
VLAN 30 (VST)
Data-1 LIF: 1
Cluster-management LIF: . i
10.0.0.100/24 | 152.188.0.1/24 |
: Data-2 LIF: i
Node-management LIF: . :
10.0.0.1/24 192.1:-8_.0.2 24 |

TEERTE-_MARVGT, EXMERT, ONTAP VM £EHEKEBERREEIHPH VLAN O REH
1THRIC. EURAIFR, 0 e0a-10/e0b-10/ (eOc 8 eOg ) -10 F e0a-20/e0b-20 {iiF VM [ eOa I
eOb BITHER, ULADE AIFEIETE ONTAP HHHITMEEIRIE, MARE vSwitch BT, BEEMEIE LIF HEEX
LEMmOLE, MMAUE—D VM imOF#—P 5 E 2 B, £8 VLAN (VLANID 30) h=EixO4A+E
H1THRIC,
*F: ¢+
 FEZN IPFE, XMEREEASXNLHER, MREE#H T HTIZEREMNZHE,, 5% VLAN i5059
AFRMBEENX IP FaH,
* BEHIEVGT , ESXI/ESX FEAMLRIEECSS A TUEIZEIYIRTHA L AYh4fis O, E 3223 BN AT A O
HNTUEE VLAN ID 18 B 4095 , AREfTim4E LS AL,

* £/ VGT SMBUENEEDE *
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Cluster-management LIF:
10.0.0.100/24

Node-managementLIF:
10.0.0.1/24

Ethernet Switch

EETET

D&auum

Broadcast Domain: BDA

i

Broadcast Domain: BD2

g
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PortGroup 1 - No tagging at PortGroup Level
Management traffic

VLAN 10 (VGT)

Data traffic

VLAN 20 (VGT)

PortGroup 2
Cluster traffic
VLAN 30 (VST)

Data-1 LIF:
192.168.0.1/24

T

Data-2 LIF:
192.188.0.2/24
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