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网络

网络连接：一般概念和特征

首先，熟悉适用于 ONTAP Select 环境的一般网络概念。然后，了解单节点和多节点集群
的具体特征和选项。

物理网络

物理网络主要通过提供底层第二层交换基础架构来支持 ONTAP Select 集群部署。与物理网络相关的配置包括虚
拟机管理程序主机和更广泛的交换网络环境。

主机 NIC 选项

每个 ONTAP Select 虚拟机管理程序主机都必须配置两个或四个物理端口。您选择的确切配置取决于多种因素，
包括：

• 集群包含一个或多个 ONTAP Select 主机

• 使用的是什么虚拟机管理程序操作系统

• 如何配置虚拟交换机

• 链路是否使用 LACP

物理交换机配置

您必须确保物理交换机的配置支持 ONTAP Select 部署。物理交换机与基于虚拟机管理程序的虚拟交换机集成在
一起。您选择的确切配置取决于多种因素。主要注意事项包括：

• 如何在内部网络和外部网络之间保持隔离？

• 您是否会在数据网络和管理网络之间保持隔离？

• 如何配置第二层 VLAN ？

逻辑网络连接

ONTAP Select 使用两个不同的逻辑网络，根据类型分隔流量。具体而言，流量可以在集群中的主机之间流动，
也可以流向存储客户端和集群外的其他计算机。虚拟机管理程序管理的虚拟交换机有助于支持逻辑网络。

内部网络

在多节点集群部署中，各个 ONTAP Select 节点使用隔离的 " 内部 " 网络进行通信。此网络不会在 ONTAP

Select 集群中的节点之外公开或可用。

只有多节点集群存在内部网络。

内部网络具有以下特征：

• 用于处理 ONTAP 集群内流量，包括：
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◦ 集群

◦ 高可用性互连（ HA-IC ）

◦ RAID 同步镜像（ RSM ）

• 基于 VLAN 的单个第 2 层网络

• 静态 IP 地址由 ONTAP Select 分配：

◦ 仅 IPv4

◦ 未使用 DHCP

◦ 链路本地地址

• 默认情况下， MTU 大小为 9000 字节，可在 7500-9000 范围（包括在内）内进行调整

外部网络

外部网络处理 ONTAP Select 集群节点与外部存储客户端以及其他计算机之间的流量。外部网络是每个集群部署
的一部分，具有以下特征：

• 用于处理 ONTAP 流量，包括：

◦ 数据（ NFS ， CIFS ， iSCSI ）

◦ 管理（集群和节点；可选 SVM ）

◦ 集群间（可选）

• 也可以支持 VLAN ：

◦ 数据端口组

◦ 管理端口组

• 根据管理员的配置选择分配的 IP 地址：

◦ IPv4或IPv6

• 默认情况下， MTU 大小为 1500 字节（可调整）

外部网络包含所有大小的集群。

虚拟机网络环境

虚拟机管理程序主机可提供多种网络功能。

ONTAP Select 依靠虚拟机提供的以下功能：

虚拟机端口

ONTAP Select 可使用多个端口。它们根据进行分配和使用
包括集群大小在内的多种因素。

虚拟交换机

虚拟机管理程序环境中的虚拟交换机软件、无论是vSwitch (VMware)还是
Open vSwitch (KVM)将虚拟机公开的端口与物理以太网连接起来
NIC端口。您必须根据需要为每个ONTAP Select主机配置vSwitch
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环境。

单节点和多节点网络配置

ONTAP Select 既支持单节点网络配置，也支持多节点网络配置。

单节点网络配置

单节点 ONTAP Select 配置不需要 ONTAP 内部网络，因为不存在集群， HA 或镜像流量。

与多节点版本的 ONTAP Select 产品不同，每个 ONTAP Select VM 都包含三个虚拟网络适配器，它们提供给
ONTAP 网络端口 e0a ， e0b 和 e0c 。

这些端口用于提供以下服务：管理，数据和集群间 LIF 。

下图显示了这些端口与底层物理适配器之间的关系，其中显示了 ESX 虚拟机管理程序上的一个 ONTAP Select

集群节点。

• 单节点 ONTAP Select 集群的网络配置 *
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即使两个适配器足以用于单节点集群，仍需要 NIC 绑定。

LIF 分配

如本文档的多节点 LIF 分配一节所述， ONTAP Select 使用 IP 空间将集群网络流量与数据和管理流量分开。此
平台的单节点变体不包含集群网络。因此，集群 IP 空间中不存在任何端口。

集群和节点管理 LIF 会在 ONTAP Select 集群设置期间自动创建。其余 LIF 可在部署后创建。

管理和数据 LIF （ e0a ， e0b 和 e0c ）

ONTAP 端口 e0a ， e0b 和 e0c 作为传输以下类型流量的 LIF 的候选端口进行委派：

• SAN/NAS 协议流量（ CIFS ， NFS 和 iSCSI ）

• 集群，节点和 SVM 管理流量

• 集群间流量（ SnapMirror 和 SnapVault ）

多节点网络配置

多节点 ONTAP Select 网络配置由两个网络组成。

这些网络是一个内部网络，负责提供集群和内部复制服务，并是一个外部网络，负责提供数据访问和管理服务。
对这两个网络中的流量进行端到端隔离对于构建适合集群故障恢复能力的环境来说极为重要。

下图显示了这些网络，其中显示了在 VMware vSphere 平台上运行的四节点 ONTAP Select 集群。六节点和八
节点集群具有类似的网络布局。

每个 ONTAP Select 实例都驻留在一个单独的物理服务器上。内部和外部流量使用单独的网络端
口组进行隔离，这些端口组分配给每个虚拟网络接口，并允许集群节点共享同一个物理交换机基
础架构。

• ONTAP Select 多节点集群网络配置概述 *
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每个 ONTAP Select VM 都包含七个虚拟网络适配器，这些适配器作为一组七个网络端口（ e0a 到 e0g ）提供
给 ONTAP 。虽然 ONTAP 将这些适配器视为物理 NIC ，但它们实际上是虚拟的，并通过虚拟化网络层映射到
一组物理接口。因此，每个托管服务器不需要六个物理网络端口。

不支持向 ONTAP Select VM 添加虚拟网络适配器。

这些端口经过预配置，可提供以下服务：

• e0a ， e0b 和 e0g 。管理和数据 LIF

• e0c ， e0d 。集群网络 LIF

• e0e 。RSM

• e0f。HA interconnect

端口 e0a ， e0b 和 e0g 位于外部网络上。虽然端口 e0c 到 e0f 执行多种不同的功能，但它们共同构成内部
Select 网络。在制定网络设计决策时，应将这些端口放置在一个第 2 层网络上。无需在不同网络之间分隔这些
虚拟适配器。

下图显示了这些端口与底层物理适配器之间的关系，其中显示了 ESX 虚拟机管理程序上的一个 ONTAP Select

集群节点。

• 多节点 ONTAP Select 集群中单个节点的网络配置 *
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在不同物理 NIC 之间隔离内部和外部流量可防止因对网络资源的访问不足而导致系统出现延迟。此外，通过
NIC 绑定进行聚合可确保单个网络适配器出现故障不会阻止 ONTAP Select 集群节点访问相应的网络。

请注意，外部网络端口组和内部网络端口组均以对称方式包含所有四个 NIC 适配器。外部网络端口组中的活动
端口是内部网络中的备用端口。相反，内部网络端口组中的活动端口是外部网络端口组中的备用端口。

LIF 分配

随着 IP 空间的推出， ONTAP 端口角色已弃用。与 FAS 阵列一样， ONTAP Select 集群也包含默认 IP 空间和
集群 IP 空间。通过将网络端口 e0a ， e0b 和 e0g 置于默认 IP 空间中，将端口 e0c 和 e0d 置于集群 IP 空间中
，这些端口实际上已与托管不属于的 LIF 隔离。ONTAP Select 集群中的其余端口将通过自动分配提供内部服务
的接口来使用。它们不会像 RSM 和 HA 互连接口那样通过 ONTAP shell 公开。

并非所有 LIF 都可通过 ONTAP 命令 Shell 查看。HA 互连和 RSM 接口在 ONTAP 中隐藏，并在
内部用于提供各自的服务。

以下各节将详细介绍网络端口和 LIF 。

管理和数据生命周期(e0a、e0b和e0g)

ONTAP 端口 e0a ， e0b 和 e0g 会委派为传输以下类型流量的 LIF 的候选端口：

• SAN/NAS 协议流量（ CIFS ， NFS 和 iSCSI ）

• 集群，节点和 SVM 管理流量

• 集群间流量（ SnapMirror 和 SnapVault ）

集群和节点管理 LIF 会在 ONTAP Select 集群设置期间自动创建。其余 LIF 可在部署后创建。
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集群网络 LIF （ e0c ， e0d ）

ONTAP 端口 e0c 和 e0d 已委派为集群接口的主端口。在每个 ONTAP Select 集群节点中， ONTAP 设置期间会
使用链路本地 IP 地址（ 169.254.x.x ）自动生成两个集群接口。

不能为这些接口分配静态 IP 地址，也不应创建其他集群接口。

集群网络流量必须流经低延迟的非路由第 2 层网络。由于集群吞吐量和延迟要求， ONTAP Select 集群的物理位
置应接近（例如多件包，单个数据中心）。不支持通过在 WAN 或远距离的地理位置之间分隔 HA 节点来构建四
节点，六节点或八节点延伸型集群配置。支持使用调解器的延伸型双节点配置。

有关详细信息，请参见一节 "双节点延伸型 HA （ MetroCluster SDS ）最佳实践"。

为了确保集群网络流量的最大吞吐量，此网络端口配置为使用巨型帧（ 7500 到 9000 MTU ）。
要使集群正常运行，请验证是否已在向 ONTAP Select 集群节点提供内部网络服务的所有上游虚
拟和物理交换机上启用巨型帧。

RAID SyncMirror 流量（ e0e ）

使用网络端口 e0e 上的内部网络接口在 HA 配对节点之间同步复制块。此功能会使用集群设置期间由 ONTAP 配
置的网络接口自动执行，不需要管理员进行任何配置。

端口 e0e 由 ONTAP 预留用于内部复制流量。因此，端口和托管 LIF 在 ONTAP 命令行界面或
System Manager 中均不可见。此接口已配置为使用自动生成的链路本地 IP 地址，不支持重新分
配备用 IP 地址。此网络端口需要使用巨型帧（ 7500 到 9000 MTU ）。

HA 互连（ e0f ）

NetApp FAS 阵列使用专用硬件在 ONTAP 集群中的 HA 对之间传递信息。但是，软件定义的环境往往没有这种
类型的设备可用（例如 InfiniBand 或 iWARP 设备），因此需要使用备用解决方案 。尽管考虑了多种可能性，但
对互连传输提出的 ONTAP 要求要求要求在软件中模拟此功能。因此，在 ONTAP Select 集群中， HA 互连的功
能（传统上由硬件提供）已通过以太网作为传输机制设计到操作系统中。

每个 ONTAP Select 节点都配置有一个 HA 互连端口 e0f 。此端口托管 HA 互连网络接口，该接口负责两项主要
功能：

• 在 HA 对之间镜像 NVRAM 的内容

• 在 HA 对之间发送 / 接收 HA 状态信息和网络检测信号消息

HA 互连流量通过在以太网数据包中对远程直接内存访问（ RDMA ）帧进行分层来使用单个网络接口通过此网
络端口进行传输。

以类似于 RSM 端口（ e0e ）的方式，用户既不能通过 ONTAP 命令行界面也不能通过 System

Manager 看到物理端口和托管网络接口。因此，无法修改此接口的 IP 地址，也无法更改端口的
状态。此网络端口需要使用巨型帧（ 7500 到 9000 MTU ）。

ONTAP Select 内部和外部网络

ONTAP Select 内部和外部网络的特征。
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ONTAP Select 内部网络

内部 ONTAP Select 网络仅存在于产品的多节点变体中，负责为 ONTAP Select 集群提供集群通信， HA 互连和
同步复制服务。此网络包括以下端口和接口：

• * e0c ， e0d.* 托管集群网络 LIF

• 托管 RSM LIF 的 * e0e.*

• 托管 HA 互连 LIF 的 * e0f.*

此网络的吞吐量和延迟对于确定 ONTAP Select 集群的性能和故障恢复能力至关重要。为了确保集群安全并确保
系统接口与其他网络流量分开，需要进行网络隔离。因此，此网络必须由 ONTAP Select 集群独占使用。

不支持对 Select 集群流量以外的流量使用 Select 内部网络，例如应用程序或管理流量。ONTAP

内部 VLAN 上不能存在其他 VM 或主机。

遍历内部网络的网络数据包必须位于一个专用的 VLAN 标记第 2 层网络上。可通过完成以下任务之一来完成此
操作：

• 将带有 VLAN 标记的端口组分配给内部虚拟 NIC （ e0c 到 e0f ）（ VST 模式）

• 使用上游交换机提供的原生 VLAN ，其中原生 VLAN 不用于任何其他流量（分配一个没有 VLAN ID 的端口
组，即 EST 模式）

在所有情况下，内部网络流量的 VLAN 标记都是在 ONTAP Select VM 之外进行的。

仅支持 ESX 标准和分布式 vSwitch 。不支持其他虚拟交换机或 ESX 主机之间的直接连接。内部
网络必须完全打开；不支持 NAT 或防火墙。

在 ONTAP Select 集群中，内部流量和外部流量使用称为端口组的虚拟第 2 层网络对象进行分隔。正确分配这些
端口组的 vSwitch 非常重要，尤其是对于负责提供集群， HA 互连和镜像复制服务的内部网络而言。如果这些网
络端口的网络带宽不足，则发生原因 性能可能会下降，甚至会影响集群节点的稳定性。因此，四节点，六节点
和八节点集群要求内部 ONTAP Select 网络使用 10 Gb 连接；不支持 1 Gb NIC 。但是，可以对外部网络进行权
衡，因为限制传入 ONTAP Select 集群的数据流不会影响其可靠运行的能力。

双节点集群可以使用四个 1 Gb 端口传输内部流量，也可以使用一个 10 Gb 端口，而不是四节点集群所需的两个
10 Gb 端口。如果环境中的条件使服务器无法安装四个 10 Gb NIC 卡，则可将两个 10 Gb NIC 卡用于内部网络
，并将两个 1 Gb NIC 用于外部 ONTAP 网络。

内部网络验证和故障排除

可以使用网络连接检查程序功能验证多节点集群中的内部网络。可以从运行的Deploy命令行界面调用此功能
network connectivity-check start 命令：

运行以下命令以查看测试的输出：

network connectivity-check show --run-id X (X is a number)

此工具仅适用于对多节点 Select 集群中的内部网络进行故障排除。不应使用此工具对单节点集群（包括 vNAS

配置）， ONTAP Deploy 到 ONTAP Select 连接或客户端连接问题进行故障排除。
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集群创建向导（ ONTAP Deploy GUI 的一部分）包含内部网络检查程序，作为创建多节点集群期间可用的可选
步骤。鉴于内部网络在多节点集群中发挥的重要作用，将此步骤加入集群创建工作流可提高集群创建操作的成功
率。

从 ONTAP Deploy 2.10 开始，内部网络使用的 MTU 大小可以设置为 7 ， 500 到 9 ， 000 之间。此外，还可以
使用网络连接检查程序测试介于 7 ， 500 和 9 ， 000 之间的 MTU 大小。默认 MTU 值设置为虚拟网络交换机
的值。如果环境中存在 VXLAN 等网络覆盖，则必须将此默认值替换为较小的值。

ONTAP Select 外部网络

ONTAP Select 外部网络负责集群的所有出站通信，因此，无论是单节点配置还是多节点配置都存在。尽管此网
络没有对内部网络严格定义的吞吐量要求，但管理员应注意不要在客户端和 ONTAP VM 之间创建网络瓶颈，因
为性能问题可能会被错误地描述为 ONTAP Select 问题。

可以采用与内部流量类似的方式在 vSwitch 层（ VST ）和外部交换机层（ EST ）标记外部流
量。此外， ONTAP Select VM 本身也可以在一个称为 VGT 的过程中对外部流量进行标记。请参
见一节 "数据和管理流量隔离" 了解更多详细信息。

下表重点介绍了 ONTAP Select 内部网络与外部网络之间的主要区别。

• 内部网络与外部网络快速参考 *

Description 内部网络 外部网络

网络服务 集群
HA/IC

RAID SyncMirror (RSM)

数据管理
集群间
(SnapMirror和SnapVault)

网络隔离 Required 可选

帧大小（ MTU ） 7 ， 500 到 9 ， 000 1、500 (默认)

9、000 (支持)

IP 地址分配 已自动生成 用户定义的

DHCP支持 否 否

NIC 绑定

为了确保内部和外部网络具有提供高性能和容错能力所需的带宽和故障恢复能力特性，建议使用物理网络适配器
绑定。支持使用单个 10 Gb 链路的双节点集群配置。但是， NetApp 建议的最佳实践是在 ONTAP Select 集群
的内部和外部网络上使用 NIC 绑定。

MAC 地址生成

分配给所有 ONTAP Select 网络端口的 MAC 地址由随附的部署实用程序自动生成。该实用程序使用 NetApp 专
用于平台的组织唯一标识符（ Organizationally Unique Identifier ， OUI ），以确保与 FAS 系统不存在冲突。然
后，此地址的副本将存储在 ONTAP Select 安装虚拟机（ ONTAP Deploy ）的内部数据库中，以防止在将来的
节点部署期间意外重新分配。管理员不应修改为网络端口分配的 MAC 地址。

支持的网络配置

选择最佳硬件并配置网络以优化性能和故障恢复能力。
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服务器供应商深知客户有不同的需求和选择至关重要。因此，在购买物理服务器时，在做出网络连接决策时，可
以选择多种方式。大多数商用系统都提供各种 NIC 选项，可提供单端口和多端口选项，其速度和吞吐量各不相
同。这包括在VMware ESX中支持25 Gb/秒和40 Gb/秒NIC适配器。

由于 ONTAP Select VM 的性能与底层硬件的特性直接相关，因此，通过选择速度更高的 NIC 来增加 VM 的吞吐
量可提高集群性能并改善整体用户体验。可以使用四个 10 Gb NIC 或两个高速 NIC （ 25/40 Gb/ 秒）来实现高
性能网络布局。此外，还支持许多其他配置。对于双节点集群，支持 4 个 1 Gb 端口或 1 个 10 Gb 端口。对于
单节点集群，支持 2 个 1 Gb 端口。

网络最低配置和建议配置

根据集群大小、可以使用多种受支持的以太网配置。

集群大小 最低要求 建议

单节点集群 2个1GbE 2个10GbE

双节点集群或MetroCluster SDS 4个1GbE或1个10GbE 2个10GbE

4/6/8节点集群 2个10GbE 4个10GbE或2个25/40GbE

使用多个物理交换机进行网络配置

如果有足够的硬件可用、NetApp建议使用下图所示的多交换机配置、因为这样可以增强保护、防止物理交换机
出现故障。
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VMware vSphere vSwitch配置

双 NIC 和四 NIC 配置的 ONTAP Select vSwitch 配置和负载平衡策略。

ONTAP Select 支持使用标准 vSwitch 配置和分布式 vSwitch 配置。分布式 vSwitch 支持链路聚合构造（ LACP

）。链路聚合是一种常见的网络构造，用于在多个物理适配器之间聚合带宽。LACP 是一种与供应商无关的标准
，可为网络端点提供开放式协议，将物理网络端口组捆绑到一个逻辑通道中。ONTAP Select 可以与配置为链路
聚合组（ LAG ）的端口组配合使用。但是， NetApp 建议使用各个物理端口作为简单上行链路（中继）端口，
以避免使用 LAG 配置。在这些情况下，标准和分布式 vSwitch 的最佳实践是相同的。

本节介绍双 NIC 和四 NIC 配置中应使用的 vSwitch 配置和负载平衡策略。

在配置 ONTAP Select 要使用的端口组时，应遵循以下最佳实践；端口组级别的负载平衡策略是基于源虚拟端口
ID 的路由。VMware 建议在连接到 ESXi 主机的交换机端口上将 STP 设置为 PortFast 。

所有 vSwitch 配置都要求至少将两个物理网络适配器捆绑到一个 NIC 组中。ONTAP Select 支持双节点集群使用
一个 10 Gb 链路。但是， NetApp 的最佳实践是通过 NIC 聚合确保硬件冗余。

在 vSphere 服务器上， NIC 组是一种聚合构造，用于将多个物理网络适配器捆绑到一个逻辑通道中，从而可以
在所有成员端口之间共享网络负载。请务必记住，在没有物理交换机支持的情况下，可以创建 NIC 组。负载平
衡和故障转移策略可以直接应用于 NIC 组，而 NIC 组不知道上游交换机配置。在这种情况下，策略仅应用于出
站流量。

ONTAP Select 不支持静态端口通道。分布式 vSwitch 支持启用了 LACP 的通道，但使用 LACP

LAG 可能会导致 LAG 成员之间的负载分布不均匀。

对于单节点集群， ONTAP Deploy 会将 ONTAP Select VM 配置为对外部网络使用端口组，并对集群和节点管理
流量使用相同的端口组或（可选）不同的端口组。对于单节点集群，可以将所需数量的物理端口作为活动适配器
添加到外部端口组中。

对于多节点集群， ONTAP Deploy 会将每个 ONTAP Select VM 配置为对内部网络使用一个或两个端口组，而对
外部网络单独使用一个或两个端口组。集群和节点管理流量可以使用与外部流量相同的端口组，也可以使用单独
的端口组。集群和节点管理流量不能与内部流量共享同一端口组。

标准或分布式 vSwitch 以及每个节点四个物理端口

可以为多节点集群中的每个节点分配四个端口组。每个端口组都有一个活动物理端口和三个备用物理端口，如下
图所示。

每个节点具有四个物理端口的 * vSwitch *
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端口在备用列表中的顺序非常重要。下表提供了四个端口组之间的物理端口分布示例。

• 网络最低配置和建议配置 *

端口组 外部 1. 外部2. 内部 1. 内部2.

活动 vmnic0 vmnic1. vmnic2. vmnic3.

备用 1 vmnic1. vmnic0 vmnic3. vmnic2.

备用 2. vmnic2. vmnic3. vmnic0 vmnic1.

待机3. vmnic3. vmnic2. vmnic1. vmnic0

下图显示了 vCenter GUI （ ONTAP 外部和 ONTAP 外部端口 2 ）中外部网络端口组的配置。请注意，活动适配
器来自不同的网卡。在此设置中， vmnic 4 和 vmnic 5 是同一物理 NIC 上的双端口，而 vmnic 6 和 vminc 7 是
同一个 NIC 上的类似双端口（本示例不使用 vnmic 0 到 3 ）。备用适配器的顺序提供了一个分层故障转移，内
部网络中的端口也是最后一个。备用列表中的内部端口顺序在两个外部端口组之间进行类似的交换。

• 第 1 部分： ONTAP Select 外部端口组配置 *
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第2部分：ONTAP Select外部端口组配置

为便于阅读，分配如下：

ONTAP 外部 ontap-External2.

活动适配器：vmnic5.

备用适配器：vmnic7、vmnic4、vmnic6

活动适配器：vmnic7.

备用适配器：vmnic5、vmnic6、vmnic4

下图显示了内部网络端口组（ ONTAP 内部和 ONTAP 内部 2 ）的配置。请注意，活动适配器来自不同的网卡。
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在此设置中， vmnic 4 和 vmnic 5 是同一物理 ASIC 上的双端口，而 vmnic 6 和 vmnic 7 则是同一个 ASIC 上
的类似双端口。备用适配器的顺序提供了一个分层故障转移，外部网络中的端口也是最后一个。备用列表中外部
端口的顺序在两个内部端口组之间进行类似的交换。

• 第 1 部分： ONTAP Select 内部端口组配置 *

• 第 2 部分： ONTAP Select 内部端口组 *
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为便于阅读，分配如下：

ONTAP 内部 ONTAP 内部 2.

活动适配器：vmnic4.

备用适配器：vmnic6、vmnic5、vmnic7

活动适配器：vmnic6

备用适配器：vmnic4、vmnic7、vmnic5

标准或分布式 vSwitch 以及每个节点两个物理端口

使用两个高速（ 25/40 Gb ） NIC 时，建议的端口组配置在概念上与使用四个 10 Gb 适配器的配置非常相似。
即使仅使用两个物理适配器，也应使用四个端口组。端口组分配如下：

端口组 外部 1 （ e0a ， e0b

）
内部 1 （ e0c ， e0e

）
内部2 (e0d、e0f) 外部 2 （ e0g ）

活动 vmnic0 vmnic0 vmnic1. vmnic1.

备用 vmnic1. vmnic1. vmnic0 vmnic0

• 每个节点具有两个高速（ 25/40 Gb ）物理端口的 vSwitch *
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使用两个物理端口（ 10 Gb 或更少）时，每个端口组应配置一个活动适配器和一个备用适配器，使其彼此相
对。内部网络仅适用于多节点 ONTAP Select 集群。对于单节点集群，可以将这两个适配器配置为外部端口组中
的活动适配器。

以下示例显示了 vSwitch 的配置以及负责处理多节点 ONTAP Select 集群的内部和外部通信服务的两个端口组。
如果网络发生中断，外部网络可以使用内部网络 vmnic ，因为内部网络 vmnic 属于此端口组并配置为备用模
式。外部网络的情况正好相反。在两个端口组之间交替使用活动和备用 vmnic 对于在网络中断期间正确地对
ONTAP Select VM 进行故障转移至关重要。

每个节点具有两个物理端口（ 10 Gb 或更少）的 * vSwitch *
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采用 LACP 的分布式 vSwitch

在配置中使用分布式 vSwitch 时，可以使用 LACP （尽管这不是最佳实践）来简化网络配置。唯一受支持的
LACP 配置要求所有 vmnic 都位于一个 LAG 中。上行链路物理交换机在通道中的所有端口上必须支持介于 7 ，
500 到 9 ， 000 之间的 MTU 大小。内部和外部 ONTAP Select 网络应在端口组级别隔离。内部网络应使用不可
路由（隔离）的 VLAN 。外部网络可以使用 VST ， EST 或 VGT 。

以下示例显示了使用 LACP 的分布式 vSwitch 配置。

使用 LACP* 时的 * LAG 属性
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• 使用已启用 LACP 的分布式 vSwitch 的外部端口组配置 *
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• 使用启用了 LACP 的分布式 vSwitch 的内部端口组配置 *
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LACP 要求您将上游交换机端口配置为端口通道。在分布式 vSwitch 上启用此功能之前，请确保
已正确配置启用了 LACP 的端口通道。

物理交换机配置

基于单交换机和多交换机环境的上游物理交换机配置详细信息。

在决定从虚拟交换机层到物理交换机的连接时，应仔细考虑。内部集群流量与外部数据服务的隔离应通过第 2

层 VLAN 提供的隔离扩展到上游物理网络层。

物理交换机端口应配置为中继端口。ONTAP Select 外部流量可以通过以下两种方式之一在多个第 2 层网络之间
进行分隔。一种方法是，将 ONTAP VLAN 标记的虚拟端口与一个端口组结合使用。另一种方法是，在 VST 模
式下将单独的端口组分配给管理端口 e0a 。您还必须根据 ONTAP Select 版本以及单节点或多节点配置为 e0b

和 e0c/e0g 分配数据端口。如果外部流量在多个第 2 层网络之间隔离，则上行链路物理交换机端口应在其允许
的 VLAN 列表中包含这些 VLAN 。

ONTAP Select 内部网络流量使用使用使用链路本地 IP 地址定义的虚拟接口进行。由于这些 IP 地址不可路由，
因此集群节点之间的内部流量必须流经一个第 2 层网络。不支持 ONTAP Select 集群节点之间的路由跃点。
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共享物理交换机

下图显示了多节点 ONTAP Select 集群中的一个节点可能使用的交换机配置。在此示例中，托管内部和外部网络
端口组的 vSwitch 使用的物理 NIC 连接到同一个上游交换机。交换机流量使用不同 VLAN 中的广播域保持隔
离。

对于 ONTAP Select 内部网络，在端口组级别进行标记。虽然以下示例对外部网络使用 VGT ，但
该端口组同时支持 VGT 和 VST 。

• 使用共享物理交换机的网络配置 *

在此配置中，共享交换机将成为单点故障。如果可能，应使用多个交换机来防止物理硬件故障导
致集群网络中断。

多个物理交换机

需要冗余时，应使用多个物理网络交换机。下图显示了一个多节点 ONTAP Select 集群中的一个节点所使用的建
议配置。内部端口组和外部端口组中的 NIC 均通过缆线连接到不同的物理交换机，从而保护用户免受单个硬件
交换机故障的影响。交换机之间配置了虚拟端口通道，以防止出现生成树问题。

• 使用多个物理交换机的网络配置 *
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数据和管理流量隔离

将数据流量和管理流量隔离到单独的第 2 层网络中。

ONTAP Select 外部网络流量是指数据（ CIFS ， NFS 和 iSCSI ），管理和复制（ SnapMirror ）流量。在
ONTAP 集群中，每种流量都使用一个单独的逻辑接口，该接口必须托管在虚拟网络端口上。在 ONTAP Select

的多节点配置中，这些端口指定为端口 e0a 和 e0b/e0g 。在单节点配置中，这些端口指定为 e0a 和 e0b/e0c ，
而其余端口则保留用于内部集群服务。

NetApp 建议将数据流量和管理流量隔离到单独的第 2 层网络中。在 ONTAP Select 环境中，可以使用 VLAN 标
记来完成此操作。为此，可以将一个带 VLAN 标记的端口组分配给网络适配器 1 （端口 e0a ），用于管理流
量。然后，您可以为端口 e0b 和 e0c （单节点集群）以及 e0b 和 e0g （多节点集群）分配一个单独的端口组以
传输数据流量。

如果本文档前面所述的 VST 解决方案 还不够，则可能需要将数据和管理 LIF 同时托管在同一个虚拟端口上。要
执行此操作，请使用一个称为 VGT 的过程， VM 将在该过程中执行 VLAN 标记。

使用 ONTAP Deploy 实用程序时，无法通过 VGT 实现数据和管理网络隔离。此过程必须在集群
设置完成后执行。

使用 VGT 和双节点集群时，还需要注意其他事项。在双节点集群配置中，在 ONTAP 完全可用之前，使用节点
管理 IP 地址与调解器建立连接。因此，映射到节点管理 LIF （端口 e0a ）的端口组仅支持 EST 和 VST 标记。
此外，如果管理流量和数据流量使用同一端口组，则整个双节点集群仅支持 EST/VST 。
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VST 和 VGT 这两种配置选项均受支持。下图显示了第一种方案 VST ，其中流量通过分配的端口组在 vSwitch

层进行标记。在此配置中，集群和节点管理 LIF 会分配给 ONTAP 端口 e0a ，并通过分配的端口组使用 VLAN

ID 10 进行标记。数据 LIF 会分配给端口 e0b 以及 e0c 或 e0g ，并使用第二个端口组为其分配 VLAN ID 20 。
集群端口使用第三个端口组，并且位于 VLAN ID 30 上。

• 使用 VST* 进行数据和管理隔离

下图显示了第二种方案 VGT ，在这种情况下， ONTAP VM 会使用放置在不同广播域中的 VLAN 端口对流量进
行标记。在此示例中，虚拟端口 e0a-10/e0b-10/ （ e0c 或 e0g ） -10 和 e0a-20/e0b-20 位于 VM 端口 e0a 和
e0b 的顶部。此配置允许直接在 ONTAP 中执行网络标记，而不是在 vSwitch 层执行。管理和数据 LIF 放置在这
些虚拟端口上，从而可以在一个 VM 端口中进一步细分第 2 层。集群 VLAN （ VLAN ID 30 ）仍会在端口组上
进行标记。

• 注： *

• 使用多个 IP 空间时，这种配置方式尤其有用。如果需要进一步进行逻辑隔离和多租户，请将 VLAN 端口分
组到单独的自定义 IP 空间中。

• 要支持 VGT ， ESXi/ESX 主机网络适配器必须连接到物理交换机上的中继端口。连接到虚拟交换机的端口
组必须将其 VLAN ID 设置为 4095 ，才能在端口组上启用中继。

• 使用 VGT 实现数据和管理分离 *
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