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() Al S2RFAEERIHRERERSL, 2R NVRAM RREPI—H%, MREEH
NgBiRFENA— M EERRMREN, X EEEI R EREFNE AR

* {£ X\ ONTAP Select VM* I X\

Physical Server

A 4
L

RAID Controller Cache

¥
A o

Physical Disk

ONTAP Select

A Write commitment ————» NVRAM Destaging

NVRAM Virtual Disk Data Virlual Disk

|
|
|
|

NVRAM £ ESZEELE 20 VMDK E5)FR, 3% VMDK £ ESX 6.5 B ARA IR A
() WNVME BhiemitTiEs. T ERHREE RAID By ONTAP Select ZER, ItFHMREE,
HRETERAM RAID E5ISERFTE .

R T AHIERF BRI RAID ARSS

{4 RAID 27 ONTAP itk hsopEmy RAID HIRE, TIRIHMINEES FAS HE4%
ONTAP &/ RAID EHE[E, RAID EHITIRoIZZZTBERIGTTE, Hi3 ONTAP
Select 71 =N EZ N IRah s PRI RIS

ONTAP Select iR MET — N4 RAID 3%&IR, S5 RAID ECBE LR, TRLEIFIES, B RAID EHI28ATHE
RETASHAZIGN, Flan7E/ B e AREM_E 2= ONTAP Select Bt, 24 RAID ¥ B T R ARISREIET, LIEIE
ERIFE, EFEENIMERGZREMRY RAID , FIBEUTILA:
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* ©kE Premium & Premium XL iF0]iE—i#cig (i,
* Bi¥%#F SSD I NVMe (EESZLR XL iFAE) IKnh28ATF ONTAP REEEZFMEUERLE
* ONTAP Select VM Bl XEE— NP ARSHEE

o EAR—NEBIhAVEEEE, B SSD 3 NVMe IREHEE, LUERNRAHE (EETSIEEHRHN NVRAM , B
ICF £, U EFIARRSS) CIEEIEEMEE,

C AR
* NEBRSHAEMN R A B HYER,
° BRSHAERIETE ONTAP Select VM AT HEEE, BrtEF&MIIERRHARSHI VMDK .

o IRSBELESEIFMIT— MR E L (KM AIRS | REYIIRHIER) , FMET P ERABEE, ZYIIEHE
ngﬁ’@/a\ DAS #1E77fiEZE. ONTAP Deploy =7E&EE#ZEHAE)/5 ONTAP Select VM £l|3#X LE AR 53 hi

* TEEZMNUEFEHEEZ B HZ MBI Z E#H—F 5768 ONTAP Select ZFthEER
* FE{E RAID X&FH,

ERFERARME RAID BB

fEREM RAID By, SIFAZEGEAEN RAID =428, B2, WRARHLEBIE RAID TH23, NAIUHE
IAITFEK:

© WEREEME RAID =428, MUERILUSHEEERREMG RS (JBOD) » IWEHUEEFIE RAID 2428
BIOS Hi#1T

* &, FEYF RAID ITHIZ3M AT SAS HBA KRR, fI90, BRT RAID Z4b, FLE BIOS BEEXRAVFER
"AHCI" 1232, BILUEFRIENREB A JBOD {2, X UERERE, UEALUEYIBIRs23 M AEN L
EREZEEL R

RIBIE IS T IFIIRAIREHES 4L, TIREFEERMIMNIITHIZS. £ SAS HBARTT, Hfk 10 %128 ( SAS HBA
) BV 6 Gb/ FORYERE, B2, NetApp EiXfEA 12 Gbps BIRE,

FAFFEMEN RAID 1ZHI SRS E, a0, FETHIZERIT RAID 0 25, XMIFFRIGER At EER
SSMEE, BEFZMAIERZINL, TR E A/ ((XPR SSD) 7vF 200 GB % 16 TB Z(dl,

@ EIEREEREE ONTAP Select VM IETEFRMPLEIREHZS, FHFALETE TN ETE R ERXLEIRE)
250

ONTAP Select [ENFNIY IR

FFEREYE RAID ITHISRMEE, YIBHETISRMA RAID 12412812, ONTAP Select 2R R"— 1M Z D
VMDK , ONTAP BIERAIUMFPEBEIIEERS, XL VMDK XA RAID 0 I HTEH, FAEHE ONTAP
B RAID 2 ABHAFIRENSIEMERENMERER, MEBETARERT, I, BFRFAHEN
VMDK 5 BFZEA P 3B VMDK i FR— IR 1EMEED,

fEA%E RAID B, ONTAP Deploy &7 ONTAP Select 12{t—AEINEER (VMDK ) F4IBRERER R IGIS &SI
8¢ (RDM) , AAF SSD, #5 NVMes 2t EiEE} DirectPath 10 &%,

TESEFMAME TR T XMXR, REETRT AT ONTAP Select VM WEIHIEEHMEIE R S5 B F 1748 P E5UERNY
B Z B X 5,
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* ONTAP Select {4 RAID : {ERAEIMNLIZEZF RDM *

ONTAP Select with Software RAID

ONTAP Select
Software

<

Hypervisor

Host Bus
Adapter

Ao (VMDK) (UFE— M EEFEED, FEATFR—MEE#EE L. B NVRAM EEFE—MRE
BREANNE, AL, {28 NVMe # SSD KENEIREZMEE,
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\

VM system disks

ONTAP Select  _/

software
Passthrough
—
OR
Hypervisor { DirectPath 110
devices
Host bus
adapter

! ; | il
4 b iy

Aot (VMDK) UFRE— M dEEEETR, FEUTFE—MWEEEE E. B NVRAM BEFE—MRE
BHARNE. R, 5<Ff NVMe 1 SSD KEBEIEFEREF, A NVMe XIS AERIER, BT 1tae
RE, REHEBLNZE NVMe i85, T2 NVMe BCER, RIFER Intel Optane RIFAN RS,

@ g%%ﬁﬁﬁﬂiqﬂ, TEES T RIEFEEN S M IEREDER 2 8#—2 73 ONTAP Select &4t
BMUEHED =87 —MIRIX (FH) MBI RIEFHOX, BTEIE ONTAP Select VM HA] LA
BINANMUEHE. NTRETRERN HAXNPHNT R, PREMRGELE (RD2) &, MTEMT.
PRAEBREREER. DP RTNEEREIRENEE. S RNERIKEE.

* BTRET /&R RDD HE7X *

&wwmlmmmmmumur

A_data/plex0/rg0 || py | p2 |o3 |oa |os |oe | o7 |os | ¢

_“"—"_g
w
mA=<Comia

RV =0

A_root/plex0 (| D1 | OZ |63 | D4 | D5 | D6 | D7 |08 | P |

-

* ZTRER (HAX) BYRDD MEHKX *
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D1 D2 | D3 | D4 | D5 (D6 |07 |D8|P |DP

| B_data/plex0

A datafplexp ||[ 01 | D2 | D3 [ D4 (D5 | D6 |07 (D8 |P |DPYHS

G s Bl B, B
mn—.:inmm

D1 | D2 | D3 | D4 | D5 (D6 |D7 | D8|P |DP

'B_datefplell DL |D2 |D3|D4|D5|D6|D7|D8|P |ODP|IS

w.u.:U!vW“wwquW‘S FIUIUSFW‘. IJ]D!PDF]

| A_data/plext

o - O
T i |

w

s

A root/plexd 8_root/plex! 8_root/plexd A_toot/plext

ONTAP %4 RAID #LLF RAID Z£%!: RAID 4, RAID-DP #1 RAID-TEC , X%t RAID #i&5 FAS 1 AFF
T &aEAN RAID #iE48E, MFIRECE, ONTAP Select X1 RAID 4 1 RAID-DP , XMW#IEER&S{ER
RAID-TEC B, Z{&{R#/3 RAID-DP ., ONTAP Select HA EREHERMEE N T EaNEEBEEH IR —T S,
XEKRES M T REBUAFEERSXRERELSROXNEIER, BTFHIEEEEE—MEPKX, B3R E
MR/ 2 E ONTAP Select THEZEE T HA Mo

MNFETRER, IEHRIESXEBTEFESM (55 #iE. WTFBET HAWRTR, —MUESIXABTEFME
ETRAH (55 HE, ST HESKATRERE HA WELRERNEE.

Hi&(DirectPath 10)1% & 5 [R1R1% & IR5Y(Raw Device Map. RDM)

VMware ESX Hai A% FE NVMe HRENRIBIZEIRET, EfF ONTAP Select BiZiTH NVMe BLEE, HA7E
ESX H¥ NVMe IEohREE NEIEIEE. 1515, ¥ NVMe BEEENE@EETEERSE BIOS MIHiE, X
B hEndiE, EEEHEE ESX Tl I, S ESX INMEAEEIZEEN 16, BE, ONTAP
Deploy $E 1RSI/ 14 o 1 ONTAP Select &% 14 P NVMe & X—IREIEKE, £ NVMe ELEIFIR
k=R IOPS ZE (IOPS/TB) , EEEMEAE. IE, NREEEEFAFEHAENSMREERE, BN
MECE A AR ONTAP Select VM K7\, RGEHEERY Intel Optane £ AN AT EIEFERY SSD IXEN2RAYAR
MREE,

() E#578 NVMe 88, 5% REAR ONTAP Select VM ki),

Bi#i&%&H RDM zalif B HEMX 5], RDM v LABRET R IE/EIITIEN. BEBISEEESHEN VM, XE
K&, A NVMe IRch3FRFBEY B (IREHZARN) RET T BB EEH /S5 ONTAP Select VM , IRTf
REMRNBSEY B (IREHEAM) 12ER ONTAP Deploy FRITERRTE. ONTAP Deploy Bl EIRS T &R
B ONTAP Select EFiEtIUAK HA MBI PERTS | SRS, B2, SRR SSD #HiEKEs (£F
ONTAP Select EH/anh / #PE%1%) SEA NVMe #IEIRGN28 (FFE ONTAP Select EEnh / tHPE:E) 2
iBEIX Hlo

VIR EINERECE

ATRMEENMEWNAFAL, ONTAP Deploy ZHiIMIEENEIEF#EE WERSHE) KBRS (EiM
) iR, FREERET) ONTAP Select VM, HIRIERTEMIIRIG BB ETIHNIT, LUE ONTAP Select VM AJLL
[B5. RDM F#1TH X, HEMTEERS. SR ONTAP Select TRET HA X, MBS X =Bnh7Acsh
ATFAE AR GFMEM. OB STEER QB IREAEFAERINIE AR B h# T,

EFI]:_F ONTAP Select VM ERVEIEHE S KEYNBEREMXE, FItFERAEZSYIEHECIZICESNIEETER
18
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@ RERAR RAID AEREVRT Al AREEIEE, ONTAP Deploy %R 1E HAY RAID £H258Y, 40
RATEDE T BIEAINE, NMSER RAID-DP , ENI&6IE RAID-4 iREE,

TEEAEF RAID [a) ONTAP Select VM RIIAER, EIERMIE SYIERENBE A/ NIFIERESENE, B
KIFAER, BEL—WENEESE"

5 FAS #1 AFF Z4t£), ReemIlE RAID BRMBERFNEARNEENEE, FERANEKNBHIA/NGE,
SNREZEIEHBY RAID 48, NIFRY RAID AR/ S5IA RAID AA/NEEE, UHBREBARGHEFRZ TR,

¥ ONTAP Selecthitr2 53 W FIES X R #1TILED

ONTAP Select BEELEEARIEHA NET x.y o EBILUEEALIT ONTAP di < 3REXREAE UUID :

<system name>::> disk show NET-1.1

Disk: NET-1.1

Model: Micron 5100 MTFD

Serial Number: 1723175COB5SE

UID:
*500A0751:175C0B5E*:00000000:00000000:00000000:00000000:00000000:00000000:
00000000:00000000

BPS: 512

Physical Size: 894.3GB

Position: shared

Checksum Compatibility: advanced zoned

Aggregate: -

Plex: -This UID can be matched with the device UID displayed in the
‘storage devices’ tab for the ESX host

Waagaion B L St iRiaen N GALEREAL S lapt o | [k 3 K | @ homans -

Sumeary Aot | Configure | Fermissions Vi Dalasies  Hetwins  Update Manager

Shsenge Devces

- ioiagn

Fisng Channs!

g4eaaseasesade |

N8 BO0BITS 1750004

1

$83epdagagee

7£ ESXi Shell &, ERIBUIMIANLI TGRS, FLAEYIEEE (81T na.unique-id #713) BY LED A,

esxcli storage core device set -d <naa id> -l=locator -L=<seconds>
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concept_stor_capacity_inc.html
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concept_stor_capacity_inc.html
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concept_stor_capacity_inc.html

fEREY RAID BY H I 2N IK G288 &
AR RER BRI ZNIREIZRE I A FH RSB R, RAEMITHEURTERES RAID RIPAIHIEIREIESHIEE,

RAID4 RE R LIARZ—MERBIE, RAID-DP RERLIASZHMEEMKIE, M RAID-TEC BEaIUAR=1
A

NRHPEMELUVT RAID KBNS AKRIEL, HEERWETA, WERIERBMHR. IREAHE
A, NRESHERPRS T RESE BEIRNEREENE,

YIRBFRHELET RAID KB SIFIRASRIEL, WAMMEIRENEE, HERGRESHER. HIEH HA
BT R ERE P MEM, XERE, TR 1 BEA /0 BERB|BIEHEERD e0e (iSCSI) KiXE
Y EAIF TR 2 LR, MRBZAMBELERE, WRERIMEHRERE, FEHTERTA,

TR HEFOEBIEM, FeEME IEHINEIRRG. 151E, IRZHENESHEUERGHEE, NWRRE
HEPESR, ONTAP Select {FFIR - #4E - #UE (RDD ) 9XAREBEESMIERNEFD N— MBS XAFHm D
BIESX, RElt, ER—IPHZNEEBAIRESFNENERS, SESHRRSNTEREBEMNEID, UKAHEL
BRAMITIEHIERSMEIZ,

C3111E67::> storage aggregate plex delete -aggregate aggrl -plex plexl
Warning: Deleting plex "plexl1l" of mirrored aggregate "aggrl" in a non-
shared HA configuration will disable its synchronous mirror protection and
disable

negotiated takeover of node "sti-rx2540-335a" when aggregate
"aggrl" is online.
Do you want to continue? {yln}: vy
[Job 78] Job succeeded: DONE

C3111E67::> storage aggregate mirror -aggregate aggrl
Info: Disks would be added to aggregate "aggrl" on node "sti-rx2540-335a"
in the following manner:
Second Plex
RAID Group rg0, 5 disks (advanced zoned checksum, raid dp)

Usable
Physical
Position Disk Type Size
Size
shared NET-3.2 SSD -
shared NET-3.3 SSD =
shared NET-3.4 SSD 208.4GB
208.4GB
shared NET-3.5 SSD 208.4GB
208.4GB
shared NET-3.12 SSD 208.4GB

18



208.4GB

Aggregate capacity available for volume use would be 526.1GB.
625.2GB would be used from capacity license.
Do you want to continue? {yln}: vy

C3111E67::> storage aggregate show-status -aggregate aggrl
Owner Node: sti-rx2540-335a

Aggregate: aggrl (online, raid dp, mirrored) (advanced zoned checksums)

Plex: /aggrl/plex0 (online, normal, active, pool0)

RAID Group /aggrl/plex0/rg0 (normal, advanced zoned checksums)

Usable

Physical

Position Disk Pool Type RPM Size
Size Status

shared NET-1.1 0 SSD - 205.1GB
447 .1GB (normal)

shared NET-1.2 0 SSD - 205.1GB
447 .1GB (normal)

shared NET-1.3 0 SSD - 205.1GB
447 .1GB (normal)

shared NET-1.10 0 SSD - 205.1GB
447.1GB (normal)

shared NET-1.11 0 SSD - 205.1GB

447 .1GB (normal)
Plex: /aggrl/plex3 (online, normal, active, pooll)
RAID Group /aggrl/plex3/rg0 (normal, advanced zoned checksums)

Usable

Physical

Position Disk Pool Type RPM Size
Size Status

shared NET-3.2 1 SSD - 205.1GB
447 .1GB (normal)

shared NET-3.3 1 SSD - 205.1GB
447 .1GB (normal)

shared NET-3.4 1 SSD - 205.1GB
447.1GB (normal)

shared NET-3.5 1 SSD - 205.1GB
447 .1GB (normal)

shared NET-3.12 1 SSD - 205.1GB

447 .1GB (normal)
10 entries were displayed..
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EMA AR — N Z IR ehESEPE. 1B5FH storage disk fail -disk NET-x.y

-immediate %, MRAKPEERHEE, BEEFHER, BIUFERAGTREEERRS
@ ‘storage aggregate show. f&RILAEEA ONTAP Deploy MIBRIEIMEPEIRTHES, TR

, ONTAPERIRTNZZHTIZ N Broken, JXENEFSEPR ERIIF, BILAER ONTAP Deploy ik

e EIBFRIAIFAIITES, 157E ONTAP Select B ITRETHAUTHS:

set advanced
disk unfail -disk NET-x.y -spare true
disk show -broken

EE— 1T THEHN AT,
I NVRAM

NetApp FAS Z4tEHECEYIE NVRAM PCI £, It FER—MElteEF, S2FEZKMENT, IEZRATAM
BEo Ak, EEF ONTAP LZEMHIMENNE NEFIRAVEES T, thoh, BRI RIE— MR FRNEERR
ECR R R EE RIS MR E IR IHITFES o

BARGEEALEILEILSE, b, NVRAM REIIIEEEEIMEHE T ONTAP Select RS EIHEE LRI
X, Eit, REEHINREEMEERNEE,

vSAN H5MNERFEFIECE

FEIANAS (VWAS)ZBE X 1FEINSAN (VSAN) ERIONTAP Select&EEE. FELEEHCIF= @MUK
RS R BN EIEFEEE, XL ENREEMZM TR ESIBREEELSEMEE /T,

=EEXRE, KEERER VMware 2+F, HNVFIEMNBEY VMware HCL L,

vNAS Z2#4

FREAR{ER DAS FNIREEMER VNAS 58, T % T5 ONTAP Select 8, XEE—15H, F— HA X
B ONTAP Select T EHE—MURZMEE (835 vSAN $UBZMEE) . Dot UREESE—HZIM
PSRRI EEZEE L. X LUR ST IIRTEEEER, M4 ONTAP Select HA JHHIEE(K 5 S
18l ONTAP Select VNAS iR 7 EHZEH 5 A RAID 15412889 DAS HJ ONTAP Select IEE M. tBHL
23, 51 ONTAP Select T R{NE—H HA B3 T 22BNV EIZ, ONTAP FEMERERISERE AT =58
El, Hit, RFFEREIIREFEFERE, BRAEITTESMBTFIE ONTAP Select T3 mAYEIESE.

HA XHREYE > ONTAP Select T 2t AT RE{HE B B2 AV ERFES !, 7E4F ONTAP Select MetroCluster SDS 5 49MER
FRELESFEREN, X2—1NE RRiEER,

/S ONTAP Select T3 {EF IRAYIMNERFESIBY, FPEFIATIERES ONTAP Select VM MBI BESFIE
, X—HIEEEE,

VNAS 225 EHHEMH RAID 1£H2389753 DAS B9FILL

VNAS Z2#97£i858 5 8% DAS 1 RAID 15412809 AR S5 23BN, TEXFEME R T, ONTAP Select B
SHBMIEEFEETIE, ZEEMETEISL9E VMDK f, XL VMDK MESH ONTAP HIRER

&o ONTAP Deploy BJH{RTEEEES -create 1 storage-add $21EHAIE], VMDK A/NEMFHDEAEBIM GHF
HAXT) o
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fEFE RAID #5288, VNAS 5 DAS ZiE[FER N EEXT, REEMNXFE. VWNAsFTHEERAIDITH
25, VNASIREREINBIES ARt E B RAIDITHIZS & B AIDASFraEIR AV EUIEII A MM B EME e, B
B MXBIETF NVRAM MHEE,

VNAS NVRAM

ONTAP Select N\VRAM 2 VMDK , #2=2, ONTAP Select TEIRFUHEE (VMDK ) T IHEZSE) (
£4: NVRAM ) , B2, NVRAM BYMEREXTT ONTAP Select T S HIEIKIEREL N EE,

FFEREY RAID £HI238Y DAS iIRE, EMH RAID ITHIZ3EFRHEL LM NVRAM £7F, A NVRAM
VMDK BIFRE B NIREE LIEETE RAID ITHIZREFH,

T vNAS 2245, ONTAP Deploy ZfER&HNRLFILKIEATIER (SIDI) HIBEHSEHEEECE ONTAP
Select T m. SNRFEUBEISE, N ONTAP Select F55Z NVRAM HEHIEE MM HEES NEIER

Ao NVRAM (NATFIERE NIRIEECLRRA ML, HINEERMBTET, ERTMEEWNESAN: —1EA
NVRAM , 55—1E5ATE NVRAM 357708, IEINEEMUERT vNAS , EAZAME N RAID 1EHIREFRIENIME
IRA] B8R It

SIDI IhEE SR ONTAP Select FHENEINEERRD . AJUERAU T SERSRANEMA SIDI Thde:

storage aggregate modify -aggregate aggr-name -single-instance-data
-logging off

IR, MRXHAT SIDIIHEE, MENEERTEIFM, ZRNMBESTFIEE LG EMEBERIEE, AL
BB SIDI TheE:

volume efficiency stop -all true -vserver * -volume * (all volumes in the
affected aggregate)

7ZESXi_EfEAVNAsES, 54 ECEONTAP SelectT

ONTAP Select ZIFEHEFE EEAZ T 5 ONTAP Select £, ONTAP Deploy ##7E[E— ESX 41 LEC
E%> ONTAP Select T'm, BiiREXETNRABTE—EE, 515, EEEOEAT VNAS IFE (HEHE
FHEE) o FH DAS =F#ERY, RAZIFEFNENFERZ S ONTAP Select 25, F XL 5% RE—E4
RAID =128,

ONTAP Deploy AIFifREREBE L Ti 4 VNAS REEIA K FE—KEFHHIZ T ONTAP Select SLHIMEER—
L. TERTTERIBERMERTEN LZXXBIMNTRERHHTRA,

* BREPEZ TR VNAS S8
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Multi-node vNAS clusters:

RED and Blue
intersect on two ESX hosts SHARED DATASTORE

J

ZREfE, AILEFENZIEERE ONTAP Select T, XAIRERSHECERAERERE, HFEAZTXHE, AAR—
EBPI N EZL ONTAP Select TR HER—NEEEN. NetApp ZINFEheliE VM kXEXMEFMN, LUE
VMware BEIfER—SEEMNT 22 BRIFYIERSE, MAMERE— HA XHHT =,

() REBOMMUERTE ESX %8 LA DRS

B X779 ONTAP Select VM Bl & XEXMERNIBIRAE, 5B WL TRAEl, 0K ONTAP Select £ EE 21
HA XF, MEZEEFPRIFTE T RabR B SELN A,

Getting Startad  Summary Honltﬂrltm!‘lgule Parmissions Hosts  VMs  Datastores  Metworks  Update Manager

“ VMHost Rules

- Senvices -
viphere DRS s Tree Emabia CanT Dakinas By
v5phere Availability This lestis empty

- VEAN
General

Disk Managemnant

Fault Domains & Stretched
Chester

Health and Performance
iSCSl Targets
iSCSI Initiator Groups
Confouration Assist
Updates

w Confeguration
Ganeral
Licensing
Vibware EVC
VI Host Groups
VM Overrides
Host Options
Profiles
V0 Filters

Mo VM/Hest rule selected
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Name: |N| rodesinthe same Selec: clustes zannot b2 on the same ESKFost |

[] Enable rle
Type: | Szoarale VirLzl Machines
Desiotion;

The listed Virtual Machines mus: be ran on separae 13ts.

add. || Remove

\embers
5 Selectvii2
5p Selectvi1

BHFUTERZ—, BlgEa7ER— ESX £ EHZIFE— ONTAP Select £EHMIFR T E % ONTAP Select T
=W

* BF VMware vSphere {FrIIEPRFISNAKREBAH DRS , DRS FAEE,
* 257 DRS RFEMFMM, FH VMware HA 1&(ESEIE R B BB IS 5o

BEE, ONTAP Deploy A& EEhI4IE ONTAP Select VM (&, B2, SERIFIZ{ES7E ONTAP Deploy H
SR AZ 2 RFACE

UnsupportedClusterConfiguration cluster 20180516 11:41:100400 (ONTAP Sefect Deeploy does not support multipte nodes within the same cluster sharing the same host
IEMEESE

ONTAP Deploy AJFF /9 ONTAP Select &8P HE N1 S IIAIF AT ZSMTE E

ONTAP Deploy FHITEMERINIIEE RIS MFAEIRFENM — 5%, FEZIFHEZEN ONTAP Select VM, TEIE
T BEEERINE S "+ BliF.
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@ Cluster Details

Name onencdedSiP1s Cluster Size Single nade cluster
ONTAF Image Version 95RCH Licensing licersed
1Pvd Address  10.193.83.15 Domain Names -
Netmask 235.255.255.128 Server IP Addresses .
Gateway 10.192.83.1 NTP Server 216.239.35.0

Last Refresh

) MNode Details

Node o©enodedSIP1S-01 — 1.3TB + # Host  10.193.39.54 — (Small (4 CPL, 16 GB Memary])

UTNEESINTAEY B ENRINEEEERE. BEANAE, FEERABIIERREETEE (REZE
mL#=iE) . SHTRBHETFIFENFENMIRERERN. NETLERGEBRENIITIIL.

MRMEIMA ONTAP Select BRERMTEINAE, NFHEMED FUEEERE) NMEEREXENSMEEER (
BURTEAEEE) RUMREERE ST, EEE, THREISIE SSD HHERMEIRE T HUTF AFF B (BEBARE
) BY ONTAP Select 52, tBALZHEREMEA DAS FIMBTEAE,

R A HEZNFERINE R AR LURHEINYAM ( DAS ) FiEH, MATHEEIIMY RAID 450 LUN
(8 LUN) . 5FAS 45—, MMRERRE—REHMNFHF=TIE, RFERFEH RAID HAp94sES/E RAID A
BIMEREMEML. MREBCIEFRS, NMMRBR T HRMRESMRER M, NF RAID AFEErIfEBFIARE.

MRFBIBRFEN 2 A/ NRBE T FNERATIEEE AN e LUERZEEIRX ARNBIE—E3EEFMET, Bl
S B ZEEONTAP SelecttVHUIBFMERINEVEFMEX. MAZFEMONTAP SelectT R BV121E

W5R ONTAP Select TRETF HA X, NN ZEEHth—LE R,

AHAXN S, ST REESHEN T RRBIEREGEIZ. MT R 1 AT EREREREXN TR 2 AIERE
EE, UEFTR 1 FRFERIEEFETR 2, M52, ATR 1 NRERNREFRNETR 2 WZETE
TR 2 EARAIRSEAAR. BEHFMEITR 2, UEELE HASEHHE, T= 1 SRESEIT2RP.

BXItEE, ®E—TFIMNUEREDL. TR 1 LHWHREIASEHETR 2. Eit, TR 1 L#=E (BuEF
fifE) BUMERER S TIm 2 L8] (BRiEFfERE) BUMRERLE, M=, AR T TR LAN=E, BEA
RN s AR ER RAID AR/, FIRERSEIERERE, XZRE/ RAID SyncMirror ##1FR TR T
R P EURERIAN,

2 HANFRIDN T R EAFPRIARNEE, DIHRITHNMEERINREE, STITR—1 SBREERINRIE
HEZEM I TR LENZE. SMTNREPMENESZEEFTTR 1 LFBEN=RENLET R 2 EFrRI=(E,

HIREEESHI TR, B PREEGHIMUEEMEE, S HIEEMEERS 30 TB B9=IEl, ONTAP Deploy
S2UEBE—IWNT &R, HPFS T AEs 5 BEHIEEERE 1 Y 10 TB =i, ONTAP Deploy 2 A8/ A
BCE 5 TB RYSEEH=IEl,

TEERTTHR 1 NENEERMRENLE R, ONTAP Select MRES M TR LFERABEENEFHESE (15TB
) o B, TR 180ESEME (10TB) k=2 (5TB) %, MITHaRITLEFF, BRSNS
HEES —TREVEIERIZS, HiEEMERE 1 PEETSMIRIATE, BiEEMERE 2 2T A

t

* BEDH. AREENIREZENEMTBZE *

i
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ONTAP Select — ONTAP Select
Node 1 Node 2
HA Pair

ST .y
Node 1/Aggregate 1 (. A
10TB [ S Node 2/Aggregate 1
5TB
Sync Mirror for Node 2 )
5TB Sync Mirror for Node 1
10TB
Free Space in Datastore 1
15TB Free Space in Datastore 1
= ; : 15TB
ey
Datastore 1 Datastore 2 Datastore 2 Datastore 1
Total Capacity 30TB  Total Capacity 30TB Total Capacity 30TB  Total Capacity 30TB

a1 LR FIMNITEERINRIES S REURTEMERE 1 WERIOMEIEFEE 2 W—3D (ERRELR
) o 35— storage-add 1= 5 FEIEEMEE 1 PERIKHY 15 TB fATIE, TEIEXR T %1 storage-add
BERER, BT, TR 1 BIEE 50 TB BERNEIE, MThm 2 BIEERE 5 TB BUEsEIE,

i

* BEDH WTR 1 RITRRGINIFENNIREEN D EM T A=E

ONTAP Select _ ; : ONTAP Select
Node 1 — Node 2
HA Pair

— — Node 2/Aggregate 1
— 5TB 5TB
Sync Mirror for Node 1
25TB 25TB 50TB

Datastore 1 Datastore 2 Datastore 2 Datastore 1
Total Capacity 30TB Total Capacity 30TB Total Capacity 30TB  Total Capacity 30TB

1y

Node 1/Aggregate 1
50TB

Sync Mirror for Node 2
5TB

AERMRERRREIERRNEZEA VMDK X/ 16 TB . SEF GG IFHAIBIERBRA VMDK X/M17 8 TB
o ONTAP Deploy ZIRIBERECE (BTN REZSTRER) UKERNMINEELZEA/NERR VMDK,, BE,
RSB IR (R AR, 81 VMDK HERAX/NANES 8 TB , TEFMERINZIERAE, RAKX/NFED 16 TB

o

EAIRAIDILZINONTAP SelectfI A2

B, WA LAER storage-add MISRIEMNERIE RAID B ONTAP Select T FiBIEMNAE, tASNEE
e AR DAS SDD IRXzhas, XLEIRnhzs Al LLE/9 RDM BRESE] ONTAP Select VM o

BATLAEWFEHEBEM— TB , BEFEARMY RAD B, BEMUIEANEREEMN—TB, 5M FAS &
AFF BEFIAINEEZEM, RERFRRE T AIE—RIGEFRRINBR/IVFEE.

EAE, EHAXR, TR 1 ANEERERTSNHAY (TR 2) TthAEEHREHENRSE. THR 1

EHIT—IR storage-add #RIFSEREAZAMIREHB IR ZHE, LR, CRTERBFHERT S 1 LA
FHEET R 2 EHITERMEP. BETR 2 ERNAe] BrFE, SIFERINT R LD 5IHITEMERNE
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{EHE AR ER RIRIE RN 2R,

ONTAP Select ZREMFIRENZR D XN SMAREHIAERRIR, FIBEMBIEIX. PKERFESELIBHBSH
B BRIMARGHEHT. S8 ME EWRDXFFANRENSTEHE ENNERIXAXNLE, Hit,
M MBEFREE D XANFHNE— MBI U EAME SR ERERDEARNERU 2 . ROXFHFANEATR
B, EREVREFHLEHEIRINTARITEN. MENSRTE (BT RERN 68GB, HAX 136 GB
PRI & IR Eh 28 M B BRI BhEs RN I . BAIEIRSBVFIA R EhEE LIRS KEHFR/IMREER

)
iy
p=4

MRECIEMRS, WAHEN&NIRaNZBEHEE RAID HE LK ONTAP Select TRESET HA WMH-

MRERMERESRNNEE, WEEEE—LHIMUEESI, o LUEREIZEHRINEIIME RAID 4, §iiel
RAID A FIXFIR AR, ABEREIA RAID HRMNEEIHMAES FAS M AFF S{ESLE, FELt, 3
W EOER SR ATRER— MBERIE, 1, REEBEHIES X A/IMBESFHEARBIREIZSRINEITE RAID A
e N EFMR, BIERXAKNSREhBREBK/NRE. MNREBARNMPIBIBEBLXAKTFUESX, MNHFHIREHEFHIAR/)
BadiE, 52, MR —H 222N T REARKS.

%%EJLXE%%BIXEJJ%%EE'E REPEENN RAID 4B, EXMIBERT, RAIDAX/NES5IMAE RAID HRNET

FEMEZF
ONTAP Select IRHEIIZEMERIEING FAS 1 AFF [E5I|_ERITZHEEE TN,

fEA2INTFVSANDIE B INZRESZEBZE ONTAP Select EEHANAS (VWNAS)BY, NIB1EFEAIESSDEIEFE(DAS)
AJONTAP Select FIFR (LR,

QEBERDASTFERE A SSDIREIBMSRITEIE. MITEMREF BB AN FAFFRFIE,
NREBERMT AFF B%1E, MEREHEZERERM TR SE Thak:

* SRRV

© SEIESHIERIER

* BlRaEERERRR

© BIEN KBS ESE

* SERYEAIRAER

* BE LI ESHUERER
* RARaEEHUER

FI0IE ONTAP Select RE ERAMARIAFERERR, BEMIRNES LiZTUTa<:

26



<system name>::> set diag

Warning: These diagnostic commands are for use by NetApp personnel only.
Do you want to continue? {yln}: vy

twonode95IP15::*> sis config

Vserver: SVM1
Volume: _exportl NFS volume
Schedule =
Policy: auto
Compression: true
Inline Compression: true
Compression Type: adaptive
Application IO Si 8K
Compression Algorithm: lzopro
Inline Dedupe: true
Data Compaction: true
Cross Volume Inline Deduplication: true

Cross Volume Background Deduplication: true

I F M9.6 R E SR AFHLERAIONTAP Select . EATERSHKIFEIIEIEDAS SSDFiE LR

@ ZONTAP Select, Itt9h. 7E{FEFONTAP Deployi#t{T#IiRsER L) Sk 5 BEEEN
FEFEIE, ERBEENSZENBERT, BT ONTAP AELSEALEMT AFF fUtHE, EEF
el BEohEHHENRIT R, EXEZFMESR, BRARATF

ONTAP Select ZEKECE

TRLETEMAANEFENEREDL. BRAER FERRETRSAAER T AERERNERRET. BERR
F BB R AT T

ONTAP Select IhhE DAS SSD (S4kEi=%XL DAS HDD (FREFRIIE)  vNAS (FrEiFaliE)
")
SeRY A 2 (FN) EHAEFREEA EHRAFRERR
&L E SRR 2 (BN NG A
)32K$Eﬁl£éﬁ (ZhE% SHAFPZEBR. EHAFREEA T
?Kﬁ;ﬁiﬂz_téﬁ (BiENESE 2 (BN RHAFZERA T2
E&¥iEEYE X EHAFRZERA EHAFRERA
BIREEREIET 2 2 EHAFRERA
SCRYERIESE 2 (BN RHREFZERA A
BIRGE BRI = = R+
R AT ES HIEMRRR 2 (FN) RiEH T2
LR EEHENR 2 (BN RHREFZERA EHREFRERA
REEaESHEN R 2 (BN TEH A

27



'ONTAP Select 9.6 Z T A IE(EEXL)FFHVMANKE), BE, REFERRH RAID B DAS BBE A ZHF
A VM, 1£9.6hRP. KEIONTAP Select VMA L 1HEHRAIDFIVNASERE

X DAS SSD FEMFARITHIGER
F+4REIONTAP Select 9.6 EEARAS. 15FF system node upgrade-revert show S8 RAKE M. A
EEIIIEINE ENFERERE,

EFREIONTAP Select 9.6KESHRANA L L. TIMBERSHMCIENRS LAIZNHESTLWEERCIE
NERBEHERNTTN. Bi#1T ONTAP Select KIBAEMNINE & SHEIENEEE X ZEHIERINFHESRERERE,
BEE—LTHE:
GES
NBEARZFIRES LEAFEEMERE. N
* EBM% “space guarantee = volume' RERAXRNEEER. ReXNESHERNFNESEEESHE
PR, XLE AT AEAREE .
* BEHM% “space guarantee = none' kB AEAKIEESR. AR EARGEREB,
* FHRfE, IBEELNEENEREEFISEN auto .
FER2.
MREAEZEBEEE LBATRLEEFMEBE. M:
* ABM% “space guarantee = volume EARER2LHIMEMER
* BEBRM% “space guarantee = none’' ER AR & EAEE HUERIR.
- BEBRER “storage policy inline-only' A& 1% & Fauto,

* BERFEXHTFENRRBNEFAZBRE, BABNEMRI space guarantee = none, X4
EERRARGRAEEHERFF.

AR ISR

|__|Q§ *g _HX*E%IIJ\*D &f%'ﬁE

B4, FKIEHAT ONTAP Select IFIERN—REME LS. AE, TH
B9 B AR 4HEF DL,

BNRMZTREE

+d

IR

YREMLE T ZEIIRMERE F ZE RIS Z R ONTAP Select ££2#50E ., SYIEMKBEXNVECE B1EE
PN EERZF N E ZRIIRMLZIF R,

FEA NIC 3EI

1 ONTAP Select IV EIRIERF EVE N NECE RN HEMBIE O, SEFNHUIEREER T ZMEAE,
BE:

* EBAE— 1T Z 1 ONTAP Select 4]
s FANEH AR ERIEFIRERS
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* YN{EIEC B R N AT HAA
* IS A LACP

IR ECE

TRV ECE S 1 ONTAP Select 238, RN S E T EIW EIEZF R EIMSTIRAEMTE
—i, MERNHERERRTEMER. TEIRFNEHE!

* YNAITEAIBRMILEFNIMER LS Z IBMARTFIR S ?
* BRESEHENEZMNEENSE 2 BRFHRE?
* RIECESE Z/F VLAN ?

AR E R

ONTAP Select SEBR M REREIENLE, RIBLBEDRRE. BAEMS, REF UEERFRIENZERE,
WA LR A ER P IR EMIT B EHWEEREF EENEINSIRA B T S FhZ W%

B

EZTREREED, B ONTAP Select T RfEAMRER " AP " MLHITEES, LWL ARZTE ONTAP
Select EEHFMT 2 ZINAFF S RIFo

() SesnaencERDRE,

MBI BB UL

* AT ONTAP &8 NME, BIE:
o BEB¥
- BAAMEE (HA-IC)
° RAID A#%#% (RSM)
* BETF VLAN BEANE 2 BRE
* 575 IP #h3kE ONTAP Select 9 Fz:
° X IPv4
° Rf#F DHCP
° FERRZS I
* BUAERT, MTU A/NA 9000 FF5, AJ7E 7500-9000 SEE (BIETEN) W#H{TIAE

S EBRILE

SMERPILRALIE ONTAP Select £E¥ T m SIMRFMHER P IR IREMIT BN Z BRRE, IMINEEE M EHNE
By—a&k5, BEBLUTHIE:

* FAFAIE ONTAP g, 8%
° ##E (NFS, CIFS, iSCSI)
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c BIE (MR, AL SVYM)
° SEBfE] (AIi%)
* AT LASZHF VLAN ¢
° ¥IEImO4A
o BIRIHOA
* RIBEE RN EEE S AR IP itk
° |Pv4E%IPv6
* BINERT, MTU K/ 1500 45 (RIEEE)

SNEEMR B SFE K/ NBEEE
REIMM A LEIR IR

IV EIBIERF EV TR 2L INEE,
ONTAP Select f&kSERE MR HAILL T IHEE:

Ene b m
ONTAP Select AIERSME. ENSRESHAZHTIWAER, QIFEBIAN,

REHASZHAN

I EEREFIF BRI BN G (L2 vSwitch (VMware ) &2 Open vSwitch (KVM ) ) ¥
N ARSI LK NIC in[HEERER, SN TIRIEIFENEAEIE RIS ONTAP Select 41
BO& vSwitch o

BNRMZTRNEERE
ONTAP Select AR TTRMERE, WXFZTTRWBZEE,

BN RMKREICE
BT ONTAP Select EEERFZE ONTAP REIM4E, EAREFEER, HASRGRE,

5% ShRA<EY ONTAP Select F= @A E, &1 ONTAP Select VM # B &S =N EIAMZiE0CEs, BIiRMHSA
ONTAP M4&ix[ e0a , e0b F eOc o

XERORBFRMHEUTRS: B, SEMEEFELIF,

KVM
ONTAP SelectF] LIBFB N BT m&ER, EIMWEERREF ENBE—TEMHIAY. ATRTFHRIMEMS,

ESXi

TEERTXERASKEYIEERBF ZENXR, HPETRT ESX EMWEERZF _EFI—1 ONTAP Select
EBT R

* BT 5 ONTAP Select B IMLRECE *
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ESX ONTAP Select VM

Data, Mgmt,

Intercluster

Hypervisor
Services

Port Groups

vSwitch0

|
Active-Active NIC ——
Teaming eth0Q

Corporate
Network

() oemtEmERREURTESAEY, NEENICHE,

LIF 5

AR Z TR LIF DEC—TFTR, ONTAP Select f£F3 IP ZENEEBNZRES HIENEERED o It
TENENREFTEESEHNE, Fit, 8 P TERFEFEEARKH,

() ®BeA%SEE LF 278 ONTAP Select £BEQBIAIEROIE, HA LIF AEHERIE,
BIEMBIEE S FAHA(e0a. eObFle0c)
ONTAP ii5[d e0a , eOb #l e0c RZRATEHLITFEEIRER LIF BfZiEiRO

* SAN/NAS #hi¥;iiZ (CIFS, NFS #1iSCSI)
* &8, TEM SVM BIBEARE
« E£84EE ( SnapMirror 1 SnapVault )
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XL R EH TIHEIRREN THZEaESHHEME R NHNIFERRRNEER.

TEERTXEME, HPE/RTE VMware vSphere & EiETHIITI 52 ONTAP Select 58, 7<=\
TREEAEE X MUNMERE.

51> ONTAP Select SLAIERIE B E— M EBIRRVYIEARSS 28 Lo AAEBFNSIMNER I E fE R R IRBII K i

@ CABTIRE, XEimOADELETEMNEED, FATEETRAZE—TEZNE
FitiZRA

* ONTAP Select T REEBEMKRECEHA *

Fyr—
NetApp . T a
OnCommand ||+ :
Suite i Client Protocol iscsi ﬁ CIFS fﬁ NFS ﬂ
1 T Traffic 4
- r -
(o L 4 L “"I ’ 3 )
Shared | ONTAP-external Netwark | |
| ONTAP-intemal Network | i
j
[ S ! it s bt T (o ( ! e e ¥ F
Port ] pa-int aHint pa-int e pa-int

&1 ONTAP Select VM #E &N EIANLLZIEAL s, XEEASRIEAN—AHE I WLEIHD (ela E eOg) 1EfH
25 ONTAP ., EFA ONTAP B XLEACRMAIE NIC , BENIEFLEE2EMA, Hidd Bk MR = ihst 3
—EAYBEEO, Alt, SMEERSB/AZE/ N MIIEM LK.

() 751 ONTAP Select VM FRIMHEINRLIS S

XEEOEIEE, ARt TARSS:

* ela, e0b#leldg., EEMEIE LIF
* e0c. e0d, EEB¥MLE LIF
* ele . RSM
* e0f » HAGE
%[ eOa , eOb # eOg I FHMEFMLE L, EFAWRO eOc F eOf ITZFMAREBIINEE, BEN IR REE

Select %8, FEFIEMLZIRITRERE, NEXEHEOREE—1E 2 ENKZ L, TEEFRNEZE D RXLE
REPNEEC RS,
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TEERTXERASKEYIEERBF ZENXFR, HPETRT ESX EHMVEERZF _EFI—1 ONTAP Select
EHT R

* %355 ONTAP Select EEF P BN T SHNNBEE *

ESX ONTAP Select VM
Data, Mgmt,
Hypervisor
Services
Part Seueis ONTAP-internal ONTAP-external | | vmkernel
‘ vSwitch0
L eth0 eth1 ethz eth3
Active/Active

NIC Teaming i_
internal External
Network Network Routable VLAN

EAREWIE NIC ZEIfRENEMINEEAE B LERNNEZFENIARARMSBASGLIGER, L, &@d
NIC HEHITTREAHERE N WESE 2 L IMBFERZALE ONTAP Select 82851 i RIMERZAIMLE,

Non Routable

VLAN

HAR, IMNERMIEIR A AR OB ARMA NE SFEIE NIC Eices. JMBMLEER A FRYERD
IHARREMERNERRO. ik, AERMSEIROLTBERDRORIMBML L DA Fr&ERRC.

LIF 382
& IP i, ONTAP IEOABEFM. 5 FAS [E5—#, ONTAP Select £EEF L EIEERIA IP (a1
£8P i8], WBIRMLLIHO eOa , eOb # eOg EFEIA IP =E)H, FFimH eOc M e0d EFEEE IP =i

, XEROALIF EESHEERE T LIF [EE. ONTAP Select 2B EH SR 115183 BohH BLiR N EARSS
EORER. EI1F7S% RSM f HA BiEZEOBREFEE ONTAP shell 2FF,

@ FHIEFRE LIF #BANET ONTAP @5 Shell 5. HA BiEM RSM #ZMO7E ONTAP FfgiE, HiE
RER A TREEBRRS.

UTFETRIFAN BN EOM LIF .

BIEMEES r/EHA(e0a. eObille0g)
ONTAP i e0a , eOb #l e0g =FIK AR TEERERN LIF B9&ExiHO

* SAN/NAS hi¥;iiZ (CIFS, NFS #1iSCSI)
s £, ToMSVM BERE

33



« &£8EE ( SnapMirror 1 SnapVault )
() ®Bm%SE® LUIF 275 ONTAP Select £BERBMIAIEROIE, HA LIF AEHERE,

WL LIF (eOc, e0d)

ONTAP i eOc #1 e0d BEZIRAEEHZOMNE IR, TS5 ONTAP Select &E£E3¥Ti=H, ONTAP i&EHiEl&
{EFAERRZASHY IP ik (169.254.x.x ) EEIERFMERZEO,

() FERXEEOSEES P i, BRVAREERED,

SERNMERELIURZRIERRIERASE 2 EMNS. ATEEHEHEMEEER, ONTAP Select S2E¥HVIR(1L
BNERE (Gl Ha, RNMEERL) o AXFEEEE WAN SUREEEAMIRUE 2 (8530 HA T3 s skig 2
TR, NHREN\TRIEFRREEREE, X ERIERSMTEFRENT RECE,

BEXFAEE, BERN—T"WTH SRR HA ( MetroCluster SDS ) &£,

AT HREBEMERENRATILE, ENEEOEREAEAERMN (7500 2/ 9000 MTU)
() =EmpiEsinn, ARIEETOIER ONTAP Sclect SR AR IEMLA RS Lk
INFIMPIZS AL |2 P E

RAID SyncMirror 2 (e0e)

EAMSIHO e0e ERAEMEIZOE HARN T RZEIEZEFIR, e ERERIREREH ONTAP B
BENMLZOBMHIT, FTREEERHITEALRE,

w1 eOe BH ONTAP T A TAHMEFIAE, Fit, wOMFE LIF /£ ONTAP s 2ATHREN
(D system Manager IS RAI M. iiEORAE N HEEMEVEEARM IP #har, FXHEHL
Fo& Al P tthut, ENKRIROFRTEEMAERM (7500 F 9000 MTU) -

HA B (e0f)

NetApp FAS P51 & FIREH1E ONTAP &8 HA W Z EfEIRE R, B2, MHEXIMEFEEE X

FAPIGER TR (FI40 InfiniBand 3 iIWARP 1&%) , RIEEFHAERABRAE . REZE T SMoae, B

Rﬂu‘_xﬁiaﬁmtﬂﬁﬁ ONTAP ERERERIENHHIEINILEINEE, Ftk, 7 ONTAP Select &£85H1, HA BiEHIIS
E (Z LHEGRM) S@BEUKMERERVIENIZITEIRERSH,

5 ONTAP Select TEEEIEE— HA BiEiRO e0f » IIFEAEE HA BIEMKRIEN, ZiEOMETRTIE
IhRE:

* £ HAX Z B3R R NVRAM AR

HA BiERE@Ed EUXMIBIEE R hHEfEBENFIAE (RDMA) #7450 B3 B B MM O It
£Rim H TR o

BEEAF RSM im0 (eOe ) BIAT, FFPBEREEIET ONTAP T REREEET System
(D Manager BEMEEOMAERARD. Bk, TAEMIEON P ik, HEABHHO
RS EMKIHROFEFRERN (7500 FJ 9000 MTU ) -
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ONTAP Select NEBFIIMIRMLE
ONTAP Select RZRFI7M B LEBI4FIL

ONTAP Select NEFRILR

AREB ONTAP Select MENEFEETF =l Z AT {Ard, 153/ ONTAP Select SEEHRHEEHB(S, HA BEiEM
EPEHIIRSS. ML TROMED:

* *e0c. e0d.* I EEEBWLEEmELR

* *e0e.*ftERSM LIF

* *eOf *FEEHAEIELIF

BN AL EMIER N THHE ONTAP Select SEEFRVMERENMIEMERRNEXER, N THRERERREHHR
AGEOSHMUNESRED . FEEHITHERE. Hit, WMKZKIH ONTAP Select &R LA,

@ AN Select E£EBEAZ LIIMITREE A Select REFMLE, FIMIN AREFHEERE, ONTAP
AEB VLAN EAREEFEEM VM S EM

BHA RS MZHIMLZEIR AR TF—NE AR VLAN R E 2 EMK L, h@d Tl TMESZ2—F /it
121E:
* B¥HH VLAN tRic89is OB 2 B4 NEBEIA NIC (eOc Bl eOf) (VST HER)
s FA_ERHmAIREMERE VLAN , HPR4 VLAN FEFEAEMRE (HE—1NEFE VLAN ID B0
28, BN EST &%)

TEFRBERT, RENERERN VLAN 1RI2ERZ7E ONTAP Select VM Z 5 1THY,

@ X325 ESX AREM D HIL vSwitch o AXFFEMEIMSIHANEL ESX A BIRVEEER, AEB
MEBLTTTRITH; A3FF NAT S AR,

7 ONTAP Select &8, WEFSREMIMNEREMBM AR OENEINE 2 EMEZNRH#ITOMR. EMDEHXLE
imCO4ARY vSwitch IEREE, LHEWN FHRRMEESR, HA BENEGERIRSHAIBMNEMS. NRIXLERMN
KiHOAMMEFTRAE, WEERE MRS TR, EESTMEFTANEEN. Flt, MOTR, R"Ta
I\ T SEBFERMNZE ONTAP Select RLEfEFH 10 Gb iEHE; A% 1 Gb NIC , B, AILARTIMEBRILEH TN
7, ERRHIEN ONTAP Select EEEEVEIE R A 2RI E A SEIB1TAYEE /T,

W R EEEFPT LRI 1 Gb mFHAERE, wAILER— 10 Gb ixA, AT REHRINE

10 Gb 0, NRIFBEPNELHFIRSZRITEREM 10 Gb NIC £, MEEFD 10 Gb NIC EEFRZFML
, FEFE 1 Gb NIC BB F4MEE ONTAP 48,

MEBIAR B IEA SRR
Rl LA A MEERIOBEIZFINREIIES T RSB FRIAEMNLS, FTLMIEITar<HIDeployan < 1T EIFRB L)

AE network connectivity-check starto

BITU T UEENIRAVHH:
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network connectivity-check show --run-id X (X is a number)

WTERMGERTNEZ TR Select EBFFRBINEBMEZHITHIEH R, FUERILTANSTIRER (B NAS
FCE) , ONTAP Deploy E ONTAP Select E#Z50 % F i 0] BUH 1 TR FEHERRo

S2EI2MT ( ONTAP Deploy GUI —8B%)) BEIERNENENERR, (FACIES T RS iiEr ARYANL
gi’%o ETRHBNEES T REFTLENERER, RILZENASEHSRIERIRSEHCIBIZERIMT)

=t-o

M ONTAP Deploy 2.10 FF38, REBMLEFERR MTU A/NeJLUKE R 7, 500 E) 9, 000 Zi&l, Lbah, EBTLL
FERMNZEEOERERMAATF 7, 500F 9, 000 ZiEHI MTU K/ ZERIA MTU EI&E HEE IR A,
B, WRIFZERIFETE VXLAN EMEEE, NATUEIECAES T NEEIE,

ONTAP Select SMNEFRILE
ONTAP Select JMIMZ A REBMFAE HILEE, FHilt, TR T AR BERES T ol Bi#EE. RELLM

HKREWNRNBMETREXNELEENR, BEEANERTEEZFIHN ONTAP VM Z a1 IR,
FMEREIR R ] SR T IR AR /9 ONTAP Select [a)#,

AR A S PR RAI S EAE vSwitch /2 (VST) FISMBSSIHUE (EST) #REshasn
(D) . S, ONTAP Select VM A BRI LUE— i VGT B AR MINBREETITIE. H%
HAES. HEN— T HENEERERE",

TRESNAT ONTAP Select REBRILKR 5 SMBMLK Z BN EERX 7o
* REBMLE S IMERLS IRESE *

1 RE REBRALE SN ER AL

ML ARSS £2% HA/IC RAID SyncMirror  ( HIEEIEEEEE ( SnapMirror 0
RSM) SnapVault )

WLEPRE W Ak

AN (MTU) 7. 500F9. 000 1, 500 (BXiA) 9, 000 (2#5F

)

|P stk 53 BB BRENXS

DHCP X%#F S )

NIC 487

N T HRERASNINEINE R EIRUS RN B EE IR R RN EME 1T, BINERYIEMNKIE
T ZFFEAE 10 Gb FERINT REEFECE, B2, NetApp BINHIRIELEZTE ONTAP Select 8%
RYPRIERFISMEBRILR L2 NIC 487

MAC it A R

S ECLAFRE ONTAP Select 4% Y MAC it RPEMRY R B SL AEF Brh4l. ZSFIZFER NetApp &
BT FEMALH—IrRRT ( Organizationally Unique Identifier , OUI) , RS FAS RAERFEEAR, A
&, LWHIERIRIAETZAETE ONTAP Select T4 ( ONTAP Deploy ) BIMNER¥KIBER, LARGLETERRAY
TREEBHREEINEN I, BIERANENAIMNKIRO I ERY MAC ik,
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concept_nw_data_mgmt_separation.html
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concept_nw_data_mgmt_separation.html
concept_nw_data_mgmt_separation.html

XFEHIMSECE
R R (R HECE WSS LUK I se N BRI E BE /o

IRE[BENFRNEZFEAENERIDEREXETE, Fitt, EWZYIERSB[N, EMHMEZEZRARE, 7
PLUERZMAR. AZHEEASAEIRMSH NIC £, rligMepmOMZimOiED, ERENFTEEARE
[o XBIETEVMware ESXHZ 525 Gb/##140 Gb/FINICIEAIEs-

HTF ONTAP Select VM Y4 RES REEMGAVFME EIZIEX, Eit, BT EREESH NIC KiE VM BI&EMH
ETRSEHYAEAREREAAEE, ILERMEN 10 Gb NIC S{FEMNEIE NIC  (25/40 Gb/ #b) KM
HEEMERE, tbIh, BEHIFFZHMEEE, M TFNT=EEE, XF 411G wOA 1 10 Gb IwH. XF
BT LER, X211 G6Gb O

M RREENZNEE
RIEEB A/ AILERSMRSHFHIUAMEE.,

EBAN RIEER i

RS e 2MGbE 2/MOGbE

W &R MetroCluster SDS 4N GbEDE 1M 0GbE 21M0GbE

4/6/875 R EEBE 2/MOGbE 4N 10GbES2M25/40GbE

@ AR IEEEITHSRER RV R ERIAIMI SRR N 2 BT, RARIRERERS M
PRERREINICHEER B Z BE TH R,

ERZ MR TEECE

INRBEBHIEF A NetAppZINfER TEFIRHNZANECE. FAXEFA] LUEEEP. BRI
H IR,

37



Virtual Port Channel (vPC)

Ethernet Switch 1 Ethernet Switch 2

EEEEEN NEERER
= = EEEEEE EEEEEE [

ONTAP-internal:
Virtual Switch Tagging
VLAN 10

ONTAP-external:
Virtual Guest Tagging
Native VLAN 20

ONTAP-external vSwitch 0

ESXi_EEYVMware vSphere vSwitchfd &
X NIC F1P0 NIC EZEHJ ONTAP Select vSwitch ER B 1 & T & 5 BR,

ONTAP Select XA E vSwitch BEEEM 727, vSwitch BEB. %I\ vSwitch ZiF5ERESM1E ( LACP
) o ERBER—MEINMNNENS, BTFEZMNIRERS Y BREa TR, LACP B— SN AT xR E
, AT AN SR MR, YIRS O AIRSE —MBiE@EET, ONTAP Select B] LU SEZE A FERR
BE5 (LAG) MimOAREHHE. B2, NetApp BINERZ MIBIROERE R L1758 (Pd) im0,
LB G (ER LAG BB, EXEBRT, $REMND%HI vSwitch FIR{ESEEEHEER.

ATILEIN NIC FIM NIC E2E N FAEY vSwitch ER & H £ i F 8 5k,

7EBCE ONTAP Select EF IR ALAR, ROEE TERESLE, mOAARNNHEFEREERE T REMIEO
ID FYEEH. VMware ZINTEIEEE) ESXi FHRIR MmO L35 STP i&E 79 PortFast .

FA vSwitch BELEEERE/ R MIEMEISECFHHE— NIC B, ONTAP Select SZ# I mEE¥(EFT
— 10 Gb &, B2, NetApp FERIESEEZ®ET NIC BEWHEREE TR,

7£ vSphere fR5328. £, NIC AR—MESIE, BTRZSMIENKESESMLE—MEEEET R, MMmATLL
TEFrE R RIROZBHZENERH, BSOICE, ELEYIEMIIFIER T, ALUEIE NIC B, AT
EAREELTE R AT LIEEN AT NIC 42, M NIC ARFE Ll E, EXMERT, RBRXEATH

= —1
IR E,

@ ONTAP Select A& #E#Sim @8, 77T vSwitch SX/EMH T LACP RYEIiE, 1BfEMA LACP
LAG FIBEE R LAG R Z BN E DAY,
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WFHETRERE, ONTAP Deploy &35 ONTAP Select VM ER & X IMEMEERIOLE, FRERNT B
MEFERAERNEOAS (%) FAENHEOHE, MFETRER, JLSREHRENYBIREOENENEA S
AINEISNER IR O AR,

WFZTmERE, ONTAP Deploy 3545 ONTAP Select VM ERE AN AL ERA— NI NHOH, mx
SMEBMEE BRI ER— R NEOE, ERNT REERE UFERSINENREMRENROAE, BRI LUERSH
MimO4E, EENTREERERESHNEREEZR—IKOH,

@ ONTAP Selectiz % 2 #FI0 1 vmnicso

FOEE DRI vSwitch LIRS m - MR O

AUAZTREFPHNEITRAVELENROSE, SMNROAHE—MEEROM=1"&ERAYERD, 0T
BIFfro

BT BB MIRIEOR * vSwitch *

Hypervisor
services

Failover

ESX - HaM
Standard Priority
vSwitch Order

VIMNICA VM NICE VIMNICT?
VMNICY Controller A

HAEEAIRTPHINFIFEERE, TREHRT O NROAZEYERO 2556,
* MERRECEMZINEE *

im 2R 5hERA. 51ER2. AIER1. AER2.
SETH vmnicO vmnic1 vmnic2 vmnic3
(S INE vmnic1 vmnicO vmnic3 vmnic2
=FM2. vmnic2 vmnic3 vmnicO vmnic1
EFM3. vmnic3 vmnic2 vmnic1 vmnicO

TEIRZSRT vCenter GUI  ( ONTAP FMEFF1 ONTAP ShEBimE 2 ) HIMIMSSimOAMELE, EER, JEanEht
2RBEREN K, FLIKEF, vmnic 4 1 vmnic 5 F—4I2 NIC ERIXIKO, @ vmnic 6 1 vminc 7 @
BE— NIC ERIEMNEHO (AR EGIAREER vimic 0 2l 3) » EREERBNIRFRET — Mo EREEE, K
ML PHNIROMERE—. &HEYIRBPINEPIEOINFERNIMBIR A 2 B# T MBI,
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$1Z8% . ONTAP SelectdEfimOAHACE

= ONTAP .
FPreperties Load Batancirsg CrepiTise
SecwRy Pkt TRELTE D3N ] Cwwmae
Trafle Shuagereg .

A Thew sclapled i

1 =

¥ arwdley gl i
1 B
e
e

1rmries] siapfes s

O S et
552EB43: ONTAP Select/MN2Bim4HAC B
& ONTAR Extornall - Edet Seltings 3
Propenties L baanEig [ e
Secaiy Metwork fadure detechon [ Owesride
Triaffic shaging Pty el [[] Oveemte
CEEECE —
Fadbomey' o e
[ Cvmmae
dcine adapiers
ﬂ W T
Standly adaptens
- s
- Rt
- Rt i-:"
Unaised adaplirs
Eatect hctww and vandby p2aplers. Dunmrg & Eedver, SEanay Sdaptars wBvals i Db ides Spelsied slave
0K Cancs
NEFEIE, PEUT:
ONTAP 5B ONTAP#MNZB2.
JEONERDES . vmnics FAIERDES: vmnic7 , vmnic4 JEDNIEAZES: vmnic7 FAIERECES: vmnic5 , vmnic6

,  vmnic6
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TERIERTREMZHEOZE (ONTAP RS ONTAP WSk 2 ) MEE, 515, EohEhtes kBRI,
FUIZER, vmnic 4 # vmnic 5 2FE—4732 ASIC ERIXIHO, M vmnic 6 1 vmnic 7 ER— ASIC /Y
KUWNimEH. FRERSBNINFRET — N BitEF%E, ININEPHNIEONRRE—1. FHEIKRFPINLIH
B R 7E 75 N PR 2R 20 27 (8] 1T 28 BV 33 #

* % 1 %% : ONTAP Select NEFimAHAIE *

., CHTAP dntusnal . Edit Seftings
Properies Lsad balancing %
I ¥ Tt
Taffic shopeg —— -
v el [ o
L]
F e et
e
hrine bt
i Ll
Sy aapliny
M
‘ L1 ] ;
d r":"_'l{
lempiaad sl &
atect e and stancy adictes During o baover, landby adapters acivite o I 0nder specdied o
I;ﬁ o

* % 28859: ONTAP Select ASREHROH *
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5, ONTAP Jermal? . it Seftings

Froperes
Securty
[1af shapng .
LA B
w Fpe
Aciwe adagins
I e
Sandy sdagiery
il |
LR B
e
W s
russid el

1 ] i
RNETFRE, BT
ONTAP RZB ONTAP RZP 2.
JEGHIEHACEE: vmnicd FAIEADES: vmnic6 , vmnic5 JEGNEACEE: vmnic6 FAEECES: vmnicd , vmnic7
, vmnic7 , vmnich

FES DRI vSwitch LURENT R MR O

ERMINEE (25/40Gb) NIC BY, ZWAIHRAHAKREREHS LSRN 10 Gb iEAcEMEEIFEEM.
BMENERMMIREERS, BN ERIMEOA, wOADEWT:

i {MES:] 4MZ81 (ela, eOb AZR1 (eOc. ele)  REF2 (e0d. e0f) M2 (eOg)
)

SETE vmnicO vmnicO vmnic1 vmnic1

ZH vmnic1 vmnic1 vmnicO vmnicO

c SN EEERNEE (2540 Gb ) #IRuEORY vSwitch *
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Hypervisor
services

Port groups

ESX -
Standard

vSwitch

VMNIC1 VMNIC2

Controller A

ERARMEIEO (10 Gb HED) B, SMNROLANEE —MENERRM— SRS, FHERKIE
o NENEMNERT ST M ONTAP Select &8, WTFRETRER, AJLUBEXMMERREENIIMNIROETR
Ry EEMEECER.

LT REIERT vSwitch BECE UK A TRAIEZ T 55 ONTAP Select EEEF IR EFFIIMNERB SRS IR N [ 4H,
WRMLZERERRT, JMERRILEE] LUERRERMLE vmnic , ERAREBMEE vmnic B F Lt OAHEE HEHIE
o INEIMLIVIERIETFHER. FERNHEOLAZBRBFERENFER vmnic X F7EMLE R TERE) IE it 3T
ONTAP Select VM #1THEEZRBEXEE,

S NRARARMERO (10 Gb 5(ED) BY * vSwitch *
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Hypervisor
services

ESX -
Standard
vSwitch

VMNIC1 VMNIC2
Controller A

XF LACP #9370 vSwitch

EERERFERSI vSwitch BY, ATLER LACP (REXAZ
LACP BEEEKRFAE vmnic B F— LAG #1, HTHRYIERENEEETHNAERO EMAZIFENTF 7,
500 /9, 000 ZjgB8y MTU K/)v. AREFFIIMEE ONTAP Select RN TR ERAIBE. RNIBMLRERFE

BE (PRE) BY VLAN . IMEBMILEATLAER VST, EST 2 VGT,

UTREIERT R LACP 9%, vSwitch ERE,

£/ LACP* BfRY * LAG B
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Mame: |0N‘I'AP-LAG

Mumber of ports:

Mode: [ Active =]

Load balancingmode: | Source and destination IP address, TCPAJDP portand VLAN | ~ |

Port policies

You can apply VLAN and NelFlow palicies on individual LAGS within the same uplink pon group,
Unless overridden, the policies defined at uplink port group level will be applied.

VLAN type: Crvemide | VLAN truniing

VLAN trunk range:

MetFlow,

* EFABEREA LACP #9537 vSwitch RISMNBIR A E *
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(O ONTAP-Btemal Settings =[0fx]
|Route based on IP hash -
|Link status only -~
[ves 2
[ves =
Select active and standby uplinks. During a failover, standby uplinks activate in the
order spedfied below.
Name . 1 Move L
Active Uplinks —Dl
ONTAP-LAG e Do |
Standby Uplinks
Unused Uplinks
dvlUplinkl
oK Cancel
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< ~Policies -
[ Policles Teaming and Failover
Sacurity e
Traffic Shaping Load Balanang: @ [Route based on IP hash -
Network Failover Detection: |Link status only -
st b Notify Switches: |Yes -]
Miscellaneous Failback: |‘|’e-s LI
Advanced
Failover Order

Select active and standby uplinks. During a fallover, standby uplinks activate in the

order specified below.
_vovewp |

Name [

Active Uplinks
ONTAP-LAG
Standby Uplinks
Unused Uplinks
dvUplinkl

LACP B Eicigtlim NECE Nis @8, £\ vSwitch ERALLINEEZ AT, BHR
EIEWEERRAT LACP HK1&EE,

®

YIRS ECE
BT 8 A Z AN R B IR BC B 1R (S S

TERTE MEEIA ST AR ZIVIE IR AU IR RS, NAFAE R, AEEEARESINIARIERS RS
E VLAN {RIERIREY RE_ RS R.

R@Edss 2

IR AR O N ECE A P 4kim . ONTAP Select SMBRER LUBE LU TRMARNZ—EZ 1 E 2 EMKZZ(E
#H1T00R. —H737A=Z, B ONTAP VLAN *ﬁiﬂﬂ’\]ﬁ?uﬁﬁ”ﬁﬂ’—ﬁ—ﬁ\ﬁﬁ”ﬁﬂiﬂéﬁéﬁﬁﬁo S—MAEE, EVSTIE
IR ERNIROHA DL EEIRO ela o EIEMIURIE ONTAP Select IRAUN BT REZ T RECEN e0b
1 eOcle0g HDECEIEIR . WIRIMNBREE %’74\% 2 ERRZEEE, W EITHRYBES G ONEE AT
B9 VLAN FIRFPEEXE VLAN

ONTAP Select NERIMILR S A fEFE LA SEER 2N IP ok e AR BMEO#1T. HFXLE IP It ReERA,
FEER T R Z ERRENRBLIURE—1E 2 EMS. 321 ONTAP Select ££8¥ T R Z BIRYBEFHER o
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=
BER7TZT = ONTAP Select £8P — M R Al geFANRIENECE. FLRGIA, FEEREBFIMERRLS
ImO£ARY vSwitch fERBIYIIE NIC EZEIR—D LA, RVAERER AR VLAN R SR E IR
=,

@ 3FF ONTAP Select NEBMLE, TEimOARFHFHITIFIC. RAUTREIFFINBMLEER VGT , B
Zim AR 4F VGT # VST .

* EAHEYRESIRNAINEEE *

Single Switch
Ethernet Switch
o R | WAN
ONTAP-internal:
VLAN 30
ONTAP-external:
Virtual Guest Tagging
Native VLAN 20
‘vSwitch 0

@ FLECER, HEMRIGHN R RS, NREEE, NERSZS N IRTIRY LEYIREHSRIES
BB ML,

Z NIRRT HEA]

FERE, NERASMIEREZH. TEER T —NET = ONTAP Select B — N1 mFRfERRIE
WECE. WERIROHMIMNBLE AR NIC 1@ LA ZI R ENYIEEIAN, MMRIPAFR 228 84
STHRANEFER R, AN ZBECE 7 EEMAIRCEE, LB LI plivia) &

* ERZS MRS HIBECE *
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Virtual Port Channel (vPC)

Ethernet Switch 1 Ethernet Switch 2

ENENEN EEEEEE } |

ONTAP-internal:
Virtual Switch Tagging
VLAN 10

ONTAP-external:
Virtual Guest Tagging
Native VLAN 20

ONTAP-external vSwitch 0

PENEIERERE
REERENEERERBEELIRNE 2 EHEFR,

ONTAP Select IMBMERESIEEIE (CIFS, NFS#iSCSI) , BEMEH| ( SnapMirror) A&, 1
ONTAP 58, ﬁﬂﬂ/uuzﬁﬁﬁﬁﬁ MERMBEEEZEO, ZEOMXITHREEENMEIRO . £ ONTAP Select
MNZTREET, XEHEOEENHO e0a 1 eOb/e0g » EETREEF, XEiHOFEEN eOa 1 eOb/elc ,
ﬁﬁEﬁ%ﬁﬁ”ﬁDﬂUﬁ%Fﬁﬂzmﬁﬁﬁﬁﬂﬁno

NetApp ZIEHIEREMNE Ei,ﬁiﬁm% YA S 2 B, £ ONTAP Select If85, BILUER VLAN Fx
IOETERIERE, Ak, ALUE—H VLAN #RicBis DA D ECLAMLiEEes 1 (50 e0a ) , BTFEER
2, G, EBAILAHEO e0b eOc (BT REER) UMK eOb Ml e0g (ZTREE) HE— M PIMAVIEOLHELL
iR R R,

NRASASFIEFTARR VST RS R &A1, NAIEEFERMIENER LIF BNEEER— M EMNKRO L. =
WATUCIR(E, BRI VGT B2, VM BRIz iZFHMIT VLAN 1R,

£/ ONTAP Deploy SEFI2FE, TiH@ i VGT SR EIEMKIRE, thidfenmEsEsf
REBFRRERIT.

fEM VGT MM T m&EfhY, ERBEITHMED, ENTREMHEET, £ ONTAP 2R AZAl, EATR

BIE IP it SRR EITIEE, A, MHNFTREELIF (%0 e0a) MYIROAZEF EST M VST #5ic.
tesh, MREERENBIEREEAE—IHROH, WEBNWT RERHNSH ESTVST .

VST # VGT XMMECEETIIR . TERRTH—MAEE VST, HRE@dDErEO4HE vSwitch
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B#{Tirg. EEES, EENTRER LIF 2964 ONTAP ix0 ela , HEI D EMNIHOLAMER VLAN
ID 10 #1THRIE. #E LIF 298248 1% 0 eOb LUK eOc 3 eOg , HEAFE - NxOHNESE VLANID 20 .
SHHOFMAE=iKOH, HEMTF VLANID 30 L.

* £ VST EMBUIENEED S *

Ethernet Switch
PortGroup 1
Management traffic
VLAN 10 (VST)
e PortGroup 2
— Data traffic
vowte | vianzs VLAN 20 VLAN 20 (VST)
- e e PortGroup 3
Cluster traffic
VLAN 30 (VST)

Data-1 LIF:

Cluster-management LIF: 192.188.0.1/24

10.0.0.100/24 | i

i Data-2 LIF: i
Node-management LIF: . |
10.0.0.1/24 192.158_.0.2 24 i

TEERTE_MARVGT, EXMERT, ONTAP VM £EEKEBEARRBIHPH VLAN BOMHREH
1THRig. EURAIFR, E#liE0 e0a-10/e0b-10/ (eOc 8 eOg ) -10 F e0a-20/e0b-20 {iiF VM i eOa I
eOb BTIER, ILECE R IFEIETE ONTAP FHITMEIRE, MAEE vSwitch BT, BIEMEUE LIF KEEX
LeEPMimaOLE, MAUE—D VM imOF#—P 9 5E 2 B, 8 VLAN (VLANID 30) h=EiwO4
HITHRIC,
. 5I: *
* FRZA IP AN, XMEEAFXLEER, NMREFEH#H—THTZERBMNZIEF, 5% VLAN iI5O045
AEIRHAIBENX IP ZE)H,
* BEHIEVGT , ESXI/ESX FEAMLRIESHECSE N TUEIZEIYIRATHA L AYh ks, E 35 IR A A% O
HMTUSE VLAN ID & & J 4095 , A BETEiHO4E /B A4k,

* £ VGT SMBIEMN EED S *
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Ethernet Switch

EENE

PortGroup 1 - No tagging at Port Group Level
Management traffic

VLAN 10 (VGT)

Data traffic

VLAN 20 (VGT)

PortGroup 2

Cluster traffic
VLAN 30 (VST)

ONTAP Baisot VM

Default m

Broadcast Domain: BD1 Broadcast Domain: BD2 |

Cluster-management LIF: i a0 |1 eln0 i o020 || etb20 E Data-1 LIF:
10.0.0.100/24 | ! 152.188.0.1/24

Node-managementLIF: e Data-2 LIF:
10.0.0.1/24 152.168.0.2/24

= A AR

Sr AR E
RS eI AMIED, NENEERRERN HA RS,

ERFARRNAREF TEHMEMELRFERET B ERRESG LETHNETRERNERSE, BEXHRE
P (ERENM B ENRENFERHRAE, RESMERE T (RPO) B HARAE AIRIPE R X EEMEE
$’Jiﬁff£¢&ﬂéﬂ1¢ﬂjﬂﬁﬂzﬁaﬁﬁ«—éﬂlﬂ’]"ﬁ&?&%g&ﬂ oMo

SDS HMRA—80 BE T EHAEFERISWER, RHEHAEIEREFEINSZEFES TN AP
BRI A SRIRMEIESIERERE ). ONTAP Select TEULRTIR TA9#E, AIfER ONTAP RIERIEIY EHThEE

RAID SyncMirror ) 7EEB¥HRTFE— M ENIMYAE P EIERIZA, IHRIRAETE HA W ETFXH, 81 HAXWEE
FRERNAFPSIERA . —MITAMTD RRMEE L, —MIT HARH T RIgMBE#E L. 72 ONTAP
Select £8fH1, HAMBET EWHPET—IL, MENINEFEDIBRBIRER, Flt, AP EFRIMERES TR
PR Ao

@ 7£ ONTAP Select ££85h, EIF EFITHEER HA SLHERI—INTNEE, MIAEFE SnapMirror T
SnapVault E%I5|21ETNEE. AP EHIFEEIMILTF HA A,

ONTAP Select HA ZBBEREHM: ZTRERH (I, APMH/\NHR) FMAWHAEE, WS ONTAP
Select EBFHIRH4F = 2 EAIMRIAARSARSS KR RSB, ONTAP Deploy IV BIEEERBEMNFIEN T =
HA XTRYERIA B 2E,

TEEZRT XMIH5R,
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* B2 AR HERRMIEIEFMEIIINT = ONTAP Select 58% *

ONTAP
DEPLOY
Mailbox
Disks ///'

Max Latency: 125 ms. RTT - .-
Min Randwidth- 5Mbls T ———
iSCsI

(D XTI 2 ONTAP Select SEB¥H—1 HA WA —MEERRERM. £ HAXH, STERET R LR
ERSHHTRATI RS, MRRERFRE, WAIEXRERAEE.

“ERAHIEEZAERIT T RONTAP SelectS8f

* [97552 ONTAP Select SEEFHM ™ HA XM, 73T RM/\ T REE2 3B =MD HA WA, T8
HA XS, BMEET R LNBIERSHSETREIRE, MRRERERE, WASEXREMHIE.

* 3 DAS 7FfiEY, —MIEARSS 28 £ RAETFE—1 ONTAP Select 5£fjl. ONTAP Select FEX RGTRIZN Y
RAID #FHg#1TIEERIAE, HEIRTFEREAMERNEE, IRE5EFHENYIEERE, N ALK
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_/'5

el

W= HA 5% HA

5 FAS [&5IR[E, HA XHE) ONTAP Select 1 {G@ET IP MK HI1TEE, XEKE IP WESEABFE (
SPOF) , MLEMEZ D XIS TN — M EEAE. ST aEELUAZRTAHE, BA=15E
SIFEETNT A LB B PR, W SEEHKEE ONTAP Deploy BERMITERIAAR 2 AR SS SRS I AR RIAY
712

ONTAP Select Ti 5241 ONTAP Deploy JAfZ2siRS Z BN NIE S WERERD, FEEEHEMRERES, At
ONTAP Deploy EIWIAT LUIEE7ES ONTAP Select W S E B R RIREIEFOH,

LT LW T R EREROIHARAREY, ONTAP Deploy BRI N ZEBF R AT ERAI—BRSY . WIRIA

fREERSAAA, NMTREHGUASEMHEE, B ONTAP Select SREFHIFEMIERZ IR
@ . [k, ONTAP Deploy JAf#a3ARSSHHS HA XREIET ONTAP Select i R fRIFF4EE

:}E{%o BEEHPHIERIRIT, EOFE 5 Mbps BIHEM 125 EWHIRATRATE (RTT) &

WNR 7T HIAREZSEY ONTAP Deploy RN E IS AT BE R AR A, WATLAER 4% ONTAP Deploy REHRIE
AT mER PE. X2SEFH ONTAP Deploy [EIMHI T A EIE ONTAP Select T, BEECHINSS55%E
fhEE L. ONTAP Select T1515 ONTAP Deploy MWz B)fViB 5 rh@Ed FEHAE T IPv4 B9 iISCSI N RE
. ONTAP Select TR EI2 IP it NEEhFER, ONTAP Deploy VM IP st Bi5, EHitk, EEIENTSE
BEEY, TRER IP MUEREES I IPv6 ik, RGBT mEEERY, RFA=BE 62 ONTAP Deploy FEEHEFE
W, FHISEHRKEIERA ONTAP Select TR EIE IP Hiht, BNMECESEIREREBEEIHIT, TERITH—
SHEIRIRE, CIEREEM ONTAP Deploy LI RiZERMNEINEESE,

NRABNERRIRBFSRMUE, WEBRITEERR(E, BIMERI ONTAP Deploy EEMMNESR, BeIIRE SR
o B2, NetApp BiNEELAILENNTI REEHSED ONTAP Deploy iz,

T & HA 53T S3EHE HA  ( MetroCluster SDS )

AU T R EE) / £ HA SEEHEREIERAEER, HARERES M N RREERERNSIEROH. W RESR
S REREERF (WFF/ MetroCluster SDS ) Z BIRYME—XFIR 11 = Z BRI LRIERE R,

MAREBHEXN—1EE, HPRITRUTE—SUESO, BE 300 X, @F, mMTRBEFRERR—
PSS B — AT HRAL B 5ERE (ISL) PUESSIHRAN A L1THERR

XTI MetroCluster SDS FIEX B— 1 &8, AR (RE/WE, FNERNZRMMAERIEEFRL) ¥IERE
B 300 Ko ItbSh, ST R EITHRIEREEREITRENMEIR . MetroCluster SDS FHEE L RAHE
o B2, HEMETIER (RTT &KH 5 2, HE&AN 521, 25K 10 2W) NMEEES (&KH
10 28) HEXR,

MetroCluster SDSE—IEKINEE. FESEMIFAIEHBEREZRITAE. SRRITFRIESZFIEIEFR/NE VM
A% HDD #1 SSD 7T, mEXLIFRIERSZ1FEIENVMeIX 523,

AHEIETZE (DAS) FMEZ7EME (VNAS) 39523F MetroCluster SDS » &=, BF

@ ONTAP Select VM fIXZZE 2 BIBINL, VvNAS BLEREBERBEER S, MetroCluster
SDS EEBENMET m2Z EieiftRi 10 EMWIER, SEREEMEIER, 52, U= Select
VM ZBRVIERE AR, RAMFXLERE, HEEFMEERHRA R,
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HA RSM iR %GRS
f£F3 RAID SyncMirror (RSM ) , HB&HBEEME NBRERLIEHIEES,

Cibz=lil

ONTAP HA B ETF HA BT LS, ONTAP Select Bl3@id #F ONTAP £ RAID SyncMirror  (
RSM) INRETESEB TR ZEEHIEIEIR, MGG BRIERZEMARSSEIFER, MTASDHE HA X
YA P ERIREF R

A AR RS UBEEmNMUER L. BXEFAES, B8R —T "WH R EFE HA (
MetroCluster SDS ) E{ESLEL"
RGRES

—> ONTAP Select £BHME/\ M T RAM. 81 HAXBERMNEFAHRIERZ, XERIZ9ET IP MEET
RZEFEZHER. LRGENAFZERN, ERMERGN— RN, EHERGEIEFZEMEE.,

WATERR ONTAP Select £EBFIFRE RS, MUEERET &R BIRHEENE, FHBR A EEARER B
SPOF ONTAP Select £EHHER SR HA WHRENT R IRHAEINEENE, FERUUTHE:

s —fAARHIEEEE (3 HT ONTAP Select 1912 (H)
s —AFGIHE (HYFIT R HA BT Sied)

@ BTHRRGERSINAMHESTIZEREBEN A/ CIER. XEREMAM 0 M1 (DHERTR
FHFANZIZREN) o KIMRSEENLRERETREMRE,

X7 ESIRE ONTAP EEHN TEL NAEIRAEEIRRE, IERHF K3 ONTAP Select SEEFFRRIFR AR
BNBEEERT. REENESHIENAEIATNIRGRIAR. Hlt, 825 N MNENHENRSTRMHEST
N/2 PN HERME—TFE, NS MUERIARBEHA SN —HEE L,

TEERTHETI R ONTAP Select S2E8FHIY—1 HA XY, HEBHFRE-ITERE (MiX) , ZRESEAMD HA
X miEiE. WHIERSHMARINGEAER . —HAAMEE, B ONTAP Select FTB&ER TR (M 0) &
fit; Z—ARREHE, AREEREENTR (A1) #i

N0 BEBFIBRMEEN TR, M1 BRTEIREGHENNRTEFEA P HRIES — N E68 R ENEFE
D ARSI SRR DECS Plex 0, MXTIRAY HA BEC T UG HAER 7 EcLE Plex 1o

ETES, ZE—1TESR N EENEGRERS, KBANASSERINNENERET A2 E#THRE, FE4Ht
W52 NET-1.1 BF Plex 0 DR, MIETIZHEEE NET-2.1 BF Plex 1 9B, FHRFIF, BEMELHEEN
MEBTHIRE, HEAAMEEE NET-1.1 F1 HA ECXSE 55 NET-2.1 6

* ONTAP SelectiB &84
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HA Pair

Disks mimaored
over IP network

................................................

aggregate: test

EE ONTAP Select B1/E, R45 LHFTERMBSHALMATRATERNM, TRAAIEHE
O ARATHITHONS B, SHOTL LR SR TRA T ERRL, HRU RN REAT

PN TES

AEETRZERT RERERUNERERZGHER A ERBIENERZIFEANS AR ONTAP Select 5
BT R RANREFEEAR . IR EER .

* Bk
e

HEFFEHIE ASETHIE LIF #47, 1235 ONTAP Select 5B RS EHIEMIL NVRAM R, A
EEEALES . 7 HARES, TaRFR— 5%, EAXE NVRAM SNIEERTERIAZ 813 A5
EIRATEATE S HATR TR, IRAUATRETIEA0E, BORAHE HA T TR LIRS

RKENRIZEINVRAM [5, ONTAP ZEHRFIL D XHIABZ N ZIMENBIEINEE, hERRMARETF. gl
TEEREMENEETR ERE—R, MASE HARM TR LR,

TEIETRTEANBNEKE ONTAP Select TEME NKR.

* ONTAP Select5 NE&Z T{EA

55



.
=100

ONTAP Select A ONTAP Select B

NVRAM

& .| Plex1 ﬂ ;

______________________________

FEANENBINEEUTIE:

* S N2EEd ONTAP Select T A ARIZIEIZEOHNERS

s ENBRREIT S A B NVRAM H543 HABRW TS B

* EFN HA T2 E#B7E1E /0 IBRE, ZIBEREHIAEE F ik,
ONTAP Select M\ NVRAM B ZZIZIEERES (ONTAP CP) S1ELUITHE:

* SN MEI NVRAM BEZ3 B SIER S,

* SRESIZBERRET EREIR M,
HA EiF4iE R
HAEZONES, HABRFE, HAKRMES, HA HPEEZIERTFIERERRF,
HEEKIES
RE ONTAP Select HA ZR#FI B 7 124 FAS FE5IERNIFZRIBEREZR, BIEE—EHIMER. EFh— sk
BERERMETHENKNES, XR—MIERTMEIEESHE, ST ERLLS AR IEMERE SN
HITH. MNBEREHPXNER, BEHMEHIES M, ERES—FEHIANS—HEXFAHEREZESE

APER HA SEREA 2 E MR EIERS, ONTAP BT B FHER B E XN G EREINX—R. X=Z HA HiTE
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BOfEAL, HABRREMITHIEEMHEL, ERTREALUERELNESER. XA TERHEERE, MME
REHPEIETEET E M APk

EERAHZFME HA 224989 FAS P51 L, ONTAP & LA 75 TURR R AN R)

* SCSIEKAMTIE
* SKAM HA TTEE
@ HA BiERIER HARRES

B2, £ ONTAP Select £E¥THZRMP, TTRREEEIEHCHIZAMEME, MAREE HA EEXT mByZsit
hE. Hik, IRMLED R HA MBS —MRE, NIEEMER LAMRESEH hHMNEIERBITNNTG %,

RETLZEERIEMECNABRTTE, EMATE—MRESE, —MARELTHZEREBITS

%o ONTAP Select #—# R 7 A RIEBFEEMEI, EEPIUELAENZ D XNTELIFRGE BTHESF
fEARETA, EIERTLUEE NAS 10 aRFaHEE R STh R, XA iISCSI th D mEB M &R, BN
TRERPRIEMESE, Fit, S8 SR LURIEXN XL PR S RS2 ARAR, NRE TR
IAIEE HA BoXd 15 m BUNEL T R VERFEREER, Wiz R AlREEBs BB ITIRA R

@ R REEBH RN I R R ERFE SR AN B T E NS S 7772 Z TV = ONTAP Select TR
BN RIRT RE— T R ARSI RE,

HA B384 %0

HA BRFEZRMERTEE R HIEN. SR T RaERRERTIFrEEtmfEHE (BERR%S) LAHES, B
TRERAELEREET. AETRARFHNEHTHNESHER, S8T R NS IIEHESMPTEHMER
TRAMHS.

EZEE Select £ RRENEE T AT HEMIEFIR, WHETNPMRERE, RAETRIER
FERET RBERNR N X AEEFFRNG . HEHEEESE NS TRNDK, HEEM Select &
BT RET iISCSI WEHEH, XETRaERETINAAHREIMEHENENIX, ERNHERIEET
RYRDEE 481 )R ERAERE R, 1ER] LUBE Rlp R M R RIB1TIR . B0, SRETTRANMBRI UL HEISE
BT mDBVHEPRE. (EFNRERMEITIRCHIEAE, LN ST RDITARMEIT RCHERE. FEtTIRCAIEEX
HE SRR MRS,

HA 12 IES

5 NetApp FAS FF&—#£, ONTAP Select 2F @Y HA BiE4 1% HA KIS SEE. 1 ONTAP Select 28
o, IEREEIT HA BEEX T R 2 [BIR TCP/IP MSEERMIT. o, BTFHENKIES EESEEIIRE
HA EBFEHEER, SR RMSRHIIRERE., XWHESR/LMEE—R, HERHTIER, BT A EMZKXLEER
RIS, ONTAP Select EBERILITEALY 15 QN HA tRFESEM, X5 FAS & HIRHMEDHERE. MER
HIZENWESHEE, WMABIEEZEEMN,

TEIZTTMEN ONTAP Select EBETRT AT R C NAEREE HA BEMEMRSREE AXFZEIIES
HERERE

@ MELNES BT HA EERIXE HARSH TS D, MEENIESNEFRBEEFTRA, B,
C #1 D L{EmRupFata

O REREPHHAKIES . RERS
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IP Hearbeat

4-node ONTAP Select cluster |

2

7 -~ - g
Server A Server B Server C Server D

Mailbox Hearbeat —

... i Wl
Cluster root disks  Mediator
Mailbox disk

HASE5 5 MIRE

EHEREZIR(ERRE, BITEEMNTRSFERE HA BN T AR A A ENET SR EidE. TP IR
I/O B LATCHBTdkss, B RcEHILEIENEDN, ARAEEHRITRIE, EFE, ONTAP Select Az Hm&EHIR
T, AAXEEHERELESETHNT R ENEREK,

ENMEHNT REMMANERN, KEMRLRT EIRIEF. BT EIRFIFBHIREEATSIMRER, XERZE

ERMEHRENE, TRZENNEERURES NN R LHEFRANEE, RSP ROFAFENNERESED
10 DHHBEMREED. AXMERT, FERERTEIREFEHIE. AJUERU TGS EIERY MERHE

storage aggregate status -r —-aggregate <aggregate name>

MERE
14
MR R B T

AT REEAHMEENSE, ONTAP Select RBFRIIMERERIRERBIRAER . REEHEERTIIFEONTAP
Select SKAIMERERRARR. U TEFIIHFE ONTAP Select SKAIMERERN—LERIZ:
* RRDHTIER ¢, —ARR, RFERRERIIE,

* * BIBIES ZHHE * o ONTAP Select AMERZHAEINEE, EXIFZHEEEFMFNEIEEEFTHEITE
BRIt mER —ERENRE.

* * RAID RECEMKEXMESWEREFREIER * o EIMEERFRENBIALRIZF P T BRI NE
N R EhIZR.

* * RAID AHYIREhEZ B FNIRTHBZENE *
* * BIWEBERRAEFTEHMMERRT * o
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ONTAP Select (GZRRRXL)FEHETTR)

* Fujitsu PRIMERGY RX2540 M4 :
° 26 GHz M Intel (R) Xeon (R) Gold 6142b CPU

° 32 MEZD (16 1 24EHE) , 64 MBI
> 256 GB RAM

o GNENMIREHERE: 24 4 960 GB SSD
> ESX 6.5U1

B P imtE
* 5> NFSv3 IBM 3550m4 % F it
FEEES

* T RAID 1 x 9 + 2 RAID-DP (11 MIREHEE)
* 22+1 RAID-5 ( ONTAP HfJ RAID-0) /RAID 2572 NVRAM
* REAEMEMEINGE (BUEESE, EEXUEMPR, Snapshot 812, SnapMirror &)

TRIE T IRIBERHRERAIDIESHRAIDIIS R FTE(HA) ONTAP Select T3t EMI/E TEGAEHNEMEL
2, MEENE2EA SI0 AL EER T EH#HTH.

() xeettaesiREFONTAP Select 9.6,

“E A RAIDFIFEHRAID* I EIETZE(DAS) SSD_E BT s (K0T m P AT a9 —ER43) ONTAP Select 5£2%
B RESS

35 BH Ji7I2EX 64KiB JiFFS N 64KiB FEH11ZEY 8 KiB  BEHIE N\ 8 KiB  BE#] WR/RD (
50/50) 8 KiB

KFADAS (SSD) 2171 MiBps 559 MiBps 9554 MiBps 294 MiBps 5664 MiBps

MERAID

FJONTAP Select

AFI S

X FDAS (SSD) 2090 MiBps 592 MiBps S/ AMIBps 335 MiBps 441 4 3 MiBps

ERAID

HIONTAP Select

SR
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WieA IfiF%EY 64KiB =5 N 64KiB [ENIEY 8 KiB PEHIE A\ 8 KiB  FB#Hl WR/RD (

50/50) 8 KiB
SXFADAS (SSD) 2038 MiBps 520 MiBps 578 MiBps 325 MiBps 399 MiBps
E4RAID
HIONTAP Select
=Sl

64K JIFiFFIRER
HAMER:
* EBA SIO H#Z I/I0
*2PhTR
* HM = 2 MR NIC
BRI NMUEBRS (2TBBEM4 RAID) , (8TB#H RAID)
* 64 SIOHR. B MHE1NEAE
/MR 3R2NE
* BN#HE 1 XS 8 NEERNXE KR/ 12000 MB

64K IiFES N
HFAES:
- BB SIO B /0
* 2R
* BT RPN EIEMSEOR(NIC)
BRI NMUERS (2TBEMRAID) , (4 TBHf4 RAID)
* 1281 SIO#HIE. B MHIB1 ML
* BTN RINER 32 (EHRAID). 16 (34RAID)
* BNERE 1 XM BRI AN 30720 MB

8 K FEM1iEY
HAEE:
* BEEM SIO Bi#Z /0
* 2T
* BRI EEENIC
BRI NMUERS (2TBBEMHRAID) , (4TB R RAID)
* 64 1 SIO #i2, FMHIE 8 MR
* BITENESE 32
© FNEE AN, SOHENXXANA 12228 MB
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8 KFEHE A
FAER:

* EBA SIO H#Z 10

2 TE

* BT R2EENIC

BRI NMUBRS (2TBBEM4 RAID) , (4TB R RAID)
* 64 1 SIO #i2, EMHIE 8 MR

* BT ANEH 32

© FNEE AN, SOEENXXEANA 8192 VB

8 K 41 50% 5 N\ 50% J3EEX
FHER:

* BEEM SIO BH#Z /0

2R

* BT R EEENIC

BRI NMUBRS (2TBEM4RAID) , (4TB R RAID)
* FHEE 64 4 SIO #H1E 208 MEAE

* T RINE: 32

FHZ 1 XM, SRR 12228 MB
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