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{6 CLI

{65/ SSHSign inONTAP Select Deploy

REEFER SSH EFZ Deploy B2 Shell, EFfg, EaILIAkL CLI < KEIZEONTAP
SelectEBHHMITHXINEET R,

ez Al
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1. {5/ Deploy FEIMHEVE IR Gtk A FIEIE IP #bitSign in; fFlE0:

ssh admin@<10.235.82.22>

2. MRXBERER, FELEEERA vCenter IZIEMMES %% Deploy, BEHIMRTIREUTRERES

© BEEGKFBIER (XF)
ACIE=T O )
° A2 URL (RTiE)
3. $# ? 71 Enter LUBRAIAABVEIE shell 55970

{5 CLI ZBZONTAP SelectEE?
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BEF RAID

WRFERAHBES RAID 5128, MMAEDEIBE—MUEFMEKX (ESX) si— N EFiEt (KVM) "TEE
MiELE, ARFHIRUNBRESNHMIERSCIEF@ED, EHNMEREONTAP Selectti mpYidiEH
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4 RAID

WRFERRYE RAID, NMATREIEED—NMUEEFEMREEX (ESX) H—NMEFEAM (KVM) "BFRAEIE,
FHafR SSD Reh2I AT FIRBEMBUER S, ST EONTAP SelectT AN I A2 EIZF(E A
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2. AJFARIONTAP SelecthizZs

Deploy EIESEARRFNEE—MhRZASBIONTAP Select, WREE(HFH R EARASHIONTAP SelectZfEB&EEY,
MRAZRA"FIIONTAP Selectif{&"EI1&# Deploy £,
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S 2. HEHFMFRNEXH
KA EEFERAENFNIEXHE, YIEESIFANERN X4 _EEE Deploy EIMWFHFHITEM.
() nReRNSAFHE0ER, NANBLSE,

Fazal
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p
1. EAHTFIEMIER < shell 1, A sftp SEARRFIGIFRNEXH £ Deploy REH##L.

Tl

sftp admin@10.234.81.101 (provide password when prompted)
put NLF-320000nnn.txt
exit

2. {£F3 SSH BiY EIE R M Sign inZ] Deploy SEAT2F CLIo
3. SEMFRIIE:

license add -file-name <file name>
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license show

T 3. AMNEMNEERERREMN

B IUEMRIZITONTAP Select TV REVE M EPMIEIRIZRF o



KVM

EHITEM—MIFIZITONTAP Select T RN EIEREF M. TUIIEF, Deploy EELRARERFEM
KVM EA#H TR DIIE,

KFILAES
MRFBEZ N EMWEERZF N, BEALIZRMEDEN.

S
1. FHEEERMK @Y SSHSign inZl Deploy SRR 2 CLI,
2. EMEMN:

host register -name <FQDN|IP> -hypervisor-type KVM -username
<KVM_ username>

Nk

host register -name 10.234.81.14 -hypervisor-type KVM -username root

HIGRREY, R BIERD,
3. BERENAPREHEHIASEL SHILIE:

host show —-name <FQDN|IP> -detailed

Tl

host show -name 10.234.81.14 -detailed

ESXi
EREFE—EF45), Deploy BIESHERSBEEFHNM vCenter fRZ 25 E %M ESXi JMI FHHITE
R I8IIE,
XFIES
TR vCenter BEIEMENZHI, MM A vCenter IRSZBHRIMNBIBIRSZ (K, , WRENAEH
vCenter H12HY, ERIUIEEMENBHREENER, ERZERIERERRNEN TN
PTIE
1. (EAEE R, ®T SSHSign inE) Deploy S2FAT2R CLl,
2. INREHNIH vCenter FRSZ2B/EIE, 1EAHM vCenter I EHE:



credential add -hostname <FQDN|IP> -type vcenter -username
<vcenter username>

Tl

credential add -hostname vc.select.company-demo.com -type vcenter
-username administrator@vsphere.local

3. EMEM:

° FAMAR vCenter EIERVIRIL EM:

host register -name <FQDN|IP> -hypervisor-type ESX -username
<esx username>

° SEARE vCenter BIERIEA

host register -name <FQDN|IP> -hypervisor-type ESX -mgmt-server
<FQDN | IP>

Tl

host register -name 10.234.81.14 -hypervisor-type ESX -mgmt-server
vc.select.company-demo.com

4. BRFNPREHBIAEESEL BRI,
host show -name <FQDN|IP> -detailed
AN

host show -name 10.234.81.14 -detailed
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BEEBHESZ I RHAREHEXNEERES.

KTFUAES

BIZEONTAP SelectfE#$EY, Deploy SEAEFSRIBEIRHEMNEE I T M BERTT 2B, Deployif=
HRME—R T SRR,
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1. (EAEE MK ®ET SSHSign inE) Deploy S2FAT2R CLl,
2. plEESEE:

cluster create -name <cluster name> -node-count <count>

Tl

cluster create -name test-cluster -node-count 1

3. BLE&E:

cluster modify -name <cluster name> -mgmt-ip <IP address> —-netmask
<netmask> -gateway <IP address> -dns-servers <FQDN|IP> LIST -dns-domains
<domain list>

Tl

cluster modify -name test-cluster -mgmt-ip 10.234.81.20 -netmask
255.255.255.192

-gateway 10.234.81.1 -dns-servers 10.221.220.10 -dnsdomains
select.company-demo.com

4. BTERNIEENNRES:

cluster show -name <cluster name> -detailed
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KFUIES
BNZERISBEES I N R, &F, REERTFAHENATIZTR.
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1. (EABIE RN @E SSHSign inZl Deploy SEF#2R CLl,
2. E D BAERT RIRR:

node show -cluster—-name <cluster name>

S BT RHRITREARKE:

node modify —-name <node name> -cluster-name <cluster name> -host-name
<FQDN|IP> -license-serial-number <number> -instance-type TYPE
-passthrough-disks false

Tl

node modify -name test-cluster-01 -cluster-name test-cluster -host-name
10.234.81.14

-license-serial-number 320000nnnn -instance-type small -passthrough
-disks false

T =B RAID ER&H passthrough-disks 2881, IREEAMNIASMEES RAID 6128, NILEMR
H“false’s SNREFERBIZING RAID, NILLEATA true’s

ONTAP Select T RIERABEFITAIILE.

4. BREN ERTANRNEERE:

host network show -host-name <FQDN|IP> -detailed

Tl

host network show -host-name 10.234.81.14 -detailed

S RITT RHEIMBECE |



ESXi T4,

node modify —-name <node name> -cluster-name <cluster name> -mgmt-ip
IP -management-networks <network name> -data-networks <network name>
-internal-network <network name>

KVMZEA

node modify —-name <node name> -cluster-name <cluster name> -mgmt-ip
IP -management-vlans <vlan id> -data-vlans <vlan id> -internal-vlans
<vlad id>

HBET SN, TEEAMBML, N -internal-network’s
Tl
node modify -name test-cluster-01 -cluster-name test-cluster -mgmt-ip

10.234.81.21
-management-networks sDOT Network -data-networks sDOT Network

6. ERTmAvEcE:

node show -name <node name> -cluster-name <cluster name> -detailed

Tl

node show -name test-cluster-01 -cluster-name test-cluster -detailed

SIE 6: B1EEIEIZZIONTAP SelectT 2

ECEONTAP Select BB NN RERNF . BT TRUOTERDEED— M. A% RAID B,
BN REDADEE D — P HEIREDER,

Fiaz Al
£ VMware vSphere S22, WMREEANZNHE RAID, NEFEED— A AIHEEIEEIES,

KXTFULES
ERAHIEEG RAID I=HI256, FERITHIE 1 £ 4. FRRE RAD KN, FERTLIE1E6

S
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2. BRENLFTANEFEN:

host storage pool show -host-name <FQDN|IP>

Tl

host storage pool show -host-name 10.234.81.14

&% 8] L@ VMware vSphere $XEXA] FA R7EAE .

3. e FATEEEIZZIONTAP Select s :

node storage pool attach -name <pool name> -cluster-name <cluster name>
-node—name <node name> -capacity-limit <limit>

SNR B & -capacity-limit"2%%, 1BKEIEEN GB & TB,

Tl

node storage pool attach -name sDOT-02 -cluster-name test-cluster -
node-name test-cluster-01 -capacity-limit 500GB

4. BERERIT R B0EE

node storage pool show -cluster-name <cluster name> —-node-name
<node name>

Tl

node storage pool show —-cluster—-name test-cluster —-node-name
testcluster-01

S. IREERMZIY RAID, iBEE— S A HIEREE:

node storage disk attach -node-name <node name> -cluster-name
<cluster name> -disks <list of drives>

Tl



node storage disk attach -node-name NVME SN-01 -cluster-name NVME SN
—-disks 0000:66:00.0 0000:67:00.0 0000:68:00.0

6. INREFEANZNRY RAID, BRREEENZT AV

node storage disk show -node-name <node name> -cluster-name
<cluster name>"

Nk

node storage disk show -node-name sdot-smicro-009a -cluster-name NVME

SR 7. ZEZONTAP Select&EEf
ERNT SRERRE, MAUSEERT,

FIaZ Al
FERUTARNBITHEERICER"WO1H - R E S <1757 E ARSI LR EET R ZERER T,

1
1. (FABIERANKA@IE SSHSign inZl Deploy SEF#2R CLl,
2. ZREONTAP SelectEEE¥:

cluster deploy -name <cluster name>

Tl

cluster deploy —-name test-cluster

HIGEREY, BIRHEONTAPE R Rtk EFERANEE,

3. BREEURT, FETEBERSELEMINEE:

cluster show —-name <cluster name>
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54 Deploy EIE A%
ERTIRERE A ST REE Deploy EIMNHLER Rk HEHD,

il
1. {ERABIE RN Sign inE Deploy SEF*2R CLl,
2. FE:

password modify

3. IRIEERIIFIRE WP fR i & S IR,

I#IAONTAP Select™ 51 Z [B]HINLE &%

R LU R BB ER BE IR _E 1N Z 1NONTAP SelectT™ R Z BININK &R, BEEIES

TREEZANETTIEN, LU a] e FEURIERMBIRIE,
FreaZ Al
Mt & HIFFE ONTAP Select™s SER U AL B H BN

KFILES
FREENIA, FEEMILBE—THIARREET, ANESE—THE—RIETIFRN. 8RREAE—TE
7o
N E P H AR R T
© RE: WRHITERNTHETNIS. BT PING iR, LIRME MTU KT vSwitch iz
* T REN. IR SWFAETTRNERZRITESERINIR, MRAEEHIONTAP SelectfEdf LiBITIER
i, MAIRERFMMsEFaYMERE.

@ BEEL ST RERZaRRMITIRENIR, RENXKRIITEME, SR LURIEESFRIE
ERITH B,

T
1. (EABIERMN A Sign inZ Deploy SEFAT2ERF CLl,
2. BRSO T RN YahsTHRIERE EMET:

network connectivity-check show
3. BEIMREENERHIZ T TR PRSI TR

network connectivity-check start -host-names HOSTNAMES -vswitch-type
VSWITCH TYPE-mode MODE

11



Nl

network connectivity-check start -host-names 10.234.81.14
10.234.81.15 -vswitch-type StandardvVSwitch -mode quick

4. RIEGITRRT B ENREROESRAEE

network connectivity-check show -run-id RUN_ID

e

WLRIEIE T F RS @I PRI ZIONTAP-Internal I 4B RVER B IRETIE OFD IP #hikSE# T 518, (B2,
MNRIEBESRNEIRFEREMRIGETEO, NWMAARITFESIERIE, AERERIET CLI &%, HEen<5im
NIEIR -mode cleanup. HIERAMONTAP-Internal i HPMIBRIGET I, NIBTBETERKINEIZEONTAP
SelectE#H 1o

ONTAP Select&EEE
&R AT ZIEKES K EIEONTAP Select&EE%,

HIFXONTAP Select&EE#
HARBEEONTAP Select&EE#8Y, ERILIFERmSITRERFEMRBR.

XFIAES
ERUITB T BLINTS

il
1. (ERABEIE RN Sign inBIZFE A CLI,
2. BTRERRE:

cluster show —-name CLUSTERNAME

3 MNREBHRLTFELANRS, WHHBEBLNRES:

cluster offline -—-name CLUSTERNAME

4. WINERLTELRSE, MERER:

cluster delete -name CLUSTERNAME

TRMEM,

JZONTAP Select VMware ESXi A& ZIirZs 7.0 SKFE = hk4s

WNRIZIE VMware ESXi FIiZ{TONTAP Select , MBTLUE ESXi 2 MR HE S 3 FRVBRZASF+
RLE ESXi 7.0 HESMA, ALZel, ENiZ T BASKIEHIERESEHNHLET R,
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ez Al

;:Eﬁé&?%ﬁéONTAP Select&BFRUE M EIEIZF LAY ESXi B2/, BN ZEEHERESERNALD
Fo

@ WNRIEEZEFRE] VMware ESXi 6.5, MIZFHLKLEI ESXi U2 (REPRRZA 8294253) THESHRA,
fEF ESXi 6.5 U1 AIge = SHEIMVIEEFBY VMware &1z HILEPE,

PRINEIAK VMware ESXi

ESXi AL E VMware FEIRFISZ I — T2, FEHONTAP Selectft, B EREFARIEESENFH
é&ﬂ*iﬁlj ﬁlzﬁo E;Eﬁ'fn ) 1E%|9‘EI VMware Y*éo

EERFRIZR
BEMAREFAIHERE, BZRELTREERERNER:

* ONTAP Select& B X/ ZHFBET RS T SR,
* TILEEER Deploy SEAER, #BRILIEAONTAP Select Deploy H4Ro

R R S BN AR M T2,

M3 Deploy BIESEAZFHIT ESXi AR EBAEEAHRERIET, BE, TFELERT, Deploy AJgERH]
FRETEER. a0, FHIARZSEIONTAP Selectfl Deploy £ EE;‘—ﬁH%zF"TS‘Zﬁ?I'Q& | ESXi 7.00

MNREBEEFAXLERIMRAFEIXFAL, ONTAP SelectEZIMMI AT fES A F L2 B IR S. EXMIETT,
BATERAREE Deploy BIALIIE, BSH"1172198" THREZEE.

F+4k Deploy EESHIERF

7E{EFA Deploy SERREFHITHEIIZZHI, ErIaEEEHL Deploy 24, BE, EMIZARIIREMREH
Deploy, DeploySEFfER AN 15K 1ETE ﬁﬁﬁE’JONTAP Selecthiz s, ﬁ?é%yﬂ:.u, JEZHONTAP Select&1T
A8,

EimdETmNE

NRE ﬁl’ihﬁﬁﬁ Deploy SERBFIIALRIE, MNEFRBTRARSTHGEHER Deploy ITEERIFIRIE. &
*Eﬁ"fm ) I?ﬂﬁ'ﬁﬁ Deploy %ﬁ@ﬂ%o

£/ Deploy A& ETI &R

1EA] LUER Deploy BIESL ARRFERNFARITEONTAP SelectB 5 &£ EFHY VMware ESXi R EIRI2FHI—
&5

T
1. (FABIERMNKA@IE SSHSign inZl Deploy SEF#2R CLl,
2. BHRBEBLERS.

5F

node stop --cluster-name <CLUSTERNAME> --node-name <NODENAME>

13
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3. A VMware 2P B IEE1TONTAP Select BIEIM EIBIERF EHFALRE] ESXi 7.0 HEShRr A,
4 :{% 5*211‘_2&’{*/@\0

5F

node start --cluster-name <CLUSTERNAME> --node-name <NODENAME>
S MRBHGE, WIEERETRE,
5l

ESX-1N::> cluster show
Node Health Eligibility

sdot-d200-011d true true

FeRE
BN IZ(ER Deploy EESKRAREFIITREFRIIEIE,

£ Deploy F4k %15 m SEEE

& B LUE R Deploy BIESZ AR EAFRITEONTAP SelectZ T mEEEH VMware ESXi [EIA EIRI2FHI—
il
XFIAES

BRI EBFPFHES I T RATRHARIRE, —RX— 1T R, NIREHESHITRES TR, MNRIRFHE
B HAWPRTR, AEBHREAFT— HA R,

55%

1. FREERMNFIET SSHSign in®) Deploy SEFAAF2RF CLl,
2. BN ARBEELSRS.

B+

node stop --cluster-name <CLUSTERNAME> --node-name <NODENAME>

3. 5 VMware #{ERIFZBIFIZITONTAP Select FIEINNIEIERZF ENFRE ESXi 7.0 HEShRA
BXBFEAER, BEEEAER VMware ESXio

4. BN RBERENRS.
B+

node start --cluster-name <CLUSTERNAME> --node-name <NODENAME>
S. TRBME, WIIE#MIEEEREEBRAMUNEHETREE,
AN
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ESX-2N I2 N11N12::> storage failover show
Takeover
Node Partner Possible State Description

sdot-d200-011d sdot-d200-012d true Connected to sdot-d200-012d
sdot-d200-012d sdot-d200-011d true Connected to sdot-d200-011d
2 entries were displayed.

ESX-2N I2 N11N12::> cluster show

Node Health Eligibility

sdot-d200-011d true true
sdot-d200-012d true true
2 entries were displayed.

e

LB ONTAP SelectSE B R ERME N ENMITARIIZ. FrE ESXi EMNFALTTAE, ENZEEA Deploy
B LARFRITEERIFTRECE,

T Deploy BNAJ AR AT B

1EA] LAIFHRFEE ONTAP SelectB 5 &£ 8519 VMware ESXi [ EIET2F, MELEFH Deploy EIESLATE
Ko

P
1. Sign inONTAPE 4T REHEIET =,
2. {EF VMware vSphere #IAONTAP SelectEZ I E X Ho
3. M VMware 12{EHI P ERIEITONTAP Select FE M EIRIZRF EVARE] ESXi 7.0 HE AR,

BXFAEER, BERESHSH VMware ESXio

4. {#F VMware vSphere /i8] vCenter FH 1T TRE:
a. [AIONTAP SelectBEEH WL ANIERE IXENER .
b. FERIONTAP SelectFEEIH1o
C. FREIERAKF @Y SSHSign inEIONTAP CLI,
S. MRBnhiE, WKL RERE,

Nl

ESX-1N::> cluster show
Node Health Eligibility

sdot-d200-011d true true

15



Sehl/E
BN % fEF Deploy EIESLARFHMITERRIFIZIE.

7 &% Deploy BNRI AR ST R LB

gﬂLXHz&REONTAP Select% 15 REEEERY VMware ESXi R EIRIZR, MAFEER Deploy EIESLAE
%o
KXFUES
TR RPN ES M TS RITHARESRE, —XA— IR, NIREHEENIMRELS TSR, NNERIRFEHE
S HAWRNT R, AEBHEALT— HA X,
S
1. Sign inONTAP&S TR EFHFLET 2o
2. f§5F VMware vSphere HfiIAONTAP SelectE M E X,
3. £ VMware 12 {HHS EBIFIEITONTAP Select BRI BIRIZF TN ALKE ESXi 7.0 SLE SR,
4. 5/ VMware vSphere /8] vCenter FH 1T T2E:
a. AONTAP SelectEEIALARMNIAE IR TNES-
b. BEHONTAP SelectE Mo
c. fFAEERMK,EE SSHSign inZIONTAP CLlI,
5. HRREthE, WtFERIEERERTERAUNEHESTEE,

Nl

ESX-2N I2 N11N12::> storage failover show

Takeover

Node Partner Possible State Description

sdot-d200-011d sdot-d200-012d true Connected to sdot-d200-012d
sdot-d200-012d sdot-d200-011d true Connected to sdot-d200-011d
2 entries were displayed.

ESX-2N I2 N11N12::> cluster show

Node Health Eligibility

sdot-d200-011d true true

sdot-d200-012d true true

2 entries were displayed.

FeRfE
LI ONTAP SelectS B R ERME N ENHITARIIE.
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{EEXONTAP Select Deploy HIEHEIEIRSS 28
&R LUER “host modify e8> A LLLONTAP Select Deploy SEilEER A EIEARSS 25,

B

host modify [-help] [-foreground] -name name -mgmt-server management server [-
username username]

NEBE

28 iR

-name name EEE XAV ENA IP ks, FQDN,

-mgmt-server FiGENENHENEIRARSS MY IP #uttsl FQDN, 1E8E“-" (EFER

management server ) AIBCHIRE TN EIERS R, LITRNLERRSBNEE, A
[E7 BEfEA “credential add <,

AESE

S8 iR

-help EREBER.

-foreground B EHIKNELETTHGR S T . MNRIRE, ZaTEER/IBTT
, FESREEXNEHEEERELENET.

-username username BRGFRILEENBARZ. XEFHNAZEERRSIZEE (A

vCenter HIEHY ESX FH) BRAZBIAF R,

ZPELRIERF
F+4%ONTAP Select Deploy =15
SR UERAHSITREMMALIMER Deploy LRERZEREIMN

ez Al

Eﬁﬁﬂé&,ﬁﬂl‘ﬂ?*ﬁﬁﬁ Deploy HITAEMEMIESS. BXFAL Deploy SRTANEEMRS), BESHHRRITHR
B,

WRIELE T ONTAP Select Deploy EIESZAERFAIIEIE], NNFARE a1
7%, ONTAPONTAP Selecti sSFIONTAP Select Deploy AEEIRALRK, iESH"FHHONTAP
Selectt =" T #EE Z1#1R,
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THARE

%ﬁ&‘aﬂéﬁiﬁ%, WM NetApp ik = FEABLNAY Deploy REIMMNAR X H. ARERIEI R NEEX

3
1./ Web X 5281718 "NetApp s2iFiha", AEM TEHFEEFEE Downloads,
2. B FRBHF%ESR ONTAP Select Deploy Upgrade,
3. EEARR BT E IR,
4. BEERAZBPFIHY (EULA) FIEFHES FUr L,
5. ERH THAEMMNRGE, RIBENFEEERNAERT.

58 1% %) Deploy FEM#
RENARBE, DI H _EZE] Deploy Bl

FaZ Al
RS T RIS LA AT ARARX . Edpia S5 AP K EEE.

KFIES
ISR T R XX+ L5 E Deploy MBI —HM757%, AIREER HthEE G EIFIRAYED,

p
1. EA TFLG BRI Soh R, £ scp SRR RG22 Deploy B2

Nl

scp ONTAPdeploy2.12 upgrade.tar.gz admin@10.228.162.221:/home/admin
(provide password when prompted)

&

AEXHEFEEEESAPNEERT.

R RFHRER B

RAES M £12E] Deploy G, ERILINAAR.

Frea 2z A
BATEEFHRE G EMBTE Deploy SRRREFEIANMIANERH. b, BHRFRERITHERARER Deploy
PITEMEMES,
-
1. (EABIERNKA@E SSHSign inZl Deploy S22 CLl,
2. [FAEYUNBERBENXXEBRITHE:
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deploy upgrade -package-path FILEPATH

Nl

deploy upgrade -package-path /home/admin/ONTAPdeploy2.12 upgrade.tar.gz

e

EHLIIZTERZAT, BEKRESIZE Deploy EIMWEENED. LI, EBRIZERRNKESEF, UWEEEHL
## Deploy TWH,

J5ONTAP Select Deploy S253T#5 EFT RV BN
SR UERR<SITREN Deploy EIELRIEFIE LHITR ZIFTHI R

SRR T IR — M ER RIS EIMWECE IRV E M. T ARG E A FUE I TAB R AR A5 &2 1T HRAY
Deploy SE#ERF. EIETHEIHthhia<FLZ1THREY Deploy SATER.

%15 Deploy ECE$UE

I EMVIANEES, EeliE Deploy BELEEIBERIED . 2BEONTAP SelectiEdifg, BN IZEIEED,
BIERBREE— MBS HFH, EelLUBE T E A T ELL,

FIaZ Al
* #fR Deploy E &R FRAEIR B RITEMEMES,
* {RTFIFEIEHY Deploy REMAERIR,

@ EUSFZHEEE D, B Deploy BEEHUIEMIRIBEIMVIIEREIF EIANBY, FERR
Deploy REHIHBRER,

KFUIES
,;gtﬁ']@E’\J%ﬁ:‘j‘(#%ﬁﬁﬁ?ﬂ#ﬂﬁ’\]ﬁﬁﬁﬁﬂ%%{%o XESIERA T SEIRHENTSHE, BIEONTAP Selects

P
1. EFAEE R ®ET SSHSign inE) Deploy S2FAT2R CLl,
2. Bl Deploy ERBHIBIVED, ZENTEHETE Deploy IRS2RMAIERH:

deploy backup create

3. IR, BREEHEN,
EHXHIREZBMNE,

4. BTRRFHAIANES:

deploy backup show -detailed
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°. RIE CIE F RPN AIERENE N XHHIERTH URLE,
fZe] LUEIE URL 518 & DS
6. &£ Web W23 SCAIERF (6130 Curl) , @i URL IF&E X T E 2t T LG,

L% Deploy EANIBYHTSEAI
TEAZIBIEE Deploy EHMBIFTSEAI, FHEFRIABEIMYIAVE B HEx E#1TE .

Fraz Bl

S TNAAETIE VMware R IEFR T EHHEFZE ONTAP Select Deploy EIMWIHIZ &,
XTFIES

ES S BRI THIR,

B
1. 8% Deploy BN AIFTSEHI:
a. TEEDWRE,
b. ERE MW HECEM L,
C. {#F3 SSH ifjir) Deploy S22,

HEXES
"ZHEONTAP Select Deploy"
¥ Deploy Fo & EiEA [ EFT BY BE 1A

IR ECE BB MRS Deploy SEARERF EMMIRREFFAEMN. XESBEAUTFT—IXHF, EHTMAM
T b 12123

ezl
BRIURE AR ENNEENE. ZHREESERI MR, HESFEENA TIRE ERTA,.

p
1. EAHTFILRER < shell B, £ sftp SSARFFED X4 LEE] Deploy BEHWL.

Nl

sftp admin@10.234.81.101 (provide password when prompted)
put deploy backup 20190601162151.tar.gz

exit

2. (FABIERMF@iE SSHSign inZ Deploy S2FF2F CLl,
3. mE R EHIRE.

deploy backup restore -path PATHNAME -filename FILENAME
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Nl

deploy backup restore -path /home/admin -filename
deploy backup 20180601162151.tar.gz

5 ONTAP Selectf&7Z Deploy

&/ L% ONTAP Select MR INZE) Deploy EIESEAIEFMIEAIAR, REMSGE, &

1T 262 ONTAP Select B#EREATE,

FHAZ Al
TEE%A L, BATR ONTAP Select BR{EAINZ] Deploy LRI IZ IR NP !

1. FHREME

2. BREME E1EF) Deploy ML
3. FhnT I

4. RRE]FRIR M

TERMEFIFTBIONTAP SelectBR&7RNINE] Deploy Z &, ERIZFMPRFIE R T ZHIRE,

@ S RBERIMMRAET Deploy SLREZFEHIFTERIGARZAHIONTAP SelectBf&, RAZHRER
HONetAppiRHEAIONTAP Select®E =R,

THRERK
EFIERFONTAP SelectBR &R NNZE] Deploy SRAETERF LA, EHATMNetAppZ IS = T H LRt
&> ONTAPONTAP SelectRZHFMGRIEIL N R NEFEX o
R
1. 68/ Web X% 283415) NetApp SZiFihm, ARG TRFIRRTHES
BE AMES TR TEHIRHE HERENZIER.
8 Find your product,
[ FRohF T ONTAP Select.
£ Other Available Select Software T & Deploy Upgrade, Node Upgrade, Image Install,
AR ELRIFR R R 2o
EERZBAPIFAMY (EULA), A8 Accept & Continue,
EEH TEHABANAIREE, RIEERNIMEFEEMNFIERT.

©® N o g k~ w0 DN

B REMG EEF Deploy
FREXONTAP SelectZZEM& S, BATIEZX M EEF Deploy BEi#1o

FaaZ Al

AL
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TR A TR ERB P ANLEREX K, EELA Deploy EIE5 AP KA BED.

KFUIES
ISR T R X 4 E1ZE] Deploy MBI —M75%, AIEEE HthEE S EIFIRATED,

p
1. EAM TIRIS ERYER< shell F, IFBREESCH E1EE] Deploy L

Nl

scp image v 93 install esx.tgz admin@10.234.81.101:/home/admin (provide
password when prompted)

Nl

sftp admin@10.234.81.101 (provide password when prompted)
put image v 93 install esx.tgz
exit

“

PTEREXHEFEHEEERAPNEERET,

IR

IRAET LIS ONTAP Select R FNNZ Deploy images BR, LB EHERAIR,

gz Al
LI TE ZHBRIE (1T Deploy SRR MBI N ERF. RIgEXAHUTEERNEERT.

S
1. FREER (admin) M @1E SSHSign inZ! Deploy SEFFER CLI,
2. B5f) Bash shell:

shell bash
3. BREMBEXMHRN images BRo
Nl
tar -xf image v 93 install esx.tgz -C /opt/netapp/images/
ERAI AR REIRE
TR R R EPEREELIT AT AHAY ONTAP Select ElfR.
p
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1. BRI EB LA WL ERIEL SN T, HEREER (admin) tkPER:
http://<FQDN|IP_ADDRESS>/api/ui
A8 Deploy MBI ZA T IP ik,
2. SHMEITTEESH ST Deploy, fAG&E DT GET /images.
3. B Try it out! LUZ/RAIFAY ONTAP Select Elf%,
4. AR EG A,
M Deploy HflIFRONTAP SelectfRfk

BABEEONTAP SelectBR&:ES, EEILUIM Deploy BEIEHIEFIFIH MRS To
(D EFEMREREEEROEFAONTAP Selectitig,

KFILES
&) LAMIBREE B 2 A1 R EA SO RITEARREBL BB P EFARIIHONTAP Selecti{&,

S
1. FREER (admin) M @1E SSHSign inZ! Deploy S2FFER CLI,
2. £/RH Deploy BRI HICRIETEEAAONTAPIR S

cluster show
EEEEMER TR SMENNEBREETA,
3. &} Bash shell:

shell bash

4. R RFAERIFAYONTAP Selectif{&:
ls -1h /opt/netapp/images

S. B LLEIERER B EIRIZF ENMBRONTAP SelectBR{,

ESXi ;=5

rm -r /opt/netapp/images/DataONTAPv-9.3RCl-vidconsole-esx.ova

KVM =45

rm -r /opt/netapp/images/DataONTAPv-9.3RCl-serialconsole-kvm.raw.tar

23



MEWNT R EEHIONTAP Select Deploy SEFHI2F

SNZRONTAP Select Deploy SRR MRE LK EREHAAIA, EHFTLEEEONTAP
SelectTi RMEE:, LI, FAEXNT REEEI=AE HAINEE, A9 Deploy MitRYERRRS
IRSAR A, MREXEFRAMERKIE, ELTIME Deploy SERIZRFEHI7 sEME EIE
N HA Ihig.

Freaz 7l
E=1AE Deploy LREFLHIZAET, BROZMIFESLIRERBI.

PREIEETER
BNIZAE—EEEREFAHZERENGER.

L% Deploy R
SN TRESTE RN BB FIME R L EEONTAP Select Deploy SEFRTEREHIFT S,

ONTAP#SS1THRE
BANEETEE FFIONTAP SelectfEE¥RIONTAP CLI HER shell FEo

BELREFEESMITAMN

A E B S 1B B & ONTAP SelectiX T3 REEE¥AYHIIE Deploy SLAEFLAINECEHIES D). ERIERET
BERERNED,

& Deploy BB &%
RIEFTE RN MERER, ERNiZEERE Deploy BeEHIEMNED.

[F%& Deploy FEMALREY IP ik
TS ATHDE & £ SRR S Deploy SEFBTERS EIMIAY IP Hidik,

FHEREVFA

TR IRE ERNRRENTRIERRERITRA, MREABEMITA, NWATEMEHER Deploy SEHIFE
MREESTBFEMITFAIL.

RTE E R IREFE T

B TURTETE M E ONTAP Select Deploy SEFTER LIRS EREIN T, ERREBATEESIHEE
EONTAP SelectXX 7 mEEBF B[R IAHIFE Deploy SERZFHIACEHUIEE D

BEEHEBAEWTREEM Deploy EFRANMERER

&in?
= EREERHME Deploy SSFIZF LA
S SHEEHIE Deploy SEHER SR

ERECE &M E Deploy SERIZRF M

NRICIE B E W RERRIIE Deploy SEREFKFIRED, NAILUGECE BIEIRREHTAY Deploy REHAHL
KB, AfE, EBHIUEIISONTAP SelectEEBFFRIM T R ITESMIECE R TR E
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#L‘Zﬁﬁ

lI_J\

BAREEE T R ERBFBIRIGETE Deploy PRI ESIEED,. CUIREBERINT REONTAP

CLI, #FBXEXENTImBIONTAPEFF,

RFUIES

,*EEH:,@:T?’ REMNRESNEEWN T RER, FEIIFTEHD Deploy SERZFEMWHERECIZT T ISCSI BARHMIHR
Ho

TR

1.

HEZONTAP Select Deploy SEFEFERFRIFTSEA:
a. R Deploy S=AEF EL
b. & Deploy Bt & M AR &R E BIHTRI Mo

BXZENMEIENEZFAEER, BSHBRXES

Sign inONTAP SelectiX 17 R EEAFFIONTAPER <1 TR Ho

HNSRNPRIET:
set adv
WNRF Deploy FEEHMLREY IP it 5R45 Deploy BEEMILARE, MAZURIERIBEYRST iISCSI BARFHRINFHE

i%:

storage iscsi-initiator remove-target -node * -target-type mailbox

storage iscsi-initiator add-target -node <nodel name> -label mediator
-target-type mailbox -target-portal <ip address> -target-name <target>

storage iscsi-initiator add-target -node <node2 name> -label mediator
-target-type mailbox -target-portal <ip address> -target-name <target>

X “<ip_address> S HHY Deploy FEHMWIAY IP ik,

XLEF S S IFONTAP Select™ | & I#T Deploy SkFAER WL _E AV BBFEILER
HEHR N R Z R

disk show -container-type mediator

R FEHE N EAM I TR

disk assign -disk <mediator-diskl-name> -owner <nodel-name>
disk assign -disk <mediator-disk2-name> -owner <nodeZ-name>

W ES RS RS EEA:
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storage failover show

FERRIE
MREABTEMIFE], WHAERREGIEEMITAILE. BXEZRAGEE, BRI EMTEREMIFAE

”
[e]

B EHME Deploy EHRERSEG

INRERB B EWT REEFHIMIE Deploy SSAEFKLAINED, WATIEHA Deploy M FECE Ff#23
iSCS| BARMERFE. RS, EHAIUEIITONTAP SelectEEB¥ IR N R TENIMCE RTINS

Freazal
B HEH Deploy SEAATERFSEAIRIEMEE BARRIRTR, EMEERERINT RERRIONTAP CLI, HEME
XTI RBIONTAPE T,

KTFUAES

BNfEFTRY Deploy EEMMWIABLEWT m&R, GHAILUERKEESNIERENZEMT. BT ERIRERSER
BB m&ERE, FILEKIUET Deploy J:EI’JONTAP SelectTE L X HSMTT, FEhiFH7T ISCSI BARFIERFEAR
INZUHEY Deploy SRR SER, EHTMEEBE RN T ~&ER, HEMEBEXM T RBIONTAPZ T,

@ MEIRENERERNT REFMERERINT, UERILAITIEER HA ZEMRITR(F.

pZ
1. JEFZONTAP Select Deploy SEARERFAIFTSEHE:
a. ZIEFH Deploy S=FAIEF ML
b. ATLL%EIRIE Deploy Ao B M UARTRI S 01 E BETHI R

REMEZHE, #BY Deploy KABABENT R&ERH. BXREMMEIENESFAESR,
BEHEBXERED.

2. Sign inONTAP SelectXX ¥ S s B IONTAPE ST R E.
3. EANBRIFUET:

set adv
4. JREXHT iSCSI BIRE#R:
storage iscsi-initiator show -target-type mailbox
S. IFIE A B L AR EIW LN ELSOENMTIH EREERIKFER:
http://<ip address>/api/ui
& AZNfERA Deploy FEHMLAY IP ik,

6. i Mediator, A58 GET /mediators,
7. BEHRER—T! "LUERH Deploy PRI 28515,

26



B AR TSEBIRY Do

8. B “Mediator’, AFEEPOST
9. 1214 mediator_id HY{E,
10. B HEFENHIEEY iscsi_target HTEM B FES

ERABEMFRZMIEAN ign_name &K,
M. gBFtA! "FkeliEFT iSCSI B,
WMRIERKLN, ERFUE HTTP ARESKRS 200,

12. 1R H Deploy FE3MEY IP il 5EE Deploy REIMHIARR, MAZREFRONTAP CLI iIBRIEEYEA#ZS iISCSI
EkaezFIIEiEN =k

storage iscsi-initiator remove-target -node * -target-type mailbox

storage iscsi-initiator add-target -node <nodel name> -label mediator
-target-type mailbox -target-portal <ip address> -target-name <target>

storage iscsi-initiator add-target -node <node2 name> -label mediator-
target-type mailbox -target-portal <ip address> -target-name <target>

X “<ip_address> S#UEHTHY Deploy FE3ANIEY IP H#idik,

XLEAR L S IFONTAP SelectTs R & IHT Deploy SEFTZF RNV BB FEREER .
1. BERNHEERNER:
disk show -container-type mediator

2. BHPFEHE D ECLAR DT R

disk assign -disk <mediator-diskl-name> -owner <nodel-name>

disk assign -disk <mediator-disk2-name> -owner <nodeZ2-name>

3. Wik FHEHIERBEERERA:

storage failover show

FThl/E
MREABEMITE], WBNERLEGIEEMITAIL. BXBEZFARR, BFENEMRESEMITAIL

HEXER
* "ZHONTAP Select Deploy"
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* "f§ Deploy BB SR REIH MM
BHREBEOEAE
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