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HBA) /03545 6Gb/s BIRE, T, NetAppZiN{ER 12Gbps HIRE,

FFFHEMEMEEM RAID IZHIZRNNECE, flg0, FETHIZERIT RAID 0 28, XAIUANMBEREEE
wINee, BEERATENERE, JENYIE#EE (YR SSD) K/\VE 200GB £ 16TB Zid,

() @EAEEMEONTAP Select VM EAEERIMIRANS, HHHILETH EE P ERRLRNES,

ONTAP Select BN EZ YRR

SHFEREM RAID 55I22MACE, YIEHARTTSH RAID 15428124, ONTAPONTAP Select&iB2t—N 5%
1 VMDK, ONTAPEERrILIMPFEELHIERS, XL VMDK L RAID 0 I i#TR®H K, ENONTAPIH
RAID UK. BMERN, XE2HTEHRIIZHEAEMSEM, i, BFRSHEEN VMDK 5HATEER
PEEER VMDK (i FFE—5EEME T,

fEA%E RAID B, ONTAP Deploy =AONTAP Selecti2it—4HReiMiERE (VMDK) F4IRHE 52 R 4418 &5 AR gt
[RDM] (BT SSD) LUK Ei@D DirectPath 10 i&& (BT NVMe) .

TESEFMMETR T XMXR, RHETRTHTONTAP Select VM RERRIRRINLELER 5 BT 175~ #dER4)
BHE 2 ErX5l,
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* ONTAP Select®if+ RAID: {EAEINLIEEEF RDM*

ONTAP Select with Software RAID

~ o T

ONTAP Select

<
Software

Hypervisor

Host Bus
Adapter

R (VMDK) (U FRA—E#EFEXNE—YIE#E . EMNVRAMEEREREBMARTR. ALk, 1%
¥ NVMe 7 SSD XA EHIEFERX.
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\

VM system disks

ONTAP Select  _/

software
Passthrough
—
OR
Hypervisor { DirectPath 110
devices
Host bus
adapter

! ; | il
4 b iy

RS (VWMDK) (U T RE—HIEEEX AR —YEE F. EIMNVRAMEEZ EE R BIAN TR, Flt, ¥
S NVMe #1 SSD KR EIBFMHX, A NVMe IRGHI2RTZMEEEERT, HFMEEERE, RAHBHNA
NVMe i&&. T2 NVMe ECEH, REFREEREARFUMEHVIEEERE,

() musiieks, Trs—SBs MUBEIEERS MRS BONTAP SelectRGHIAR.

SMUEHES =87 —MIIRDEK (FH) MRPAIMEFNSX, MMEIETEONTAP SelectiZ il
SRR MR EEGE. 2 XERRKE (RD2) R, WTEFIR, $XETRERM HA WHFHTR.

PRTEBERERESE, DPRTWEBRILREE, HE S RTREAEEE.
BT R E&EH RDD MRS X

&wwmimmmmmum

A_data/plex0/rg0 || py | p2 |o3 |oa |os |oe | o7 |os | ¢

4
©
% ?
et |
w
MmEa =< oma

RV =0

A_root/plex0 (| D1 | D2 | O3 | D4 | DS | D6 | D7 (D8 | P |

=

ZT R (HAX) B RDD HENKX
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D1 | D2 |D3 | D4 | D5 |D6|D7 (DB |P |DP

{ B_data/plex0

A datafplexo ||[ 01 | D2 | D3 [ D4 (D5 | D6 | D7 (D8 | P |DPYHS

S

-
Mmoo = 30 m

mn—ﬁnmtﬂ

D1 | D2 | D3 | D4 | D5 (D6 |07 |D8|P |DP

, A_datafplexl

B_datafplex1 || (D1 |D2 |D3 |D4|D5| 06|07 |08 |P [DRS

I [ DT [0I P w”ux VI[P w*q S o ™ |r'.| D2 [ DT [F w]
J | | | | |
A root/plex0 B_root/plexl B_root/plex) A_root/plexi

= - O
= w» = O

w

ONTAP# {4+ RAID Z#FLLT RAID #£%!: RAID 4. RAID-DP fIRAID-TEC, XttZ2FASHIAFFESERRER
RAID 453, T FiRACE, ONTAP Select{X%#F RAID 4 ] RAID-DP, ¥{EFRAID-TECHITHIRER S,
&7 E RAID-DP, ONTAPONTAP Select HA FRLTHZZM, BEIMHENEEEHES— TR, XE
HKES M N RAXINEEERSXRENENARSXMEIER, BFHEEERE—MEPKX, Ritt&EHIEEE
HMEREURAFONTAP Selecti S 2FEF HA 3t

MNFETNRER, MEMESXEBTEiMEAM (F5h) #iE. MTFET HAMMTIR, — M HIESXBTFE
BT REAM (F5h) iR, S— 1M EHEIXATHREKRE HA XWET R ERIEE.

HJ& (DirectPath 10) ig & 5[RIAIEFIRST (RDM)

VMware ESX BaIAX1FE NVMe W BIERIGIZEIRET, EFONTAP SelectEiEITHI NVMe HAfE, HATE
ESX F13& NVMe IREhEEER B N EIBIGE. TR, 8 NVMe SR BENEBISSEERSE BIOS X, 3
BXR— 1 HindiE, FEEMEB6 ESX El. 1L+, 81 ESX FNHRABEBIZEHEN 16 1 ER,
ONTAP Deploy ¥EFREIH 14 1 & NONTAP SelectTim 14 N NVMe i&EHIREIEKE © NVMe ELB ISR
HIEESZH IOP ZE (IOP/TB) , ERB=EMRK. 3E, MREEAEFAGEMHAENS MRS, 2
WHIEL B 2 ABIONTAP Select VM K/)\. BF RS HEEER INTEL Optane UM FEIRFEMHIEELHEN
SSD IKnpas.

() ATHHFIA NVMe e, 5% EEABIONTAP Select VM A/,

BEi#@i&%H RDM ZjalifE—1X5). RDMALAMETEIEEEITHERMY. EBEEEEEMRMENT. X
BREEA NVMe EoR TR A EY B (GRoH28HM) SIRHEEEHBENONTAP SelectEA. IXTHESE
BMMBET R (ORXEhEsHRN) 12{EEHONTAP Deploy MY TEAIREN, ONTAPONTAPE RS T o &
HJONTAP SelectEFHBEIAK HA ITHIEEZZ/EENE, B2, HIUFEFER SSD #HiEikmzs (K5
EONTAP SelectEH B/ %TE) FMEHR NVMe $3EIREI2: (FFEONTAP SelectEFBo/HPE%TE) ZIa]
X o

YIEM IR ECE

NTREEEURAFALE, ONTAP Deploy = HiIMIEENEIEFERE WRERSHE) BKERR (EP)
Hig, HIREEZEIONTAP SelectiZ il IHRIFREMIRIRERABIBIHIT, LUEONTAP SelectRE#MAETS
Bl ROME#HITHK, HESBPERERSE. SNRONTAP SelectiREF HA XY, MRS X8z EC
LAMEFENNRGEE L. Lo RRFRERECIZIRFMEFERNNIE(FRE B T,

FFONTAP Select VM ERVEUIEHE SIREVIEHERXE, Fte|ZAEREVIEEENIES Mt~ E
oMo
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@ RESH RAID AXREVAT o] ARV EE, ONTAPONTAPESIEESIER RAID AEE, R
PECAT SHEEHE RN, NIER RAID-DP; TN, NAIZE RAID-4 iRES,

ﬁﬁHEMfF RAID 7JONTAP SelectlEIAMAINB 2R, EE RIS EYIRIKENZRRI AN A P iR BVIK B 25 58
Eo ﬁ*ﬁémﬂzuu\’ lﬁ |9é—.|“iij]uﬁ11%?§§“o

5FASFIAFFAG KM, REREMFRE RNV A BERNEIIME RAID H, REFAWIRENB[AKNEIE,
WREEREIA RAID 4B, NE RAID AR/ S5INAE RAID AA/NTLE, UMRFEREABRSUHERET

|3"-Fo

FONTAP SelecthiZfZ2 5HENAY ESX WA ILAD

ONTAP SelectiE5E EHRIEH NET xy& 5] LU Ll FONTAP# S IREXREA UUID:

<system name>::> disk show NET-1.1

Disk: NET-1.1

Model: Micron 5100 MTFEFD

Serial Number: 1723175COB5SE

UID:
*500A0751:175C0B5E*:00000000:00000000:00000000:00000000:00000000:00000000-:
00000000:00000000

BPS: 512

Physical Size: 894.3GB

Position: shared

Checksum Compatibility: advanced zoned

Aggregate: -

Plex: -This UID can be matched with the device UID displayed in the
‘storage devices’ tab for the ESX host

i | (A -
Vs Datasioies  Hetworms  Updsse tanager

HDD Fisng Channs!

8dgpasdasde

1

e com

7£ ESXi shell 1, RN TS RKELEYIBEE (BHE naa.unique-id #1i8) BY LED A%

esxcli storage core device set -d <naa id> -l=locator -L=<seconds>
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A RAID B H I Z P IR o288 fE
RATARERIBE 2 MNEEHEER A T HERSHIE L. RAMITHEURTERS RAID P FIMIEIRENISHIS R,

RAID4 BE 0 A —MiEIE, RAID-DP BE 0 AR NMEENIE, MRAID-TECRESAAZ=1MHEN
(=8

WRHPEHE I E /T RAID ERLIHNRAKIENE, HEEEREEYTR, WERIEE BB, R
RESHEUMETR, NWRESREUBRRSIRENE, BRAMEREENLE,

IR IRHE N EET RAID KEHHNEARENE, WAMMIWIRMCHEE, BERSHRER. BiEH
IF HAERRK TR ERE P MRM, XBKE, T= 1 BEMA /0 BERBBI LR EEIRO eOe (ISCSI) &
EEWRE TR 2 LR, MREZ ML EREE, WRESSWINEHERE, SERTA.

MR BRI R ERFER plex, A REMEEWNEIERG. HEE, SHEKESEIERARR,

REHIRREMER, ONTAP SelectfEAR-#11E-418 (RDD) 2 XRIFS MBI T 23K 2 I— MR XA
PMHEDXK, FEit, ER— TS THEFERIEMSIRE, SEAHREAGNTEREGHEIA, kit
SRR S MIZIZ SRR SRIEIZN,

C3111E67::> storage aggregate plex delete -aggregate aggrl -plex plexl
Warning: Deleting plex "plexl" of mirrored aggregate "aggrl" in a non-
shared HA configuration will disable its synchronous mirror protection and
disable

negotiated takeover of node "sti-rx2540-335a" when aggregate
"aggrl" is online.
Do you want to continue? {yln}: vy
[Job 78] Job succeeded: DONE

C3111E67::> storage aggregate mirror -aggregate aggrl
Info: Disks would be added to aggregate "aggrl" on node "sti-rx2540-335a"
in the following manner:
Second Plex
RAID Group rg0, 5 disks (advanced zoned checksum, raid dp)

Usable
Physical
Position Disk Type Size
Size
shared NET-3.2 SSD =
shared NET-3.3 SSD =
shared NET-3.4 SSD 208.4GB
208.4GB
shared NET-3.5 SSD 208.4GB
208.4GB
shared NET-3.12 SSD 208.4GB
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208.4GB

Aggregate capacity available for volume use would be 526.1GB.
625.2GB would be used from capacity license.
Do you want to continue? {yln}: vy

C3111E67::> storage aggregate show-status -aggregate aggrl
Owner Node: sti-rx2540-335a

Aggregate: aggrl (online, raid dp, mirrored) (advanced zoned checksums)

Plex: /aggrl/plex0 (online, normal, active, pool0)

RAID Group /aggrl/plex0/rg0 (normal, advanced zoned checksums)

Usable

Physical

Position Disk Pool Type RPM Size
Size Status

shared NET-1.1 0 SSD - 205.1GB
447 .1GB (normal)

shared NET-1.2 0 SSD - 205.1GB
447 .1GB (normal)

shared NET-1.3 0 SSD - 205.1GB
447 .1GB (normal)

shared NET-1.10 0 SSD - 205.1GB
447.1GB (normal)

shared NET-1.11 0 SSD - 205.1GB

447 .1GB (normal)
Plex: /aggrl/plex3 (online, normal, active, pooll)
RAID Group /aggrl/plex3/rg0 (normal, advanced zoned checksums)

Usable

Physical

Position Disk Pool Type RPM Size
Size Status

shared NET-3.2 1 SSD - 205.1GB
447 .1GB (normal)

shared NET-3.3 1 SSD - 205.1GB
447 .1GB (normal)

shared NET-3.4 1 SSD - 205.1GB
447.1GB (normal)

shared NET-3.5 1 SSD - 205.1GB
447 .1GB (normal)

shared NET-3.12 1 SSD - 205.1GB

447 .1GB (normal)
10 entries were displayed..
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N7 MAFARIA— N Z N IRTHESEE, 15 H storage disk fail -disk NET-x.y
-immediate %, MRAFKPEEAUE, BREBARER. EUEAUTHISHNEEEN

@ K& “storage aggregate show. ERILAEFAONTAP Deploy #BRrIEIMEIEIRTNZS. FER
, ONTAPERFERATIZN Broken, JXENEFSEFR EH KT, BILAERONTAP Deploy EHTiA
M. EEFR“Broken’#5%5, IHTEONTAP Select CLI AL T &<

set advanced
disk unfail -disk NET-x.y -spare true
disk show -broken

RE— T LHRHNIZE=!,

EIM{ENVRAM

NetApp FASRZifL 4t LECEYIIENVRAM PCI &, ZRE—mM =%+, B5ZKIENE, AIBERATA
MR, ElEIRFONTAPILEIAE A IRIHIAE NS ARNEENRELIAE—R. BRI ULHE EECIRTEIERE
B EREEFEN L, X NIERA RREF .

BRAZEEAEREIRIRE, Eit, NVRAMRRINEEHKEMNL, HRNEEONTAP Select R BN
— PR d, ERML, EANREEDHENREUEERETE,

ONTAP Select VSAN F19MZRPES B E

B NAS (VNAS) ZBE L5 E A SAN (VSAN). 24 HCI 7= S LU INIRFE T2 B (IR TR
i EEYONTAP SelectfEdf, XA ENRERMZEMAIRME T HUREMEIM,

REEREKEBERES VMware 15, HERNEHERMA VMware HCL E5IH,

vNAS %213

VvNAS fn 25 EA TR E AR DAS fUIRE. M TFZTRONTAP Select& g, XEIER— HA XA
NONTAP SelectT S HZ @AM IRTEEE (B1FE vSAN $UETZMERE) MIZeH), XET At ULEER—HE
SNERPEFIN R EEIRFMEE Lo X LUR ST IREMEME, MR EONTAP Select HA FRYEE (R &5
=8), ONTAPONTAP Select VNAS 2R R SHE 4 RAID %2889 DAS ERIONTAP SelectZRH93E
BIEM. ELEW, B PONTAP SelectTi mESHEIREH HA WHET REUENEIZ., ONTAPTEEMZERRILE
TRSEEN. Fitb, PEFIIREESEZATEN, RATNIUNATFEBEIE N ONTAP SelectT = BIEUIESE.

HA XHREYENONTAP Select™ s o] gEEFH SR IRBYIMERFES !, I EONTAP Select Metrocluster SDS 549MEBTEf#
SEFEHEN, XE—MERIERE,

AT ONTAP SelectTs = A RIRAYSMNEBFESIRT, FIDFETIIONTAP Select VM R HABIARIIEREASIEIFE =
£,

vNAS ZEH 5EC &84 RAID 1£525a9 7t DAS
MBI LiH, vNAS Z2H5HE DAS F1 RAID 1THIZ3MIAR S 2320 s B M. TEXFMIBE R T, ONTAP Select

e HRBIEFETE, ZEEFESEIRERIS N VMDK, XL VMDK HRIESAHIONTAPEIEE S, TEE
BIFEMERINIZIERAE, ONTAP Deploy &R VMDK BIA/NEH, FHHOELAEMBIIMN (FF HAX) o
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vNAS 5F2& RAID 15412889 DAS ZiElEM N EEX I, REZFNXS)E VNAS REE RAID 1£H28, VNAS
RISEKEBINIBIEFIRENSIR AT S RAID 1THI28HY DAS FRiR VSRR A MM SN, £ NEAMHIX T
5NVRAMMRER X,

VvNAS NVRAM

ONTAP Select N\VRAME—7th VMDK, #4]iEi%, ONTAP SelectfEikF1H4% (VMDK) 2 L&A T —NFT
A FULTE] ((RHNVRAM) o %A, NVRAMAEYIEEEXTFONTAP SelectT m A M EEEXEE,

FFEBEMH RAID £5238Y DAS 1R E, W4 RAID ITHISEFRHEL EHNVRAMER, EAXNNVRAM
VMDK HIFRE B NEE FIEEE RAID =623 & FH,

FFF VNAS 22439, ONTAP Deploy £ B & N “BELFIEHIEREICR (SIDL) BB EECEONTAP Select
TE, YtBoHBHIEER, ONTAP Select24LINVRAM , FEIEMEHEIET NKIEE S, NVRAMNVRAM
BFics WRITE 12/EERBReE, HINEERNMBIETRETNEEN: —RXEANVRAM , 5—XE
ANVRAMPER G, MINEESGERTF vNAS, EAZA#E N RAID 1ZTH25E AN IMEIR 7] LU ZBE it

SIDL IhEEH IESFREONTAP SelectiZFEXERINEER D, IUERUTHSERELFIZA SIDL Ihge:

storage aggregate modify -aggregate aggr-name -single-instance-data
-logging off

BEE, WRXF SIDLINEE, SANMEESZEFN, ZRZBETELE LA EENERERERE, FIUER
/B SIDL ThaE:

volume efficiency stop -all true -vserver * -volume * (all volumes in the
affected aggregate)

7£ ESXi L{#MH vNAS BYHEONTAP SelectTh /2

ONTAP SelectZiFE = 72% L ZFE Z T S ONTAP Select®EEf, ONTAPONTAPX#7E[E— ESX F#| LECE
ZONTAP SelectTi s, FllReXLETARBTE—EE, H1E, EEEMNERT VNAS 8 (REHIEE
%) o 15F DAS 2R, AZEFEPDENIFEZPONTAP SelectSfll, EJXLtesefl&SAR—MEHE RAID
=528,

ONTAP Deploy HfRZ T m VNAS £GP BRI R BRI —EEFHZNONTAP SelectI IR EER—F
HEt. TEERTHENERES N LABRHOET S SR IERITE RS,

2T VNAS S8 ¥REE
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Multi-node vNAS clusters:

RED and Blue
intersect on two ESX hosts SHARED DATASTORE

J

EREfS, ONTAP SelectT =u]UEENZ EER, XARERSHEEFEEBEAZTSEF, FRAR—EEFHIHE
PMEHZIONTAP SelectT mHEZF/—KEEN. NetAppiEiNFiheliEEIMAR BN, LUE VMware BEf
HIPE—EHP T R EYIERE, MAYNER— HA MHPHTH a2 En YRR E,

()  REAMMMUERE ESX BE LA DRS.

BERRLUTRAE, THEAAIONTAP SelectEZ MM E &k XEXEFMN, 4NRONTAP SelectEEEFE 2 %1 HA 3t
, MEBTPIFIE T RER A E SN,

Getting Startad  Summary Honltﬂrltm!‘lgule Parmissions Hosts  VMs  Datastores  Metworks  Update Manager

" VMHost Rules
= Services [Laga_ ]| =
vSphere DRS —

Hamd Tyes Emukied Canllosts Naknas By

v5phere Availability This lestis empty

- VSAN
General
Disk Managemnant

Fault Domains & Stretched
Chester

Health and Performance
iSCSl Targets
iSCSI Initiator Groups
Confouration Assist
Updates

w Confeguration
Ganeral
Licensing
Vibware EVC
VI Host Groups
VM Overrides
Host Options
Profiles
V0 Filters

Mo VM/Hest rule selected
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Name: |N| rodesinthe same Selec: clustes zannot b2 on the same ESKFost |

[] Enable rle
Type: | Szoarale VirLzl Machines
Desiotion;

The listed Virtual Machines mus: be ran on separae 13ts.

add. || Remove

\embers
5 Selectvii2
5p Selectvi1

HFUTEREZ—, [El—ONTAP Select&EE IR ZNONTAP SelectTi mrlgER U FE— ESX FEAH L :

* BF VMware vSphere {FrIIEPRHIS AR /EH DRS, HEILARTETE DRS,
* BBF VMware HA #2{ESEIE R B8 VM Tk, FEitk DRS EMMEM ML,

EEE, ONTAP Deploy A= ERNUEITONTAP Select ZIMNBIAIE. B2, EEERIFIZ{(ERTEONTAP Deploy
HEFRMREBEAZZIFNERES:

UnsupportedClusterConfiguration cluster 0180516 11:41:100400 ONTAP Sefect Deploy does not support multipte nodes within the same cluster sharing the same host

I INIONTAP SelectiZ(ERE

ONTAP Deploy AJ i FJONTAP Select&EBFHHIE T A INAF AT ZSMNTE SRS

ONTAP Deploy FHITEERININEE RIS EREMENM— 5%, FTZIFHEIZEEONTAP SelectEZil. TE
ERTATFESEFEERNIESH+ BT,
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@ Cluster Details

Name onencdedSiP1s Cluster Size Single nade cluster
ONTAF Image Version 95RCH Licensing licersed
1Pvd Address  10.193.83.15 Domain Names -
Netmask 235.255.255.128 Server IP Addresses .
Gateway 10.192.83.1 NTP Server 216.239.35.0

Last Refresh

) MNode Details

UTEIRSETNTAEY RRENHIIEXEE, BNAEFTENEITAIIBESZSTEE AEZREM LT

BI8) . MRFEMRESHTIBHETAISE, NREERK. NiREAFREBIENIITFAIE.

NRFEINEERMEITLERIONTAP SelectRE, NFHHIFMEL (BUEFME) MILREBEEX N SIMEREE
(BiErFhE) RYMEREERCE AN, BER, TERKIE SSD FHEAMEIRE T XMAFFREE (BRINE)
HIONTAP SelectTim. MAZFHES LR DAS MSMNEBE(E,

NRFG AHEIZRTFRERINE R R LUR R EIMOZASHE (DAS) T2, M iigEEnsbay RAID A0 LUN (4%
™ LUN) . SFASES%—1F, MREmMBE—RESRMIFTE, NMEEMEH RAID ARMEESRYS RAID ARV
BEFE. MNREBQIEFMNES, HEZS THRIBSHMEER M, NHE RAID AFEErIsE2BFIRES

WMRFIEEEN SN RBE TN RABIRFEE AR, WalLUEHRZEEAYT BRMEIR—iEFE . &
BIRTEMEY BXIANIEIE 22 ONTAP Select EUIRTEMER B LITHAS5ER, HEARSFEMONTAP SelectT =B
BT,

WNERONTAP SelectTi s @ HA JH—ER5y, MR E FE—LeHfhja)=,

£ HAXH, SN REBESHENT RE—MREEUERIR. AT R 1 ANZEFEOEEXN TR 2 048
EHENTIE, UERTR 1 PRREHEERZITR 2, OER, FATR 1 BERMURIER—E827RMNE]
;ﬁ,.ﬁﬂ 2 MTEETR 2 LR REARRFE, BZEFMETR 2 @R 7TE HASHHER2RIPT R 1 893
Eo

KT ERE, BE—TFIMIEERER. TR 1 LRHREIASEHEITR 2, Fit, TR 1 EHhxE (BiEEE
) BUMERERME TR 2 EH=SiE) (BUETEE) ROMEREARILED, MAIEN, TR TR LERN=E, BERARE
AR TN R R ARTAERY RAID HX/)N, AIRE=FEUERER, X2HT RAID SyncMirrori&EAFERMN T =L
LEIP IR o

2180 HAXNFRIM TN R ERAPAGENEE, YIRITRREERNIEE, S TR—R. BREERINEE
HEEZER TR LB =E, S NRAIBENEZEFTTR 1 rEZEMNLET R 2 FRE=IE,

TS EEEMITR, BN TRESWm I SIEEE, S0 8UEFMES 30 TB B9=F (8, ONTAPDeploy =6l#E—
MBEER, 80T 8 HAMEEMEONTAPSR 10 TB =gl ONTAPDeploy AE N TSECE 5 TB BERNE
ialo

TEERT TR 1 HRREFEERNEIENLER,. ONTAP ONTAP SelectE &N = LINAERERMNTZEEE (15
TB), B2, Tm 1 RUEENFEE (10 TB) AT TR 2 REENTFMER (5 TB). AT B M N REEENS T RHIE
WElA, ERPNTRERET2FRP. SUEFMHEE 1 PRREINIRI AT, MEWEFERE 2 AT
Ao

BRENE: BREFERNNEFRRDECARBREKEIE



ONTAP Select
Node 2

ONTAP Select —_—
Node 1 :
HA Pair

MNode 1/A ate 1
10TB ke Node 2/Aggregate 1

5TB

Sync Mirror for Node 2 )
5TB Sync Mirror for Node 1

10TB

Free Space in Datastore 1
15TB Free Space In Datastore 1

15TB

..

Datastore 1 Datastore 2 Datastore 2 Datasiore 1
Total Capacity 30TB Total Capacity 30TB Total Capacity 30TB  Total Capacity 30TE

Tm 1 EMNBINFRIEERINEES BT HIREE 1 WRIKRTE UREIEERE 2 —29=iE (FERE LR
) o BRIFERINRESATEUEZRME 1 PRIEM 15 TB Al ETIE, FTERIESR T E ZREMENINIRIERL
R, kA, T5 1 BEE 50 TB AEKEEE, M= 2 NRBREN 5 TB.

I}

BEDH. TR 1 BPITRREIMERNINIRERRN D ECM T A=E

ONTAP Select ; : ! ONTAP Select
Node 1 2 Node 2
HA Pair

— =T Node 2/Aggregate 1
s 578
Sync Mirror for Node 1
25TB 25TB 50TB

Datastore 1 Datastore 2 Datastore 2 Datastore 1
Total Capacity 30TB Total Capacity 30TB Total Capacity 30TB  Total Capacity 30TB

Node 1/Aggregate 1
50TB

Sync Mirror for Node 2
5TB

AERNMIZIERREIERNRA VMDK K/ 16 TB. SEFRIRIZIERAIEMEARIRA VMDK X/IMH7A% 8 TB

o ONTAPONTAPEIRIEEHELE (BNRHSTRER) NERMINATECIZERA/NS VMDK, B, £&
BIZR(EHREIE 1 VMDK IERAX/NRNEBT 8 TB, FEAINR(EHRIEET VMDK FSRAKR/NFIED 16
TBo

{E A4 RAID ZNIONTAP SelecttiA =

KM, FERNMAESWATEFEMERTE RAID BIONTAP Select TN EBERERE, ZAFNETRAIBEN
DAS SDD IXzfhgs, XLEIREh2SF]LUE/ RDM BRETEIONTAP SelectEZ#A41o

RAT LS EITENEEM 1 TB, BEERNMY RAID B, TEZLWBESEBELM 1 TB. SMEFASSIAFF
PEFIARIMEERZEIN, FERFRRE T BRIRFHAIANN R NMFEE,

EAR, EHAXH, AT 1 FANEEREETSN HAYN (TR 2) LhiREHEEHRENIRENEE, AithiknE

MEREERIIBET R 1 EN—XEFERIREER. U2, ERREEATHERT R 1 LRMEHEETR 2
FRESHFERF. ATETR 2 ERMAMETBRFME, BT REOIITRIRMEFERINEE, FEHA
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BHERRER RIS,

ONTAP Selectz R FrA#F KRN D XN STERMBEENRO X, BIEIXMBIBED K, 2XKIEIEELIRMN
RENENAERS LY BEAEI#HTT. SMHE LRI XFHFHIRNNMRENSME#ME ERIER D KA/ TLE.
Eit, WMEFHNEED XX NANE— AU BEAEEERERERDER/NBRU . ROKFHA/N
AT, ERERLENERNTARNITE, FRrERTE (BT =5 68 GB, HA ¥IJy 136 GB)
EIRHE N E R A RSB RESEM ST BRNEEREDE. ROXFHEANNMERNZIRSHPAE RS LR
BAZ,

NREBLIEMNRE, WAARNR/NRENSEHEIRT RAID KB LK ONTAP SelectTi R & /8T HA XHHI—
=iba

MRBEENNZMERS, WEBEZE—LEHEMEDL, Rig RAID ARAFXEIRAIRS, AT LOGIKEN2ER0
F)IE RAID ., SBHEEMAMEINE RAID AMERFASHIAFFRERKRMER T, FEEHEEM 612
ARE—MEERNRE. I, REWESXA/IMEFNEARRIREIZEZ BERINEIIE RAID 4H, W EFMA, %K
B XRNGREpRRIEA/NRE. WREBAMPIEBESXATRESX, WHESSFIHANEEEN, REIE
W, BNHREhRN—EHDBENRSEFIA.

&R o] UERFIREhEs 632 FHY RAID 4B, EAIIBEREN—E9. EXMBERT, RAID AX/NNS5IE
RAID £HK/)\ITEg,

ONTAP SelectZiExEL 1%
ONTAP SelectiRRHI7Z B ZRIEIN S FASTIAFFFES _E FI1ZERERIEINIE Mo

fEALINTE VSAN ZiEAIRZEETIFIONTAP SelectEZIX NAS (VNAS) ZRENE1EE B IE SSD HiETZf%E (DAS)
BIONTAP SelectlI R {EL .

DEFIRE®E SSD RGNS = RLIFalIF DAS 176E, ithiis BB EEIMAFFEFYE,
EELAFFRISFE, UITREE SE Thitas R diZh E&E A

* REXZRTVE

© EREXESHIERRR

* TlEaEERERRR

* BENNEESS

* NEXBUEESE

* BARNBKESHUERER
* RARaEEMUERER

FEIOIEONTAP SelectZ2 B ERRAMARIAEFIENERRE, BEMEIBNE LIEITUTHS:
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<system name>::> set diag

Warning: These diagnostic commands are for use by NetApp personnel only.

Do you want to continue? {yln}: vy

twonode95IP15::*> sis config

Vserver:
Volume:
Schedule
Policy:
Compression:

Inline Compression:

Compression Type:
Application IO Si

Compression Algorithm:

Inline Dedupe:
Data Compaction:

Cross Volume Inline Deduplication:

Cross Volume Background Deduplication:

SVM1

_exportl NFS volume

auto
true
true
adaptive
8K
lzopro
true
true
true

true

EM 9.6 XNEShRAFAHRONTAP Select , ETERZRIFAIEE DAS SSD #fig L&

@ FONTAP Select , Itb5l, 7EfEFFONTAP Deploy #H1THIIAEAFRERY, EaAaukd BB FEY
REIRAE, WMRFRINVEZMGEARHE, WEONTAPHEREEAEMAFFEI MEWINEER EF el
BRMBEHAEFRBHT R, BHRARAF THRESHAES.

ONTAP Select/FiE X &

TRELE T IBANSMEERRLEN, XERMEAINEA, HARANRERERNER, BEBRTEALRNEI

HHFETIE.

ONTAP SelectIhiE

e 5= =Y ipll|
ENEBES LHUEMIR
?Kmﬁﬁﬁ(:xﬁﬁ

?K WNEES (BENESS

[EaEYE

E4a3 Y
NEXEHEESE

ESEF N
RERRKESHUERFR
Ela e EE RN
REEaESWUERMFR

DAS SSD (B4khks=%% DAS HDD (FRrBiFrliE)

XL")
2 (BN
= @FA)

T HAPRESTMER
Fo

2 (FOA)

A
Kt
Al

(BRIA)

(BRIA)
(BRIA)
(BRIA)

Al FD MO KD AD MO

2 AP REER
REIF
2 HAPREEA

T HRAFRIEEER

T HAPREEEA
I~
T HAPREEERA

=
=

TiEF
2 AAPRIEEEA
TiEF

vNAS (FREFANE)

T HRAFPREER
35
25

A3 Fs

T HAFPREER
T HAFPREER
35
F<F5
A FF
T HARREER
25
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T ONTAP Select 9.6 SZHREFTEVFRIE (Premium XL) FFEIEIMIAN (Large) o BR, REEBIMWIUNZIFFERRY RAID B
DAS B2E. 9.6hRZASHAIAZIONTAP SelectiEIMH AL #HEM RAID #1 vNAS FRE,

DAS SSD FeBEARIT/EREIN
F4RZEIONTAP Select 9.6 SiEShrASfG, Z1F system node upgrade-revert show S8 RARE TR, AT
BN E EHFEERERE,

TEFALREIONTAP Select 9.6 HEBRANARF L, FINAERSIMEIRHNRS LOIZNFHENITHSESHE
E LEIRRIEMITHMER. HITONTAP SelectRIBARNIEESHHEIENERB AN D HERIFHERERRE
, BE—EER:

7=
INRAR ZEE LREREAFMERERERR, .

* &5 “space guarantee = volume' R AREAHIEES . REARESHIERFRTIRSEE EEHIER
bRo XERINAIEARIEREHo
* %5 “space guarantee = none KZAE B ES. AR EAREEH.
* FRfE, MBS LNEHENERERRISENB R,
=

MREARZFE LBEEAT RLEEMERE, M:
* %5 “space guarantee = volume ALEEE B EIERIX 5,
* #5 “space guarantee = none' BB AR &G & EE HEMIFR.
* &5 “storage policy inline-only S H KK E N B,

* AEAPEXFEMERBHOEERE LRBZWN, BAS space guarantee = none . XELEER
REEaEEHERPF.

28



RS B

HRINFRE © 2026 NetApp, Inc.o (REFFENRF, REEIR, REMRFABESLBEITFA, ANAEPZIMRIR
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RAGH) HITEH,

MEZRRARIFEY NetApp FHELKERI AR U TP MR R AERRRILIR

AR NetApp 12 RIF 1R, FEEMPAREIETER, SFERNRTERSE UL ERZBIERMEN
FRREER, BIEARREBERSIE. EEABERT, NTRERSRAMUERSIVERNEAERE. BiZ
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