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Hypervisor
services

Port groups

ESX -
Standard

vSwitch

ERARMEKEO (10 Gb SHE/N) B, 8MmOANEE—MEshShissM— M EMAEEE, BEM M SECEEH
imOAAER. NEMEGERTZ T RONTAP Selectfeff, MTFRTRER, M MEACEER UTEIMBIR O

VMNIC1 VMNIC2

Controller A

ArhECE NTETIR TS,

LUTFREIBRT — vSwitch BIECE IR NmEAE, XN inOHEA ST E LT A ONTAP SelectSEBFHYAEE
MIMERBISARSS . BBTFRZBMLE VMNIC BT IttinO4H, HEREAFVIER, FEIELZERMEZRRTEY, MR
K] LUFERNEIME VMNIC, JMEIMLEHYIE RMNER. £/ NiROA 2 B3 B ERENFIFFT VMNIC 3

FONTAP Select B EMLE R ETHRE EF#H I THE R EXEE,

S REERMIERO (10Gb 5(E-D) #Y vSwitch
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Hypervisor

services
vhics

Port groups

ESX -
Standard
vSwitch
VMNIC1 VMNIC2
Controller A
BB LACP 957 = vSwitch

EERERFERSMI vSwitch B, ATLUER LACP (REXHIFRETLE) KELNEEHE, M—SXFN
LACP EEEEKFIE VMNIC {UTFE LAG #, L1ThRRYIE AT EE R AIFR A RO LS4 7,500 2
9,000 Z gl MTU K/)\ AERFIIMEBONTAP SelectLE N 1Fin AR FIRE. NEMENERRAIRE (BE
) BY VLAN, SMNEBMILERILAERA VST, EST 2 VGT,

LT REIE5RTER LACP B9 vSwitch EZE.,

f£F8 LACP BESRY LAG B 1%
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Mame: |0N‘I'AP-LAG

Mumber of ports:

Mode: [ Active =]

Load balancingmode: | Source and destination IP address, TCPAJDP portand VLAN | ~ |

Port policies

You can apply VLAN and NelFlow palicies on individual LAGS within the same uplink pon group,
Unless overridden, the policies defined at uplink port group level will be applied.

VLAN type: Crvemide | VLAN truniing

VLAN trunk range:

MetFlow,

fEABAT LACP S M vSwitch A95MERiRCOHECE
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(O ONTAP-Btemal Settings =[0fx]
|Route based on IP hash -
|Link status only -~
[ves 2
[ves =
Select active and standby uplinks. During a failover, standby uplinks activate in the
order spedfied below.
Name . 1 Move L
Active Uplinks —Dl
ONTAP-LAG e Do |
Standby Uplinks
Unused Uplinks
dvlUplinkl
oK Cancel

fEFEF LACP 9%, vSwitch MIAERimOAEE
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(&) ONTAP-Intemal Settings - [of x|
- ~Policies -
[ Policles Teaming and Failover
Security T
Traffic Shaping Load Balaning: @) [Route based on IP hash ~|
VLAN . . - =
Pt - o DRt Junk status only =
“Hz*;:_‘l"?e Allocation Notify Switches: |Yes -
Miscellaneous Failback: |‘|’e-s LI
Advanced
Failover Order
Select active and standby uplinks. During a fallover, standby uplinks activate in the
order specified below.
Name ' .
Active Uplinks v |
ONTAP-LAG
Standby Uplinks
Unused Uplinks
dvUplinkl
O Cancel

LACP B Ll NECE Nis @8, £\ vSwitch ERALLINEEZ AT, BHR
EEMECERA LACP iR [1@iE.,

®

ONTAP SelectI231RH | ECE
BT 8 T 2 A IR BB _E IR SN BE B IF {5 B

TEM BRI E YR IAN HER AR, NFHAEE, EERNIRESIMNIIBIERZENSBRET —E
VLAN REAIPRE N HIZERE _LFIENE R,

YIRS O N RS I h 4k iR ], ONTAPONTAP Select/MEBmE ] LUB TR AR EZ N —BERNERHE,
—MEERERHE R IHAHIIONTAP VLAN RICEMIEO. B—MAERTE VST =X FRERMIROA 7
BRAEIRIRO ela, EIENTRIEONTAP SelecthRASUNET R Z T RACE, BEHUEROSHL e0b
e0c/e0g. INRIMNPREEZN_EMNMEHPDE, N EITREERMIERIEN IR ORIG XL VLAN FINEIE 2R
VLAN %l|ZRH,

ONTAP SelectIERIZR M & it BT BERR ANl IP sl TE SCRYEINIE O T %M. BTHXLE IP ik R AR,

EEEET R Z BRI AENAE L IUET B E 2 EWEL R, ONTAPONTAP SelectS 84T m Z BIFVERHER R A
2 %Ho
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H SR

FERTT 5 TIONTAP Select$it— M5 AT AL MRV E. FEUROIR, FEENTINIMLR
4869 vSwitch (ERMYIER-TESALIEREIF— BB BB QSRR VLAN PR &
BRI,

@ FtFONTAP SelectNEML, FRiCEERAARINTEN. BIALUTREIER VGT fEAIMNBM
£&, 1Bizis AR VGT A VST,

ERHAEYEANHINEECE

Single Switch
Ethernet Switch
R | WAN
ONTAP-internal:
VLAN 30
ONTAP-external:
Virtual Guest Tagging
Native VLAN 20
vSwitch 0

@ FEREF, HEXRIEHNRREE. NRFIEE, NERS NN, UMLEYIRE AR
SEE LR,

S MYIRTHA

MRFBERR, NEASZSMIEMEZZEN. TEERT ZTRONTAP Select R R — M N REVHFELE, A
EBANSMNER IR O AR R EREIZ I A EIRVIIRAT AN, LURIFA R R BN B RAEER R, A 2B
BT Mm@, LA LEEpiin),

ERZS MR HINEECE
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Virtual Port Channel (vPC)

Ethernet Switch 1 Ethernet Switch 2

EEEEEN NEERER
= = EEEEEE EEEEEE [

ONTAP-internal:
Virtual Switch Tagging
VLAN 10

ONTAP-external:
Virtual Guest Tagging
Native VLAN 20

ONTAP-external vSwitch 0

ONTAP SelectiEMIEERENE
BHIERENSERBIE T ShEE 2 BEM&S,

ONTAP SelectM ML REE X NEHE (CIFS. NFS #1iSCSI) . BIEFMEH (SnapMirror) 2. TEONTAP
SEh, SMHARNRSEFERPIMAEERED, ZIEONNIEEEEMERO L. TEONTAP Selectfy %
mEER, XLIHEOWMISE AR eda #1 eOb/e0g, EETREER, XLixOHIEE N e0a # eOb/eOc, H
RixON RSB FREEE RS

NetAppZ IR HIEREM EEREMB I RIMNE 2 EMLEH, EONTAP Selectifiid, XA LLUBIEA
VLAN FRIEREI, ERILUESRHHE VLAN ARiesin A 2 EcLa MLLiEEces 1 (50 e0a) REIMEERE,
A, ERILIAEEC eOb 1 eOc (BTTREEEE) LUK eOb Ml eOg (ZTREE) HECHRIMAIROHEREHEE

3=}
LB o

NRAXHEFENER VST ARG REABA, WelgeRBER— M EMRO LHEHE LIF MEE LIF, Alt
, IBERMA VGT B2, H VLAN tRCHEMIIRIT.

(D fEFAONTAP Deploy SLHIERRY, TA@E VGT D EHIBENEIENS, IRNNEEESE
SR EHIT.

fEM VCT MW R &R, BE—IMEEIENFET. ANTREHEET, TR ERE IP #UtAFEONTAP
FTEUAZARILSRTEEE, Fit, REFITREE LIF (K0 e0a) BIUmOLAN % EST # VST 45
3o U4, MNREBNEUEREEERE—NiROE, MWEBNIWT REBHYSZHF EST/VST,

22




VST #1 VGT MME B IETIIR . TERIERTE—MARE VST, EFREE L 2EKOLAE vSwitch B
HITIRE. EHEED, EHNTSEBIE LIF HDE4A0NTAPIHRO e0a, Fi@id o ELrvis 4E4Ri24 VLAN ID
10, ¥R LIF 22E2441% 0 eOb LUKz eOc 8% eOg, HEAE —MNmOBIEE VLAN ID 20, B IHOFAE=MNE
48, fiiF VLANID 30 L.

£ VST D BEHUEMNERE
Ethernet Switch
e YN sne
PortGroup 1
Management traffic
VLAN 10 (VST)
v W PortGroup 2
vian1o | vianm VLAN 20 VLAN 20 (VST)
od = -L] e PortGroup 3
Cluster traffic
VLAN 30 (VST)
Data-1 LIF:
Cluster-management LIF: .
10.0.0.100/24 | 152.1688.0.1/24
' Data-2 LIF:
Node-management LIF: .
10.0.0.1/24 192.1!_'-8_.0_2 24

TEIERTE MR VGT, EAPONTAPEIMVERARET R %+ VLAN iHEOfRSRE, 7ELREIH
, IR eOa-10/e0b-10/(e0c B e0g)-10 1 e0a-20/e0b-20 I FEEMH1iH O e0a 1 eOb Z £, IMERE A FE
ETEONTAPAZMHITMEARIE, MARE vSwitch BT, BIEMEUE LIF (U FXLEEMEO L, MMAiFE
BANEIMWERORE—D#HITE 2 B, 8 VLAN (VLAN ID 30) {B7EimOLHFRIC.

%238

* XMEELNEERS N IP TN LEER, NRFEH-TRIZERBEMNSEFINEE, FTLE VLAN iE
A2 ARSIRMBEX IP =EH,

* B VGT, ESXI/ESX EHMEIEEI2E N IUEIZEIVIER A LA dtin O, EIER EINS N8R A
IUEE VLAN ID B R 4095, LUETEIROH B A4 IhEE,

fEM VGT #ITHIENEEDE
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Cluster-management LIF:
10.0.0.100/24

Node-managementLIF:
10.0.0.1/24

Ethernet Switch

EETET

D&auum

Broadcast Domain: BDA

i

Broadcast Domain: BD2

g
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PortGroup 1 - No tagging at PortGroup Level
Management traffic

VLAN 10 (VGT)

Data traffic

VLAN 20 (VGT)

PortGroup 2
Cluster traffic
VLAN 30 (VST)

Data-1 LIF:
192.168.0.1/24

T

Data-2 LIF:
192.188.0.2/24
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