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* ©kE Premium ¥ Premium XL iFa]iF—i#cig (i,
* B SSD 3t NVMe (FES XL FaliE) IXshes AT ONTAP iR M EIRIHEE
* ONTAP Select VM BEi D X EE— NS RFHE,
o EAR—NEAYhAVREEE, BN SSD B NVMe IREHEE, LUBEANRSHE (EETSI8EHRN NVRAM , BT
ICF &, Ui iEfiEfEes) CIRIBIREMEE,
* RERSHEMASHE B RER,
° IRBHLEERONTAP Select VM HATFIRESZMINE (FINEEE. BohsE) HIEINEE

(VMDK)o
@ ° RSEWELIMITF—MIERE E (RIFARS | RAVMIEEE) , MEENP IR
o ZIBHEMNEE DAS HiEF(#ERZE. ONTAP Deploy R7EEEFEBERAE N

ONTAP Select VM Bl X LEAR S LR,
* BEEZ N EEEEE 2SS MNMIRIKEN2E 2 (8)#—2 938 ONTAP Select R4tHEER,
* 14 RAID kXFEF.

AHIERFAERV I RAID FCE

fEREM RAID B, SIFAZEMEAEN RAID =428, B2, WRARHLEBIE RAID zH28, NAIUHE
IUFEK:

s AT FREG RAID 124128, LUERERIUEIEZSWMAZRS (UBOD) ., BF, EaILIE RAID 15428
BIOS Hi# T EX,

* o#F&, B RAID ITHI28 N F SAS HBA R, 540, FLE BIOS ELERRT RAID ZIMEARIFER“AHCI
#I, EeILUERE A JBOD 11, XEEHAEEINEE, UEYIEIKEh2R7E M L LUIRREEE o

RIEITHISE X IFN R ARG E, FREEEEIMUIEHIZS. 7 SAS HBARIL T, 1BHMR 1/0 =428 (SAS
HBA) /D37 4F 6Gbps BIRE., FiF, NetAppZiXfEA 12Gbps BIRE,

FRFHEEMBEN RAID 1THIBE NN E, g0, FLETFIZEAIT RAID 0 25, XeJUANMBEREER
wINaEE, BEERTRENEIRE, ZENYIE#RE (YR SSD) X/\E 200GB Zl 16TB Z(d,

@ EIERFEIRET ONTAP Select VM IETEfEAMLIRENES, HBALLEZH EXEREAX LR
o

[e]

ONTAP Select N4 IBHLER

I FEREYE RAID ITHISRMEE, YIBHETISRMA RAID 12412812, ONTAP Select 2R R"— 1M Z D
VMDK , ONTAP BIERAIUMFPEBEIIEERES, XL VMDK XA RAID 0 I FHTEH, HAEHE ONTAP
B RAID 2 ABHEFIRENSIEMERENMERER, MEBETARERT, I, BFRFEHEN
VMDK 5 BFZEA P 3B VMDK i FRE— MR 1EEED,

fEA%4 RAID B, ONTAP Deploy £[EONTAP Selecti2ft—4H VMDK FYIEHER R 1A & RSt [RDM] (B
F SSD) LA E3 &K DirectPath 10 &% (FAF NVMe) .
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TESEFMAME TR T XMXR, REETT T ONTAP Select VM WEHEEHMEHEER 5 A T8 P E5UER
YIRHEER 2 BRI XAl

* ONTAP Select 3 RAID : {EREIALHELEF RDM *

ONTAP Select with Software RAID

—

VM System Disks

ONTAP Select
Software

Hypervisor

Host Bus
Adapter

RyHE (VMDK) UFR—MdEFEEESR, FEMUTFE—MWEEEE . B NVRAM BEFE—MRUE
BRANNB. ALk, X325 NVMe 1 SSD KR NHIRFMEREE,

14



\

VM system disks

ONTAP Select e
software

Passthrough

S—
OR
Hypervisor { DirectPath 1/0
devices
Host bus
adapter

! ; | il
4 b iy

Aot (VMDK) UFRE— M dEEEETR, FEUTFE—MWEEEE E. B NVRAM BEFE—MRE
BHARNE. R, 5<Ff NVMe 1 SSD KEBEIEFEREF, A NVMe XIS AERIER, BT 1tae
RE, REHEBLNZE NVMe i85, T2 NVMe BCER, RIFER Intel Optane RIFAN RS,

@ g%%ﬁﬁ&ﬂiqﬂ, TEES T RIEFEEN S M IEREDER 2 8#—2 73 ONTAP Select &4t

SMUEHED =87 —MIBRDEK GFH) MRPAIMEFRNSX, MMEIETEONTAP SelectiZ il
PRI N RS E. 2 XERRKIE (RD2) R, WTEFR, 23BN REFNSAN (HA) XH
BT o

PRREBRERENEE, DP RTNE BRI, HE S RREAREER.

* BFETRERR RDD ME5KX *

&w Mrﬂi Dl |D2 | D3 | D4 | DS | D5 | D7 | DB | P

A_data/plex0/rg0 || 5y | 02 |03 |oa |os |06 |07 |0 | »

Sl
MO~ Dmia

W=D

A_root/plex0 (| D1 | OZ | O3 | D4 | D5 | D6 | D7 |08 | P |

=

15



ZTimE&ER (HAX) B RDD HESDX

$ §

' £ ( l £

DL|D2|D3|D4|DS|D6|D7|D8|P |DP|IS |R D1 | D2 |D3 | D4 | D5 | D6 | D7 (DB | P |DP R
A_data/plex0 v v—t B_data/plex0

\ 2 1 \ 1

o C

f 3\ £ ' L £
'B‘_dalafplexl DL|D2|D3|D4|DS|D6E|D7|DB|P |DP|S D p1 | D2 |D3 | D4 | D5 | D6 | D7 (D8 | P |DP ) ‘:A_datafpieﬂ

\ J I |4 J- |

S 3

DOz (03[P m’“w. oot —om|s | X Tu DT 03[P w. D103 P DF] s | X

J L J A\ J |
A root/plex0 B_root/plexl B_root/plex0 A_root/plexl

ONTAP#{f RAID LT RAID #%!: RAID 4. RAID-DP FIRAID-TEC, Xt ZFASHIAFFE&SERARAAR
RAID £, JTFIRECE, ONTAP Select{X#F RAID 4 1 RAID-DP, ¥4{EFARAID-TECH{TEIRERSH, ¥
{&1R$P2 RAID-DP, ONTAPONTAP Select HA fERRTTHZZM, BB/ TENEEEEFEIS— I Ta. XE
KES I TR NEEERIXREMNETAIRSXHNEIER, HEEEE—MEOX, XEKREHIEEENR
INREBEURTONTAP Selectti 2 2B ETF HA Xo

MFBRTRER, FIERESXEBTEES (55 #iE. WTFBET HAWRTR, —MUEIXABTEFME
ETRAH (E5h) HE, Z—THRESKATHRERE HA WELRERNEEE.

Hi& (DirectPath 10 ) RF5FEIRIGEMST (RDM )

ESXi #1 KVM B EIRIZEFAZHF NVMe HEIERHRIGIZREMET (RDM)s ER1F ONTAP Select BTl
NVMe R, HIUEXLEIRTNZFECE A ESXi 3 KVM AMEBILE. & NVMe RELRENEBIZEN, FTER
228 BIOS M92#F, HAUIREZEEHEIEN. I, SNENATUPBRNEBREHELERS], XAJEER
T&EMSF. B2, ONTAP Deploy S1ILREIFIE D ONTAP Select Tim 14 1 NVMe i&&. XEKE NVMe g
LR RS ERNN, BEIEEEH I0OPS BE (IOPS/TB), &, NREGEEEEFAGFHESENS LR
&, BiXEENAE ONTAP Select VM K/, BBFRGHLAR INTEL Optane £ UK B FEIRFENIRTEE
B9 SSD IXEhES,

() =FHFIE NVMe thaE, 5% EEAR) ONTAP Select VM A,

HiBi&&M RDM Z[aifB— X5, RDMA] LRSS EIEEEITHEMN. EBISEREEEHEIEM. X
BEREMEMA NVMe IRchzs BB =T B (IREh28R) SIEEEEEFHSENONTAP Select i, IXEHEE
AN AEY B (Rsh23ARM) EEBONTAP Deploy FEYT{EMRIEEN, ONTAPONTAPEIRE T &+
HJONTAP SelectEHF B oA HA MBI ERE/MIERE., B2, SFRFER SSD HERE2E (I
FONTAP SelectEF#HBoh/tfE %) FER NVMe $EIRTNZE (FEONTAP SelectEHBoN/ENE%TE) i8]
X5,

YRR R ECE

AT REEMENNEFAL, ONTAP Deploy 2BEIMNIEENEUIETEZEE WIERSHE) IKERS (B
) WA, FIEEEZEI ONTAP Select VM , IR ERTEVIAIRERAIEI BT, LUE ONTAP Select VM B] 1L
B5fl. RDM #1790 X, HEMEIRERS, R ONTAP Select TmET HA X, NEHIES X< BohoEiLh
AMTEE AN RIS IFME A D B SR ER O BIR(ERTEME RN /ERRIE B ohi# 1T,
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EEI:_Fr] ONTAP Select VM ER#IEHE SREYIEHEEEXREK, RILERESYIEHEIREESMERE~E
oMo

@ RESH RAID HARREFUR TR AHEREE, ONTAP Deploy 2k#F1E HRY RAID A28, 40
RATROE T EBHEE, WEFERA RAID-DP , BE6IE RAID-4 RES,

ﬁﬁﬁfr”ﬁ: RAID JJONTAP SelectiZiMUARIIAER , EIERMINZE SYIEIXENR IR/ N UK FRERRIIREh 25 ER
2, BXFAER, BSAENFESE"

SFASHIAFFZSiEML, EREMMA RAID ARNMABEEFHEANRENE, REFANEDENNGE, W
RICEQEHNBY RAID 4, NF RAID ARNX/NNSIAE RAID ARIA/NLE, UBHEREGRSHESRIZ TE.

% ONTAP Select H4&E 5HEMNEY ESXi 2 KVM &2 ILED

ONTAP Select BB EIRZN NET x.y o ERILUEA LT ONTAP S5 3REXFEEE UUID :

<system name>::> disk show NET-1.1

Disk: NET-1.1

Model: Micron 5100 MTFEFD

Serial Number: 1723175COB5SE

UID:
*500A0751:175C0B5E*:00000000:00000000:00000000:00000000:00000000:00000000:
00000000:00000000

BPS: 512

Physical Size: 894.3GB

Position: shared

Checksum Compatibility: advanced zoned

Aggregate: -

Plex: -This UID can be matched with the device UID displayed in the
‘storage devices’ tab for the ESX host

$eaigasasias

a2t
st
a

I

7£ ESXi 3 KVM shell A, fERILUGIANL TS RELTEYIEEE (FAHE naa.unique-id #7iR) B9 LED iAXR.
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ESX

esxcli storage core device set -d <naa id> -l=locator -L=<seconds>

KVM

cat /sys/block/<block device id>/device/wwid

fER%F RAID B I Z PN IREhER R
RATRERIBEI S MR BEAN L FHERSHER. RANTHIATES RAID RIPAISIEIRESE K E,

RAID4 BERILIAS— M LEMIE, RAID-DP BEFLIASHMNEEERIE, M RAID-TEC BEUAZ =1
HERpE,

IR FEHE LT RAID REFNRAKEL, FEERWERR, WERIRERKBmAG. NRERHME
AR, NREBERSIRS TRERE, BRAMERMENLE,

YNRMEHELET RAID RESFHRAHEL, NAMMBIRMCHSIE, FERGREHER. HIEH HA
TR ERNEZPNMEH, XERE, TR 1 BER /0 BRBSBIEEF TiERO e0e (iSCSI) RXEF!
YR TR R 2 ERMEER, MREBEZNMELERE, WRERIMEARERE, FEHERTR,

DIMBRH B OIR A ERERM, FREME EMRBUERR, BEIR, SHWENESEIIERSREE, 2%
BURER G, ONTAPONTAP SelectfEFIR-£#E-2#E (RDD) 72 KRR & MR EI2EHF 2 N — MR 2 XA
WIIED K, Blt, ER—IREIMHEFRSTNSIRE, SEFMRRENTEREEHEIE, UKkE
HEIER ST EBIER SHRIA,

EUT RS T, RKEHRFER plex WMFRHEREIE:

C3111E67::> storage aggregate plex delete -aggregate aggrl -plex plexl
Warning: Deleting plex "plexl" of mirrored aggregate "aggrl" in a non-
shared HA configuration will disable its synchronous mirror protection and
disable

negotiated takeover of node "sti-rx2540-335a" when aggregate
"aggrl" is online.
Do you want to continue? {yln}: vy
[Job 78] Job succeeded: DONE

C3111E67::> storage aggregate mirror -aggregate aggrl
Info: Disks would be added to aggregate "aggrl" on node "sti-rx2540-335a"
in the following manner:
Second Plex
RAID Group rg0, 5 disks (advanced zoned checksum, raid dp)
Usable
Physical
Position Disk Type Size

18



shared NET-3.2 SSD =

shared NET-3.3 SSD -

shared NET-3.4 SSD 208.4GB
208.4GB

shared NET-3.5 SSD 208.4GB
208.4GB

shared NET-3.12 SSD 208.4GB
208.4GB

Aggregate capacity available for volume use would be 526.1GB.
625.2GB would be used from capacity license.

Do you want to continue? {yln}: vy

C3111E67::> storage aggregate show-status -aggregate aggrl

Owner Node: sti-rx2540-335a

Aggregate: aggrl (online, raid dp, mirrored) (advanced zoned checksums)
Plex: /aggrl/plex0 (online, normal, active, pool0)
RAID Group /aggrl/plex0/rg0 (normal, advanced zoned checksums)

Usable

Physical

Position Disk Pool Type RPM Size
Size Status

shared NET-1.1 0 SSD - 205.1GB
447.1GB (normal)

shared NET-1.2 0 SSD - 205.1GB
447 .1GB (normal)

shared NET-1.3 0 SSD - 205.1GB
447 .1GB (normal)

shared NET-1.10 0 SSD - 205.1GB
447 .1GB (normal)

shared NET-1.11 0 SSD - 205.1GB

447 .1GB (normal)
Plex: /aggrl/plex3 (online, normal, active, pooll)
RAID Group /aggrl/plex3/rg0 (normal, advanced zoned checksums)
Usable
Physical
Position Disk Pool Type RPM Size
Size Status



shared NET-3.2 1 SSD - 205.1GB
447 .1GB (normal)

shared NET-3.3 1 SSD - 205.1GB
447 .1GB (normal)

shared NET-3.4 1 SSD - 205.1GB
447 .1GB (normal)

shared NET-3.5 1 SSD - 205.1GB
447 .1GB (normal)

shared NET-3.12 1 SSD - 205.1GB

447 .1GB (normal)
10 entries were displayed..

EMXFAEIA— DX Z P IRBhestpE, BEMA storage disk fail -disk NET-x.y
-immediate W%, MRAFHEZHUE, RERAKRER, EJUFERHS storage
aggregate show MNEBFZEAVRS. E0JLUER ONTAP Deploy MR IEIAESFEIRTIEZR. B R
> ONTAP ERLtLIRTHZRH7IE N Broken o WXeHZZKFF EFKRIREF, AILIEEA ONTAP Deploy E#f
. BIRMRIRIFRITRE, 157 ONTAP Select S8 S 1TREITHMAUTHS:

®

set advanced
disk unfail -disk NET-x.y -spare true
disk show -broken

Ra— e <LHREHN YT,

FEiM1t NVRAM

NetApp FAS ZFBEEEYIE NVRAM PCI R, It RE—MateEk, E8EZKMRNE, JTEERABTAM
BE. Mk, BT ONTAP MEIHIAMEANNB AT FIRRIEES T, tboh, B©FrI LU RITE— MR AEZEE RS
EEREIRIRIB EIR ERIEMIZME N B

BRAARBEAREILRILE, FAlt, NVRAM RHINEEEEIMEHETF ONTAP Select R R s _ERYSY
X, FHitt, MBLFINARAEIMNEEIRANEE,

ONTAP Select vSAN F19MERFESIECE

EE14 NAS (VNAS) ZBEH1FEHL SAN (VSAN) EAJONTAP Select&ER%, HLE HCI =G
R HMEBRETIR B M BIRTFE, XL ENREEMIIMIRME T SURFMHEIEM,

SEERISEFEANEMEIERE (0 Linux ML LR VMware ESXi 8 KVM) iFKER B, WE
R ERIERE ESXi, NWEMNIZTEMENE VMware HCL E5IH,

vNAS Z2#4

VNAS @25 TFRrEAREH DAS i E, WTFZTm ONTAP Select 5£28%, XEIERFE— HA MHAFHED
ONTAP Select T HE RN IEEE (B vSAN $iEEFE) B9%2H, TR UREERBHEBHEZE N
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HIA BRI SRR b0 X AFIEYIRTEME R IEEE S ONTAP Select HA JBYEE(A S i, ONTAP Select
VNAS fRA EMZEMN 51 A2 RAID 1=HI28H DAS £AJ ONTAP Select IEERM. HFLRWE, 1 ONTAP
Select P EAMLEIHE H HA SEINEESURIIEIZS, ONTAP MR EREE T SEE. Fith, PEFSEHERE
ZEIEN, RATNAIUBEMNATFRBIE S ONTAP Select T9 R YEIELE,

HA 3895~ ONTAP Select T3 =t ] REEF B2 IHRVIMERPES !, 7E38% ONTAP Select MetroCluster SDS 5 4R
FiEESFERN, XE—1E WAYERER,

981> ONTAP Select TI R ERRIRBIIMNBIET IS, P PMFEFILIURAS ONTAP Select VM MBI REAFE
, F—RIFEEE

VNAS 22ty 5 BEGHEH RAID 1423897 DAS RYISLL

vNAS Z2#7EiZ4E £ 5 8% DAS 1 RAID £H2889AR S 2BBNEMWREM. EXFMHERT, ONTAP Select &3
SHAEEEETE, ZEEEEETESYSOE VMDK /1, XL VMDK HMEESH ONTAP HiEER

&o ONTAP Deploy AIHf{RTEEE RS -create M storage-add $#21EHAIE], VMDK A/NEMHDECAERIIM GFF
HAXF) o

f£A RAID #£Hl2808F, VNAS 5 DAS ZEIFERINEEX G, REZENXFIZE, VNAS REZE RAID T4l
25, VNAS BEREINEIES AR EE RAID FHI23IR BRI DAS FREEIR R EUEIF A MM EMERES . $
BRI FITETF NVRAM T4EE,

VNAS NVRAM

ONTAP Select NVRAMZ—7 VMDK, XEBEONTAP SelectfEiRA] FHHEE (VMDK) Z FIEINFEH A SHUE=
i8] (fRENVRAM), AT, NVRAMEYI4BEXT FONTAP SelectTs mIEAMEEXETE,

XFEEREMG RAID 542580 DAS 18 &, 4 RAID 1ITH28E 1778 UNVRAMETE, EAFNVRAM VMDK R
FrE B \&PE LI EE RAID 1528770,

F+F vNAS Z2#, ONTAP Deploy KfFERBAELFIEIERETICR (SIDI) WEshEEBETIECE ONTAP
Select T, WMREFEULLETIEE, N ONTAP Select 443 NVRAM HISHUIEE MM H EIES \IEE

o NVRAM (NETFIERE NISEERARAMNE, HLINEEMIRBET, SRIUEENEEN: —MEA
NVRAM , 5—1E5 ANTE NVRAM #7207, ILINAEGERT vNAS , FAZDHME N RAID ZH238EFHENIMNE
IRA] ZBEAR It

SIDI IhBES P ONTAP Select FEMEINGEARAR S, AIUERUTHSERS%R5SZH SIDI IhkE:

storage aggregate modify -aggregate aggr-name -single-instance-data
-logging off

@ SNRXH) SIDL Thee, S AMREERREIRM. EEAEZRETFIEE LB EENERERREE,
B LAEHTE A SIDL Thik:

volume efficiency stop -all true -vserver * -volume * (all volumes in the

affected aggregate)
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7EESXi_EfEFAVNAsSEY, iEFEAECEONTAP SelectTi 2

ONTAP Select B HEFME LAIZ T 52 ONTAP Select 85195245, ONTAP Deploy BREE[E— ESXi Al
EFEEEZ ONTAP Select s, REXLETSIREFR—%E.

@ HEECE (N VNAS 1R (HEHIEERE) B¥. £/ DAS ZiElY, B8P ENAZHFFS D ONTAP
Select X, FRAXLELFIFTHEREVEH RAID 12525,

ONTAP Deploy AIfffRZ T VNAS B M ¥R EA SRR ER—EEHIZ 1 ONTAP Select LR EZ![F]
—FHE, TEBRTEREEN LRXXBENET LB M EFHIERSG,

Z TR VNAS S84 E0E

Multi-node vNAS clusters:

RED and Blue
intersect on two ESX hosts SHARED DATASTORE

7 "
‘ .. (LT .

#HEG, FJLUEENZELER ONTAP Select iR, XAIRERSBEEFNRRELRE, HATTXNE, FHAE—
EBPHR I EEZ ONTAP Select TRHEZER—NKEEN. NetApp BINFEIEIRE VM RREXIEMN, LUE
VMware BEhER—&EN TR ZBRFIERE, MARNZER— HA IR

()  mEBANEsR7E ESXi B LA DRS,

BRI ONTAP Select VM S & KEXMEMNBIRA, ST RAl WK ONTAP Select £EBEEZZ 1
HA XS, MZERFRIFTE T RER R B S 7N F,
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Getting Stated  Summary uunnm] mmum{mmsm Hosts  VMs  Datastores

viphere DRS

v5phere Availability
- VEAN

Ganeral

Disk Managemant

Fauit Domains & Siretched
Cluster

Health and Performance
iSCS Targets

ISCSI Initiator Groups
ConNouration Assist

Networks  Update Manager

VMHost Rules

[wage ][ Ecit. | [ Deiew |

T Tyos

Thig lestis emply

Mo VM/Hest rule selected

EmEblad

Canllists

23



Name: |N| rodesinthe same Selec: clustes zannot b2 on the same ESKFost |

[] Enable rle
Type: | Szoarale VirLzl Machines
Desiotion;

The listed Virtual Machines mus: be ran on separae 13ts.

add. || Remove

\embers
5 Selectvii2
5p Selectvi1

SR EE— ONTAP Select £B¥HIM N3 %1 ONTAP Select T RAIgE2E U TREEZ —mfiI FE— ESXi ENl L

* BF VMware vSphere FrIIERFISARE A DRS , DRS R 17,
* 853 DRS RRFEMEHIN, FF VMware HA 125 B2 & B ehBI BRI ES (£ 5.

@ ONTAP Deploy A& FE5h%#E ONTAP Select VM LB, B2, HEERIFIZIESTE ONTAP
Deploy HER R U AZ 2 HFHIACE |

UnsupportedClusterConfiguration cluster 20180516 11:41:19:0400 ONTAP Selact Deplay does not support mulipte nodes within the same cluster sharing the same host:

I INONTAP SelectiZ(iE A&
ONTAP Deploy EIFF ONTAP Select 2B FhEE NS SR INFIF BT BOMUTE AL,

ONTAP Deploy FRBYFMERINTHAE B IS MPAERFMENME—T7E, FIFEEIEN ONTAP Select VM, TEIE
Y BEhEFERNE TR "+ BT,
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@ Cluster Details

Name onencdedSiP1s Cluster Size Single nade cluster
ONTAF Image Version 95RCH Licensing licersed
1Pvd Address  10.193.83.15 Domain Names -
Netmask 235.255.255.128 Server IP Addresses .
Gateway 10.192.83.1 NTP Server 216.239.35.0

Last Refresh

) MNode Details

Node o©enodedSIP1S-01 — 1.3TB + # Host  10.193.39.54 — (Small (4 CPL, 16 GB Memary])

UTNEESINTAEY B ENRINEEEERE. BEANAE, FEERABIIERREETEE (REZE
mL#=iE) . SHTRBHETFIFENFENMIRERERN. NETLERGEBRENIITIIL.

MRMEIMA ONTAP Select BRERMTEINAE, NFHEMED FUEEERE) NMEEREXENSMEEER (
BURTEAEEE) RUMREERE ST, EEE, THREISIE SSD HHERMEIRE T HUTF AFF B (BEBARE
) BY ONTAP Select 52, tBALZHEREMEA DAS FIMBTEAE,

R A HEZNFERINE R AR LURHEINYAM ( DAS ) FiEH, MATHEEIIMY RAID 450 LUN
(8 LUN) . 5FAS 45—, MMRERRE—REHMNFHF=TIE, RFERFEH RAID HAp94sES/E RAID A
BIMEREMEML. MREBCIEFRS, NMMRBR T HRMRESMRER M, NF RAID AFEErIfEBFIARE.

MRFBIBRFEN 2 A/ NRBE T FNERATIEEE AN e LUERZEEIRX ARNBIE—E3EEFMET, Bl
S B ZEEONTAP SelecttVHUIBFMERINEVEFMEX. MAZFEMONTAP SelectT R BV121E

W5R ONTAP Select TRETF HA X, NN ZEEHth—LE R,

£ HAXH, ST TNREESHENT REVEIENREGERIE. mTR 1 FMIZEERAERN TR 2 HR0HEE
W=EE, UERTR 1 PRFRERIEEREITR 2, M52, ETR 1 NEERNRERANIETR 2 9=
EE’H,;‘“ 2 EARA BRI, FEEARMEIT R 2, MEERE HASZHHE, TR 1 WSiERETeE

BXItEE, ®RBE—TFINUEREDL. TR 1 LRWHREIASEHEITR 2. Eit, TR 1 L#=E (BiEF
i) BIMERER S TIm 2 LB (MiEFfERE) BUMRERLES, =2, AR T TR LAN=E, BER
RN EhEE AR ER RAID AR/, FIRERSEIERERHE, XZRF/ RAID SyncMirror ## 1R FEECX T
= E4EPEIER A,

2 HANFRI T R EAFPRIARNEE, KIHRITHNMEERINREE, SMTR—1 BREERNIRIE
HEZEM I TR LEENZE. SMTNREFMENESZEEEFTTR 1 EFBN=RENLET R 2 EFrRI=E,

TEEERSHEIMNN A, BITREERNMNUREMEE, 51 8UEFMEERSR 30 TB B9=El, ONTAP Deploy
SOE—IWT REE, HRS T aEs HBHEEEMEE 1 A9 10 TB Zjal, ONTAP Deploy A8 TR
BoE 5 TB BYSETI=8)o

TEESRTHE 1 BENMEERINSENESE SR, ONTAP Select MEaEEMN TS LEHABEMEHESE (15TB
) o B2, TE189E5hE# (10TB) kTS 2 (5TB) %, AIMTENZIRLFF, RASIMTE
HITES—T 2RHIRERIAR, BIREEMEE 1 PEETINITATE, FEEREE 2 he2r A,

t

* BRENH. AREERNIREZENEMB=E *

i
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ONTAP Select sooc ONTAP Select
Node 1 S Node 2
HA Pair

ST .y
Node 1/Aggregate 1 (. A
10TB [ S Node 2/Aggregate 1
5TB
Sync Mirror for Node 2 )
5TB Sync Mirror for Node 1
10TB
Free Space in Datastore 1
15TB Free Space in Datastore 1
= ; : 15TB
ey
Datastore 1 Datastore 2 Datastore 2 Datastore 1
Total Capacity 30TB  Total Capacity 30TB Total Capacity 30TB  Total Capacity 30TB

T 1 EREANTINIEERINRES S BEUETMEE 1 WESSOMERMEE 2 W—8H (ERBELRE
) o HB— storage-add 1= S REIBEME 1 PRIRW 15 TB TETE, FTEIEXRTHETA storage-add
BREVER, BT, 91 BIEE 50 TB RUETHEUE, MTm 2 BEIEERIE 5 TB BYERNEIE,

i

* BEDH WTR 1 RITRRGINIFENNIREEN D EM T A=E

ONTAP Select o ; : ONTAP Select
Node 1 — Node 2
HA Pair

— — Node 2/Aggregate 1
— 5TB 5TB
Sync Mirror for Node 1
25TB 25TB 50TB

Datastore 1 Datastore 2 Datastore 2 Datastore 1
Total Capacity 30TB Total Capacity 30TB Total Capacity 30TB  Total Capacity 30TB

1y

Node 1/Aggregate 1
50TB

Sync Mirror for Node 2
5TB

RERNRELREFEANRA VMDK X/NWA 16TB, SEE QIR IERREERMR A VMDK X/ML7 8TB
o ONTAP Deploy IRIEfEHECE (BT R ZTaER) MIRNNEEREIERAX/) VMDK, B2, 81
VMDK BB A A/NEEE O B2 EHRIB RN BT 8TB, 7EfFfERMIRIERRERNEBE 16TB,

{FEAIERAIDIZIIONTAP Selecti B =

EI, AT LAER storage-add MISRIEANERIE RAID B ONTAP Select T aFiBIEMAE, tASNEE
;~A]FBRY DAS SDD JXzh2s, XLEIRTHEE ] LAYEAY RDM BRETE] ONTAP Select VM o

BATURSEFAHEEMN— TB , BEEARMY RAID B, TELWNBESHEBEEMN—TB. 5[ FAS 5
AFF BEFIAIMERZEM, RERFRRE T AIE—RIGER RN R/ VFEE.
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EHAXH, REERIZTR 1 FTEETRHAX (KR 2) EtUEHERRENREEE, &

@ WIKENRAITIZHMEE BT R 1 ER—NMERINR(EER, BMER, TEEMSEATHERT
=1 EREEET R 2 ERESIMRIF. ATETR 2 LRMAM A BEvEE, S0ERDT
= L AR M IR R AN IR FAN SR IR TR R 2L B RV IX Th R

ONTAP Select R EAHIEIZR D X AN SIMEREDFAEIIR, BBENBIBEIX. PXIBFIELIBRFRGH
BE RIMARGHIENT. MR LNRIKFHFRMIBEANSTEHEE LRNRERDKA/NLE, Hit,
M MEFREES XA NPHNE— MR U EABE S BB RERDERNEU 2 . ROXFHFRNNEHTE
B, EREVREREREIRN TAIRITEN. PAENERTE (BR8N 68 GB, HAXA 136 GB
) FRUUE(IE IR shEs Ml BB IL IR s 2R R Ia A R 5. BB RARIFTE IR LR D KEHRIMREFR

iy
.o

MNREBCIEHRES, NFAENR/NIRTHZEHMEE RAID ALK ONTAP Select TEEEREF HA M.
NRERMERERNEE, WEEZE—LHIIMNMUEESI, oLUEREI2ARINEIIE RAID 4, Filee
RAID AEFIXFIZR AR, AABERBIA RAID ERNEEIHMAES FAS M AFF &{ESLE, FELt, T
WM ERER S RER—INEBTERIA, ItbIh, REEBEHIRS XA/ NVEEHEANIRE2SAINEIIRE RAID A

o WEFTR, BIEDEKAKNSREpBFEIEARNAE. MREBERINBIESXATFRESX, WHIERNZFHIA /)
RBaad. 52, 8THMEoREN—a0RE2NaLTRERRS.

%EJL)(ﬁﬁﬁ%ﬁ%li?’:b%%?fﬂﬁ%éﬁ%ﬂ@%ﬁﬂ@ RAID H, EXMIERT, RAID AXNEZ5IME RAID HA/T

ONTAP SelectZiExEL 1%
ONTAP Select IRHHIZEERIEING FAS F AFF [E5I|_ERITZAEEE TN,

EALNTZVSANTERINIZREFIZFEONTAP Select BEEHANAS (VNAS)EY, & 1EEEAIESSDEIEZE(DAS)
BIONTAP Select IR {EL .

REEHDASTFER B SSDIREIBMBRITAIE. MIEMREF BB RAERMTAFFRE .
NREBRMT AFF BU%1E, MEREHE=BEERAMU TSR SE Thak:

* SRRV

* ERNESHIERRR

* BlEaEERERRR

* BiEN K ESE

* SRS ERESE R

* RASINESHUERIG
* RARaEE RN

FI0IE ONTAP Select RE ERAMARMIAFHERERR, BEMIRNE LIZTUTa<:
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<system name>::> set diag

Warning: These diagnostic commands are for use by NetApp personnel only.
Do you want to continue? {yln}: vy

twonode95IP15::*> sis config

Vserver: SVM1
Volume: _exportl NFS volume
Schedule =
Policy: auto
Compression: true
Inline Compression: true
Compression Type: adaptive
Application IO Si 8K
Compression Algorithm: lzopro
Inline Dedupe: true
Data Compaction: true
Cross Volume Inline Deduplication: true

Cross Volume Background Deduplication: true

5(H=M9 6 MBS RASFHRAIONTAP Select . SN FERSLRIFRIIEEDAS SSDEE LR
@ ONTAP Select, Itt7h. 7EfEFIONTAP Deploy# TGS B L2 HAIR]. Ak B REE
EiFE, ERFBREMSZHENERT, B ONTAP AEREEALEMT AFF fUtFE, EEF
ﬁb@ﬂ@%ﬁb%%&#i%ﬁaﬁb%ﬁo BXEZFMER, BHARATF,

ONTAP Select ZEKECE

THRLET EMENEENEREDL. RIABRTERAEMSRIAE R FTABBERINERER. BEFEUR
F A RERFEREIF AT,

ONTAP Select IfjAE DAS SSD (B4aE&XL DAS HDD (FAEIFRIIE)  vNAS (FRETFRIIE)
)

SEESZAG = @A) RHAFPERERA =HAFRERR

LR EEHUEMR = (A ol A HH

)32K$Eﬁl£éﬁ (ZhESE —RHEAFRZEBR. RHAFPRERERA -z

?Kﬁ;ﬁiﬂz_téﬁ (BBNEESE B RHUA) RHAFZERA AHH

[& & IEESs -z =HAFZERERA RHRAFPRERERA

BIREBIZT =i =i =HAFPRERA

SERSERIRAR R = (FN) RHRAFRZEREA AHH

B RITIET =% =% -z

REXNESHIERR = GHA TER AHH

Bl a EELUEN = (A RHARZEREA RHRAFREREA
ERAaEEMERME =2 ROA) TIEM A



'ONTAP Select 9.6 Z T A IE(EEXL)FFHVMANKE), BE, REFERRH RAID B DAS BBE A ZHF
A VM, 1£9.6hRP. KEIONTAP Select VMA L 1HEHRAIDFIVNASERE

X DAS SSD FeERIALRITHENER

FHREIONTAP Select 9.6 EShRAS/G. 1BFFF system node upgrade-revert show SR UIERFALRE
SR REBRIINAESENEMENEE,

FEFHREIONTAP Select .6 ERBMAN RS . EIMERATFOARNES FOIRNFESESHBBROIE
1% BAMRNITN. DT ONTAP Select RESFHREVIIE % 55 BIEAVS BA A S SRR AR 504,
(Bt — LTk

=
INREARZBIRES LBAFERERER. .

* Bf space guarantee = volume MERBAEIEIES RN, BREXLNESHIENFNREEEEER
HHEMPR. XERITAT IFEARIERE Ao

* A% space guarantee = none WEXRBAGAMIEESE. EMAIEARERA.
* FHRIE, ES EHFEREREIIRER auto
=2
MREARZAEEE LRATREFHERE. W
* FHRJS, B%E space guarantee = volume MWEREEMER,
* A% space guarantee = none WEEBRAREREAESHENRF.
* B SN SERITEREREE BB RYERBRIRE N auto .

* BARAPEXMEFERERRBIENREARE, (BAH space guarantee = none NERIN XEE
EERRERAESBUEMR.

29



RS B

HRINFRE © 2026 NetApp, Inc.o (REFFENRF, REEIR, REMRFABESLBEITFA, ANAEPZIMRIR
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MEZRRARIFEY NetApp FHELKERI AR U TP MR R AERRRILIR

AR NetApp 12 RIF 1R, FEEMPAREIETER, SFERNRTERSE UL ERZBIERMEN
FRREER, BIEARREBERSIE. EEABERT, NTRERSRAMUERSIVERNEAERE. BiZ
M BAM. 1B, ETMSERERL (BEEFRTHIEABMERS; £H. HEFES EHRL
; EWSHE) , BEREMNAUREFEHFRERL, BEHTEE. mRIEIENTH (BEHRZHE
fth179) , NetApp HARFAIETE, BIEERSNEFE LRRRAIATEEM,.
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HER, SN NetApp AABREAASHEFR i~ EERRESRX S, ERNMER~mARTIREG
NetApp BYERIZFIMN. BIRNEEREMAIRFRIFA,
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AXAEFFES RSB =R/ B RS (EXI FAR 2.101) #8%, BT NetApp, Inc. HEEEE. RIE
ISR HBIFRE NetApp FARBIBMITEVRGEEELER, HE2HMAREFL, EEBREX XL
ENERNAEI RS, 23k, SRERAEENGTE, ZFBERaEL, WAREFE, BMRESR
FHIRFARIBIN EE BT ERABE X EZEaRZFRNER TER. BRASHEMENBRIN, FE NetApp, Inc. B
PEALE, FEER. HE. Efl. B BEHETXLELHIE, ZEBRXERIPENYIET DFARS H%E
252.227-7015(b) (2014 £ 2 B) &R EAHAIIF].
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