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* ONTAP Select VM Boln X BE— M RMN RS HEE
o WER—EBIRAIREEE, BD SSD 5{ NVMe IRGHEE, UBARSGHE (EZTHIgETHN NVRAM , B5
ICF &, Rl FEfENAMRSS) CIREIBRTFMEE,
* RERSHENASHE T EIRGER,
° BRSBHLFBEONTAP Select VM N FIRSEMHIE (HIaN&EsE. Bohd) HEINEE

(VMDK)o
@ ° RBMELIRITF—MIEME £ (RIFRRS | RAMIBEE) , MBIV ZRE9H0
. ZYNEMENINEE DAS #IBEERE, ONTAP Deploy =1EEEEIEHAEN

ONTAP Select VM Bl i X LR SSHAEL,
* TEEZ N EEEEEZE DS MBI EN2E 2 [8)#—F 93 b8 ONTAP Select R&GHEER
* IE RAID RX&E A,

ASHIEIZTFAERVAR T RAID BCE

EARAH RAID Y, RFAEFEREN RAID 428, B2, MRAAHLAEBTIAE RAID T428, MATUHE
UTEX:

s ENTZ RSN RAID 6128, UEHERILEEZEEMA RS (JBOD) . BE, &EELUE RAID iT428
BIOS A# T E K,

* &, B RAID ITHIZ8MN 0 TF SAS HBA R, f5la0, FLE BIOS EEERT RAID ZIMEARFFER“AHCI
B, EAILUEEEA JBOD B, XEBEAEEINRE, U EYIBIRsIZSEEN L] LUEEREEE T,

RIBITHISS T IFNR ARG E, TEEEFIMVITHIZS. £ SAS HBARILT, 1BHMR I/0 1THI28 (SAS
HBA) /0% #5F 6Gbps BUEE, Fid, NetAppiEiXfER 12Gbps FVRE,

FFFHEMEMEM RAID IZHIZRNNECE, fIg0, FETHIZERIT RAID 0 28, XAIUANMBEREEERE
WINEE, BEERATENEIRE, ENYIE#EE (YR SSD) KX/\VE 200GB | 16TB Zid,

@ BIERFEIRE ONTAP Select VM IETE ML IRBHES, FHEAIEEEN ETEPFERAXLEIRT)
250

ONTAP Select [EH\FIYIRME 5

FHFEREY RAID ITHISRMEE, YIEHATIRA RAID 412812, ONTAP Select 2 R R"— 1M EZ D
VMDK , ONTAP BIERFIUMPEEHIERS, X VMDK A RAID 0 8 i#TEH K, EFER ONTAP
B4 RAID KRB HRFIRENKIEMERENIMERIR, XERTEARERT. I, BFREFHEN
VMDK 5B F 7% F 3R/ VMDK I FRE—MUEEMEES,

EAH RAID B, ONTAP Deploy =FIONTAP Selectigft—2H VMDK F4¥IEHE B IRI81 & IRET [RDM] (B
F SSD) MUK E &, DirectPath 10 &% (FBF NVMe)

TESEFAME R T XMXR, REETT AT ONTAP Select VM WEHEEHMEHEER 5 A T 1348 F 5UERY)
a5 A 1] ]

13



* ONTAP Select {4 RAID : {ERAEIMNLIZEZF RDM *

ONTAP Select with Software RAID

ONTAP Select
Software

<

Hypervisor

Host Bus
Adapter

Ao (VMDK) (UFE— M EEFEED, FEATFR—MEE#EE L. B NVRAM EEFE—MRE
BREANNE, AL, {28 NVMe # SSD KENEIREZMEE,

14



\

VM system disks

ONTAP Select e
software

Passthrough

S—
OR
Hypervisor { DirectPath 1/0
devices
Host bus
adapter

! ; | il
4 b iy

Aot (VMDK) UFRE— M dEEEETR, FEUTFE—MWEEEE E. B NVRAM BEFE—MRE
BHARNE. R, 5<Ff NVMe 1 SSD KEBEIEFEREF, A NVMe XIS AERIER, BT 1tae
RE, REHEBLNZE NVMe i85, T2 NVMe BCER, RIFER Intel Optane RIFAN RS,

@ g%%ﬁﬁ&ﬂiqﬂ, TEES T RIEFEEN S M IEREDER 2 8#—2 73 ONTAP Select &4t

SMUEHED =87 —MIBRDEK GFH) MRPAIMEFRNSX, MMEIETEONTAP SelectiZ il
PRI N RS E. 2 XERRKIE (RD2) R, WTEFR, 23BN REFNSAN (HA) XH
BT o

PRREBRERENEE, DP RTNE BRI, HE S RREAREER.

* BFETRERR RDD ME5KX *

&w Mrﬂi Dl |D2 | D3 | D4 | DS | D5 | D7 | DB | P

A_data/plex0/rg0 || 5y | 02 |03 |oa |os |06 |07 |0 | »

Sl
MO~ Dmia

W=D

A_root/plex0 (| D1 | OZ | O3 | D4 | D5 | D6 | D7 |08 | P |

=

15



ZTimE&ER (HAX) B RDD HESDX

$ §

' £ ( l £

DL|D2|D3|D4|DS|D6|D7|D8|P |DP|IS |R D1 | D2 |D3 | D4 | D5 | D6 | D7 (DB | P |DP R
A_data/plex0 v v—t B_data/plex0

\ 2 1 \ 1

o C

f 3\ £ ' L £
'B‘_dalafplexl DL|D2|D3|D4|DS|D6E|D7|DB|P |DP|S D p1 | D2 |D3 | D4 | D5 | D6 | D7 (D8 | P |DP ) ‘:A_datafpieﬂ

\ J I |4 J- |

S 3

DOz (03[P m’“w. oot —om|s | X Tu DT 03[P w. D103 P DF] s | X

J L J A\ J |
A root/plex0 B_root/plexl B_root/plex0 A_root/plexl

ONTAP#{f RAID LT RAID #%!: RAID 4. RAID-DP FIRAID-TEC, Xt ZFASHIAFFE&SERARAAR
RAID £, JTFIRECE, ONTAP Select{X#F RAID 4 1 RAID-DP, ¥4{EFARAID-TECH{TEIRERSH, ¥
{&1R$P2 RAID-DP, ONTAPONTAP Select HA fERRTTHZZM, BB/ TENEEEEFEIS— I Ta. XE
KES I TR NEEERIXREMNETAIRSXHNEIER, HEEEE—MEOX, XEKREHIEEENR
INREBEURTONTAP Selectti 2 2B ETF HA Xo

MFBRTRER, FIERESXEBTEES (55 #iE. WTFBET HAWRTR, —MUEIXABTEFME
ETRAH (E5h) HE, Z—THRESKATHRERE HA WELRERNEEE.

Ej& (DirectPath 10) &&5RIAIEEMET (RDM)

ESXi #1 KVM B EIBIZEF A2 NVMe HEIFRHRIBIREMET (RDM), ER1F ONTAP Select BTl
NVMe FE, HIUEXLEIRTNZFECE A ESXi 3 KVM AMEEILE. & NVMe RELRENEBIZENY, FTER
2% BIOS M4, HERIGEEEEHBoIEN. I, ENEVATUPENEBIREHNEWERS], XOJ§ER
T&MSF. B2, ONTAP Deploy E1ILREIIE D ONTAP Select Tim 14 1 NVMe i&&. XEKE NVMe o
LR RS ERNN, BEIEEEH I0PS BE (IOPS/TB), &, NREGEEAEFAGFHESENS AR
B, BiXEENAE ONTAP Select VM K/\. BT RGHLAR INTEL Optane £ UK B FEIREFENIRTEE
B9 SSD IXEhES,

() =557 NVMe fhaE, EEREA ONTAP Select VM A/l

HiBi&&HM RDM Z[aifB— X5, RDMA] LRSS EIEEEITHEMN. EBISEEESEHEDEM. X
BREEA NVMe BohRFRHAEY B (Rsh23R) SRREEEEH/BENONTAP SelectEMAl. RTHEEE
WAMBET R (OREh28HRI) 12{EHONTAP Deploy I TERIREN, ONTAPONTAPE IR SR T o & e
HJONTAP SelectEHBoIAK HA MBI ERE/MIERE., B2, SHFRFERM SSD HiERE2E (I
ZEONTAP SelectEfBoN/HfE%%) FM{ER NVMe #3EIEsh2s (FFEONTAP SelectEH B EN/HERTE) 28]
X5,

VIR EINERECE

ATIRMEMBELAIBEF AL, ONTAP Deploy 2 BsIMIEENSIEEEE WIERAHE) EERS (B
) W, FISHIEREE] ONTAP Select VM o IHIR{FRTEMIRIREHRIEIBEIATT, LAE ONTAP Select VM FJLL
[B5h. RDM F#1TH X, HETERERS. SR ONTAP Select TRET HA X, MRS X=Bnh57Acsh
ATFAE MR EGFMEMN. OB STEER QB IR EAEF RIS ERAE B 5h# T,
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EEI:_Fr] ONTAP Select VM ER#IEHE SREYIEHEEEXREK, RILERESYIEHEIREESMERE~E
oMo

@ RESH RAID HARREFUR TR AHEREE, ONTAP Deploy 2k#F1E HRY RAID A28, 40
RATROE T EBHEE, WEFERA RAID-DP , BE6IE RAID-4 RES,

ﬁﬁﬁfr”ﬁ: RAID JJONTAP SelectiZiMUARIIAER , EIERMINZE SYIEIXENR IR/ N UK FRERRIIREh 25 ER
2, BXFAER, BSAENFESE"

SFASHIAFFZSiEML, EREMMA RAID ARNMABEEFHEANRENE, REFANEDENNGE, W
RICEQEHNBY RAID 4, NF RAID ARNX/NNSIAE RAID ARIA/NLE, UBHEREGRSHESRIZ TE.

¥ ONTAP Select i 5HEMNAY ESXi 2 KVM HEE2 ILED

ONTAP Select HEIBEIREA NET x.y o ERILUERLLT ONTAP ap < IREXEEEE UUID :

<system name>::> disk show NET-1.1
Disk: NET-1.1

Model: Micron 5100 MTFD

Serial Number: 1723175COBSE

UID:
*500A0751:175C0B5SE*:00000000:00000000:00000000:00000000:00000000:00000000:
00000000:00000000

BPS: 512

Physical Size: 894.3GB

Position: shared

Checksum Compatibility: advanced zoned

Aggregate: -
Plex: -This UID can be matched with the device UID displayed in the
‘storage devices’ tab for the ESX host

7£ ESXi @ KVM shell &, &R LGN T an S REAL YIRS (FRE naa.unique-id #7iR) B9 LED A%,
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ESX

esxcli storage core device set -d <naa id> -l=locator -L=<seconds>

KVM

cat /sys/block/<block device id>/device/wwid

fER%M RAID BS LI S MNIKRN 2R E R
AR BRI ST EhBE RN A FHERESHNER. RANITHEUATERS RAID (RIFMHIEIREIZHVEE,

RAID4 BERILIAS— M HEEHIE, RAID-DP BERLUAZIH MEEMIE, M RAID-TEC BERILIASZ =1
WEEE PR,

INRMPEHELU\T RAID REFHNEARIELR, FEEAMENA, WERIERKB5IF R, NRE[HE
AR, NREBERSIRS TRERE, BRAMERMENLE,

SNRBEHELEET RAID KB FHRAMEL, NAMMBIMEHSIE, FERSREHER. HIEH HA
TR ERNEZNMEE, XERE, TR 1 BER /0 BRBSBIERF TR e0e (iSCSI) RiXEF!
YIELUTTR 2 ERHE. MRF-_TMAEEREHRE, WREBIFCHRERE, HESERTA.

DIMBRH B OIR A ERERIM, FREME EMRBUERS, BIR, SHEBHESEIIERSREE, 2%
BURERGFE. ONTAPONTAP SelectfEFIR-##E-##E (RDD) 7 KRR & MR EhEEHF 2 A — MR XA
MIMED X, Bllt, ER—1TREMEIERSTMSIRE, SEtMRBEGNEERRBEHEIE, MUkaE
WEHER ST IZRIER SRR,

U TR T, REHRFER plex WMFRHEREIE:

C3111E67::> storage aggregate plex delete -aggregate aggrl -plex plexl
Warning: Deleting plex "plexl" of mirrored aggregate "aggrl" in a non-
shared HA configuration will disable its synchronous mirror protection and
disable

negotiated takeover of node "sti-rx2540-335a" when aggregate
"aggrl" is online.
Do you want to continue? {yln}: vy
[Job 78] Job succeeded: DONE

C3111E67::> storage aggregate mirror -aggregate aggrl
Info: Disks would be added to aggregate "aggrl" on node "sti-rx2540-335a"
in the following manner:
Second Plex
RAID Group rg0, 5 disks (advanced zoned checksum, raid dp)
Usable
Physical
Position Disk Type Size

18



shared NET-3.2 SSD =

shared NET-3.3 SSD -

shared NET-3.4 SSD 208.4GB
208.4GB

shared NET-3.5 SSD 208.4GB
208.4GB

shared NET-3.12 SSD 208.4GB
208.4GB

Aggregate capacity available for volume use would be 526.1GB.
625.2GB would be used from capacity license.

Do you want to continue? {yln}: vy

C3111E67::> storage aggregate show-status -aggregate aggrl

Owner Node: sti-rx2540-335a

Aggregate: aggrl (online, raid dp, mirrored) (advanced zoned checksums)
Plex: /aggrl/plex0 (online, normal, active, pool0)
RAID Group /aggrl/plex0/rg0 (normal, advanced zoned checksums)

Usable

Physical

Position Disk Pool Type RPM Size
Size Status

shared NET-1.1 0 SSD - 205.1GB
447.1GB (normal)

shared NET-1.2 0 SSD - 205.1GB
447 .1GB (normal)

shared NET-1.3 0 SSD - 205.1GB
447 .1GB (normal)

shared NET-1.10 0 SSD - 205.1GB
447 .1GB (normal)

shared NET-1.11 0 SSD - 205.1GB

447 .1GB (normal)
Plex: /aggrl/plex3 (online, normal, active, pooll)
RAID Group /aggrl/plex3/rg0 (normal, advanced zoned checksums)
Usable
Physical
Position Disk Pool Type RPM Size
Size Status



shared NET-3.2 1 SSD - 205.1GB
447 .1GB (normal)

shared NET-3.3 1 SSD - 205.1GB
447 .1GB (normal)

shared NET-3.4 1 SSD - 205.1GB
447 .1GB (normal)

shared NET-3.5 1 SSD - 205.1GB
447 .1GB (normal)

shared NET-3.12 1 SSD - 205.1GB

447 .1GB (normal)
10 entries were displayed..

EMXFAEIA— DX Z P IRBhestpE, BEMA storage disk fail -disk NET-x.y
-immediate W%, MRAFHEZHUE, RERAKRER, EJUFERHS storage
aggregate show MNEBFZEAVRS. E0JLUER ONTAP Deploy MR IEIAESFEIRTIEZR. B R
> ONTAP ERLtLIRTHZRH7IE N Broken o WXeHZZKFF EFKRIREF, AILIEEA ONTAP Deploy E#f
. BIRMRIRIFRITRE, 157 ONTAP Select S8 S 1TREITHMAUTHS:

®

set advanced
disk unfail -disk NET-x.y -spare true
disk show -broken

Ra— e <LHREHN YT,

Rt NVRAM

NetApp FAS ZFBEEEYIE NVRAM PCI R, It RE—MaeEk, E5ESZKMRNE, JEERAT AN
BE. Ak, TIEF ONTAP ILEMIAMEANNEANEZFIHEES ). s, BF LU RITE— MR ENEERE
EREREIRIAB EIR ERIEMIZME N .

BRARARBEALREIIRILE, FAlt, NVRAM RHINEEEEIMEHETF ONTAP Select R R e _FAYSD
X, Fit, MELRGNARFEINERRNEE,

ONTAP Select vSAN FI19MERFESIER B

REEPX NAS (VNAS) SBE X 15 EEIX SAN (VSAN) EAJONTAP SelectfEEf. FLE HCI == @I
RONERRE | R BIREIETE R, XL ENRKEEMERIRME T HIRFMErE M,

REERBEFEANEDVIEERERF (ZZFH Linux EH LR VMware ESXi 3 KVM) ZIFKRBREE. R
M EEZRFE ESXi, NEMNZEMEME VMware HCL 5l

vNAS Z2#3
VNAS s 22 TFREARER DAS BUIgE, T %15 ONTAP Select ££8f, X E3ER— HA MHRIFHD

ONTAP Select TRHAZRENMIEEFME (B vSAN BUEE(E) BIZEM, TR UREERBBRHZINGEE
SRR IMEREFME Lo X AVFPETIRTF AR E D ONTAP Select HA JTHYE{R S F=S[Bl, ONTAP Select
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VNAS R =R SHR M RAID 12128387 DAS LAY ONTAP Select IFEHEM. ERLZEW, &1 ONTAP
Select Ti mAr A H HA SENHEUENRIZE. ONTAP IFHEMEREREAE T ~CHE, FHib, PEYImEESE
BEIER, RAERILUBENATREM T ONTAP Select 11 mBYEHESE,

HA 3891 ONTAP Select T3 Rt AT REE AR IRBIIMERFES . TE4F ONTAP Select MetroCluster SDS 54MB
FEES AN, XB— 1 LATER,

£981> ONTAP Select TTRERRIRBIIMNBIET IS, R PMFEFILIURAS ONTAP Select VM MBI REAFE
, F—RIFEEE

VNAS 225 B BHEMH RAID =238 DAS BIFTLL

vNAS Z2197Ei84E 5 8% DAS #1 RAID £HI28 IR S 2R RAEM. EXFMIFR T, ONTAP Select #F
S HRKIREFEETIE, ZHIEFEMEESTEISX2E VMDK &1, Xt VMDK #ESR ONTAP $#iEER

4o ONTAP Deploy AIH{RTEEERT -create #11 storage-add #2{EHAIE], VMDK A/NEMEH D ECLAERAMN (T
HAXT) o

f£/ RAID #£#l2808F, VNAS 5 DAS ZEIFERINEEXG, REENX5IE, VNAS RFE RAID 74!
25, VNAS BREREIMBIES | mTiREER RAID 1THI2818 BRI DAS FREEiR MBI A MNBEE /e, $
A ERHXEITETF NVRAM 148E,

VNAS NVRAM

ONTAP Select NVRAMZE—7th VMDK, XEkEONTAP SelectfEiRA] FHHEE (VMDK) Zz HEFHa] St
18] (fE4ENVRAM), #AT, NVRAMBIMEREITFONTAP SelectTi m YRR M REE X EE,

FFEBEEMY RAID 174288 DAS 1IRE, 4 RAID I£HIZSEF R UNVRAMER, EAFNNVRAM VMDK B
FRE B NEELITETE RAID £HI854E77H,

3FF VNAS 2249, ONTAP Deploy fFHBNELFIFHIEEEICR (SIDI) HNEHEHBEEE ONTAP
Select T, MNREFELLEEIEE, M ONTAP Select 453 NVRAM HEEIEE MM HEHIZES \IIER

o NVRAM (NETFIERE NISEERARAMNE, LINEEMIRBET, SRIUEENEEN: —MEA
NVRAM , B—1E5 ATE NVRAM #7205, LINBE(GERAT vNAS , EAA#E N RAID 15428 E 1FRUERIMNE
IRA] ZBEAR T,

SIDI IHEES P ONTAP Select FEMEINGER R D, ALUFERUTHSERSARIIZA SIDI Ihae:

storage aggregate modify -aggregate aggr-name -single-instance-data
-logging off

@ SNRXH SIDL Thee, S AMRERREIZM. TEAZRETFIEE LB EENERERREE,
RILAEFTE A SIDL Thek:

volume efficiency stop -all true -vserver * -volume * (all volumes in the
affected aggregate)

TEESXi_L{FAVNAsEY, 1EFAECEONTAP SelectTi 2

ONTAP Select B1EMHEZ 78 EAIZ T 52 ONTAP Select 281235, ONTAP Deploy B A7EREI— ESXi 4
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LTEEE % ONTAP Select T, REXLEDARETFRE—FEE,

@ IEECE (N VNAS IR (HREHIEEME) B¥. £/ DAS i, SPENAZHZ D ONTAP
Select 525, EAXLELFIZHBRBYEE RAID 126285,

ONTAP Deploy AITIRZ i VNAS SREHIIAEER KK BR—EEFHIZ T ONTAP Select LM EEIF
—EH L. TEIRTRTERSEN EXXBNANET REFNERBETG.

Z 1= VNAS B RIHRERE

Multi-node vNAS clusters:

RED and Blue
intersect on two ESX hosts SHARED DATASTORE

HMEE, AJILUTEENZETET ONTAP Select TR, XAIREZSHEEFERERE, FEFTEXSE, EAR—
ERFHIM N EEZS ONTAP Select TRHAZR—NEREEN. NetApp ZiINFrhelE VM RKEXIEMN, LUE
VMware BENER—SEBN T R ZBRFFYIERE, MANER— HA JHBT o

()  REBUAUERTE ESXi B LA DRS,

B X779 ONTAP Select VM 832 & XEXMERNBIRE, ESWATREl. GNR ONTAP Select £ 8 & %1
HA X, MEZERERFRIAET &R NS SN,
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Getting Stated  Summary uunnm] mmum{mmsm Hosts  VMs  Datastores

viphere DRS

v5phere Availability
- VEAN

Ganeral

Disk Managemant

Fauit Domains & Siretched
Cluster

Health and Performance
iSCS Targets

ISCSI Initiator Groups
ConNouration Assist

Networks  Update Manager

VMHost Rules

[wage ][ Ecit. | [ Deiew |

T Tyos

Thig lestis emply

Mo VM/Hest rule selected

EmEblad

Canllists
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Name: |N| rodesinthe same Selec: clustes zannot b2 on the same ESKFost |

[] Enable rle
Type: | Szoarale VirLzl Machines
Desiotion;

The listed Virtual Machines mus: be ran on separae 13ts.

add. || Remove

\embers
5 Selectvii2
5p Selectvi1

SR EE— ONTAP Select £B¥HIM N3 %1 ONTAP Select T RAIgE2E U TREEZ —mfiI FE— ESXi ENl L

* BF VMware vSphere FrIIERFISARE A DRS , DRS R 17,
* 853 DRS RRFEMEHIN, FF VMware HA 125 B2 & B ehBI BRI ES (£ 5.

@ ONTAP Deploy A& FE5h%#E ONTAP Select VM LB, B2, HEERIFIZIESTE ONTAP
Deploy HER R U AZ 2 HFHIACE |

UnsupportedClusterConfiguration cluster 20180516 11:41:19:0400 ONTAP Selact Deplay does not support mulipte nodes within the same cluster sharing the same host:

1 NONTAP SelectZiE R £
ONTAP Deploy AJFF /9 ONTAP Select S£E3HHE T A IIAIF A ZMNITESE

ONTAP Deploy HBFMERININEE BIEMFAEREMENME—T 7%, FZIFEZEER ONTAP Select VM, TEIE
T BEEERNESH "+ BliR.
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@ Cluster Details

Name onencdedSiP1s Cluster Size Single nade cluster
ONTAF Image Version 95RCH Licensing licersed
1Pvd Address  10.193.83.15 Domain Names -
Netmask 235.255.255.128 Server IP Addresses .
Gateway 10.192.83.1 NTP Server 216.239.35.0

Last Refresh

) MNode Details

Node o©enodedSIP1S-01 — 1.3TB + # Host  10.193.39.54 — (Small (4 CPL, 16 GB Memary])

UTNEESINTAEY B ENRINEEEERE. BEANAE, FEERABIIERREETEE (REZE
mL#=iE) . SHTRBHETFIFENFENMIRERERN. NETLERGEBRENIITIIL.

MRMEIMA ONTAP Select BRERMTEINAE, NFHEMED FUEEERE) NMEEREXENSMEEER (
BURTEAEEE) RUMREERE ST, EEE, THREISIE SSD HHERMEIRE T HUTF AFF B (BEBARE
) BY ONTAP Select 52, tBALZHEREMEA DAS FIMBTEAE,

R A HEZNFERINE R AR LURHEINYAM ( DAS ) FiEH, MATHEEIIMY RAID 450 LUN
(8 LUN) . 5FAS 45—, MMRERRE—REHMNFHF=TIE, RFERFEH RAID HAp94sES/E RAID A
BIMEREMEML. MREBCIEFRS, NMMRBR T HRMRESMRER M, NF RAID AFEErIfEBFIARE.

MRFBIBRFEN 2 A/ NRBE T FNERATIEEE AN e LUERZEEIRX ARNBIE—E3EEFMET, Bl
S B ZEEONTAP SelecttVHUIBFMERINEVEFMEX. MAZFEMONTAP SelectT R BV121E

W5R ONTAP Select TRETF HA X, NN ZEEHth—LE R,

£ HAXH, ST TNREESHENT REVEIENREGERIE. mTR 1 FMIZEERAERN TR 2 HR0HEE
W=EE, UERTR 1 PRFRERIEEREITR 2, M52, ETR 1 NEERNRERANIETR 2 9=
EE’H,;‘“ 2 EARA BRI, FEEARMEIT R 2, MEERE HASZHHE, TR 1 WSiERETeE

BXItEE, ®RBE—TFINUEREDL. TR 1 LRWHREIASEHEITR 2. Eit, TR 1 L#=E (BiEF
i) BIMERER S TIm 2 LB (MiEFfERE) BUMRERLES, =2, AR T TR LAN=E, BER
RN EhEE AR ER RAID AR/, FIRERSEIERERHE, XZRF/ RAID SyncMirror ## 1R FEECX T
= E4EPEIER A,

2 HANFRI T R EAFPRIARNEE, KIHRITHNMEERINREE, SMTR—1 BREERNIRIE
HEZEM I TR LEENZE. SMTNREFMENESZEEEFTTR 1 EFBN=RENLET R 2 EFrRI=E,

TEEERSHEIMNN A, BITREERNMNUREMEE, 51 8UEFMEERSR 30 TB B9=El, ONTAP Deploy
SOE—IWT REE, HRS T aEs HBHEEEMEE 1 A9 10 TB Zjal, ONTAP Deploy A8 TR
BoE 5 TB BYSETI=8)o

TEESRTHE 1 BENMEERINSENESE SR, ONTAP Select MEaEEMN TS LEHABEMEHESE (15TB
) o B2, TE189E5hE# (10TB) kTS 2 (5TB) %, AIMTENZIRLFF, RASIMTE
HITES—T 2RHIRERIAR, BIREEMEE 1 PEETINITATE, FEEREE 2 he2r A,

t

* BRENH. AREERNIREZENEMB=E *

i
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ONTAP Select sooc ONTAP Select
Node 1 S Node 2
HA Pair

ST .y
Node 1/Aggregate 1 (. A
10TB [ S Node 2/Aggregate 1
5TB
Sync Mirror for Node 2 )
5TB Sync Mirror for Node 1
10TB
Free Space in Datastore 1
15TB Free Space in Datastore 1
= ; : 15TB
ey
Datastore 1 Datastore 2 Datastore 2 Datastore 1
Total Capacity 30TB  Total Capacity 30TB Total Capacity 30TB  Total Capacity 30TB

T 1 EREANTINIEERINRES S BEUETMEE 1 WESSOMERMEE 2 W—8H (ERBELRE
) o HB— storage-add 1= S REIBEME 1 PRIRW 15 TB TETE, FTEIEXRTHETA storage-add
BREVER, BT, 91 BIEE 50 TB RUETHEUE, MTm 2 BEIEERIE 5 TB BYERNEIE,

i

* BEDH WTR 1 RITRRGINIFENNIREEN D EM T A=E

ONTAP Select o ; : ONTAP Select
Node 1 — Node 2
HA Pair

— — Node 2/Aggregate 1
— 5TB 5TB
Sync Mirror for Node 1
25TB 25TB 50TB

Datastore 1 Datastore 2 Datastore 2 Datastore 1
Total Capacity 30TB Total Capacity 30TB Total Capacity 30TB  Total Capacity 30TB

1y

Node 1/Aggregate 1
50TB

Sync Mirror for Node 2
5TB

RERNRELREFEANRA VMDK X/NWA 16TB, SEE QIR IERREERMR A VMDK X/ML7 8TB
o ONTAP Deploy IRIEfEHECE (BT R ZTaER) MIRNNEEREIERAX/) VMDK, B2, 81
VMDK BB A A/NEEE O B2 EHRIB RN BT 8TB, 7EfFfERMIRIERRERNEBE 16TB,

{EAEERAIDIE ONTAP Selectii A=

EI, WAILAER storage-add MISRIEANERIE RAID B9 ONTAP Select T aFiBIEMNAE, tASNNEE
A 389 DAS SDD IXnhas, XLEIRhEs el LAYE/9 RDM BRETE] ONTAP Select VM .

BAT RS EFAHEEMN— TB , BEEARMY RAD B, TELWNBESHEBEEMN—TB. 5[ FAS 5
AFF BEFIARIMEEZSEMN, FERFRRE T AIE—RIGEFR RN R/ VFEE.
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EHAXH, REERIZTR 1 FTEETRHAX (KR 2) EtUEHERRENREEE, &

@ WIKENRAITIZHMEE BT R 1 ER—NMERINR(EER, BMER, TEEMSEATHERT
=1 EREEET R 2 ERESIMRIF. ATETR 2 LRMAM A BEvEE, S0ERDT
= L AR M IR R AN IR FAN SR IR TR R 2L B RV IX Th R

ONTAP Select R EAHIEIZR D X AN SIMEREDFAEIIR, BBENBIBEIX. PXIBFIELIBRFRGH
BE RIMARGHIENT. MR LNRIKFHFRMIBEANSTEHEE LRNRERDKA/NLE, Hit,
M MEFREES XA NPHNE— MR U EABE S BB RERDERNEU 2 . ROXFHFRNNEHTE
B, EREVREREREIRN TAIRITEN. PAENERTE (BR8N 68 GB, HAXA 136 GB
) FRUUE(IE IR shEs Ml BB IL IR s 2R R Ia A R 5. BB RARIFTE IR LR D KEHRIMREFR

iy
.o

MNREBCIEHRES, NFAENR/NIRTHZEHMEE RAID ALK ONTAP Select TEEEREF HA M.
NRERMERERNEE, WEEZE—LHIIMNMUEESI, oLUEREI2ARINEIIE RAID 4, Filee
RAID AEFIXFIZR AR, AABERBIA RAID ERNEEIHMAES FAS M AFF &{ESLE, FELt, T
WM ERER S RER—INEBTERIA, ItbIh, REEBEHIRS XA/ NVEEHEANIRE2SAINEIIRE RAID A

o WEFTR, BIEDEKAKNSREpBFEIEARNAE. MREBERINBIESXATFRESX, WHIERNZFHIA /)
RBaad. 52, 8THMEoREN—a0RE2NaLTRERRS.

%EJL)(ﬁﬁﬁ%ﬁ%li?’:b%%?fﬂﬁ%éﬁ%ﬂ@%ﬁﬂ@ RAID H, EXMIERT, RAID AXNEZ5IME RAID HA/T

ONTAP SelectZiEER L1
ONTAP Select I2{EBITEAENZRIEINS FAS F1 AFF PEFI_E BT AE R IEITZE M,

FERSINTEVSANSEAINTZMEFIEBEONTAP Select FEMNAS (WAS)BY . [7iEfEEAEIESSDEEZ(DAS)
BIONTAP Select IR {EL K,

QEBEHDASEFERE B SSDRENBMERITAIE. MEERREF BB RAERMTAFFREE.
SNREBRMIT AFF B0, MEREE=EsEAL TR SE IhaE:

* SRRV

© BERRESHIERER

* TR e EERERRR

* BiEN KA ESE

* KRS ERHESE R

* RERRESHUERFR

* BRARaEEERER

ZI0IE ONTAP Select 5 ERAMERNINFENERRE, BEMEIEZNE LEITUT®<:!
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<system name>::> set diag

Warning: These diagnostic commands are for use by NetApp personnel only.
Do you want to continue? {yln}: vy

twonode95IP15::*> sis config

Vserver: SVM1
Volume: _exportl NFS volume
Schedule =
Policy: auto
Compression: true
Inline Compression: true
Compression Type: adaptive
Application IO Si 8K
Compression Algorithm: lzopro
Inline Dedupe: true
Data Compaction: true
Cross Volume Inline Deduplication: true

Cross Volume Background Deduplication: true

5(H=M9 6 MBS RASFHRAIONTAP Select . SN FERSLRIFRIIEEDAS SSDEE LR
@ ONTAP Select, Itt7h. 7EfEFIONTAP Deploy# TGS B L2 HAIR]. Ak B REE
EiFE, ERFBREMSZHENERT, B ONTAP AEREEALEMT AFF fUtFE, EEF
ﬁb@ﬂ@%ﬁb%%&#i%ﬁaﬁb%ﬁo BXEZFMER, BHARATF,

ONTAP Select ZEKECE

THRLET EMENEENEREDL. RIABRTERAEMSRIAE R FTABBERINERER. BEFEUR
F A RERFEREIF AT,

ONTAP Select IfjAE DAS SSD (B4aE&XL DAS HDD (FAEIFRIIE)  vNAS (FRETFRIIE)
)

SEESZAG = @A) RHAFPERERA =HAFRERR

LR EEHUEMR = (A ol A HH

)32K$Eﬁl£éﬁ (ZhESE —RHEAFRZEBR. RHAFPRERERA -z

?Kﬁ;ﬁiﬂz_téﬁ (BBNEESE B RHUA) RHAFZERA AHH

[& & IEESs -z =HAFZERERA RHRAFPRERERA

BIREBIZT =i =i =HAFPRERA

SERSERIRAR R = (FN) RHRAFRZEREA AHH

B RITIET =% =% -z

REXNESHIERR = GHA TER AHH

Bl a EELUEN = (A RHARZEREA RHRAFREREA
ERAaEEMERME =2 ROA) TIEM A



'ONTAP Select 9.6 Z T A IE(EEXL)FFHVMANKE), BE, REFERRH RAID B DAS BBE A ZHF
A VM, 1£9.6hRP. KEIONTAP Select VMA L 1HEHRAIDFIVNASERE

X DAS SSD FeERIALRITHENER

FHREIONTAP Select 9.6 EShRAS/G. 1BFFF system node upgrade-revert show SR UIERFALRE
SR REBRIINAESENEMENEE,

FEFHREIONTAP Select .6 ERBMAN RS . EIMERATFOARNES FOIRNFESESHBBROIE
1% BAMRNITN. DT ONTAP Select RESFHREVIIE % 55 BIEAVS BA A S SRR AR 504,
(Bt — LTk

=
INREARZBIRES LBAFERERER. .

* Bf space guarantee = volume MERBAEIEIES RN, BREXLNESHIENFNREEEEER
HHEMPR. XERITAT IFEARIERE Ao

* A% space guarantee = none WEXRBAGAMIEESE. EMAIEARERA.
* FHRIE, ES EHFEREREIIRER auto
=2
MREARZAEEE LRATREFHERE. W
* FHRJS, B%E space guarantee = volume MWEREEMER,
* A% space guarantee = none WEEBRAREREAESHENRF.
* B SN SERITEREREE BB RYERBRIRE N auto .

* BARAPEXMEFERERRBIENREARE, (BAH space guarantee = none NERIN XEE
EERRERAESBUEMR.

|X_X_I,|:|

ONTAP SelectM &L= 4FE

B, PZKIERT ONTAP Select IMERN—EMERIS. ARG, T
BY B RAFEANIE DL,

-+
s
ot
T
2
W
ot
T
A
+H

IERILE

Y2 T BB IR KR 5 BRI B IR 215 ONTAP Select S28¥E0E, SYNRENBZEXNECE BIERE
PN EERRF ENME ZRISIRMLEIF R,

EA#1 NIC 3EIR

1 ONTAP Select EW EBEF VBN AR ER NI MIBRO, EEFRNHRTEEBINRTZHEZR,
B

* EREE—1TEHZ1 ONTAP Select £4/
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* FRNET AR EBERFIRIERA
* YNMAIEC B B I3 HAA]
* BREELER LACP

MBI ECE

BT RYIEIRNBVECE S FF ONTAP Select #3E, IR SE T EIW EIEIEF R E ISR SR TE
—ig. ERENWIEENNRATEMER, TEIRFHEE:

* YNMEITERZBMLE A INERNEE 2 [B1RIFPR S ?
c BREEHIEMENEIEME 2 BFERE?
s AIECESE ZE VLAN ?

BB MR E R

ONTAP Select fERR M REIREENLS, RIFLXBEDRRE. BAMS, REVUEEETHENZERE,
WA LURETEMER P IR N EMITEN. EIWEEEF RN EIN AN E B T2 EMLK.

EEE

ELZ T RERHEER, B ONTAP Select TR EAFRERERY " WE " NEHITEIE, LWWEFZTE ONTAP
Select SEBF T RZIMAFF T EI Ao

() RessssmEERBRs,

MBI AR UL

* TR ONTAP &EBNTRE, BiE:
o 5B
c 2aAMEE (HA-IC)
° RAID EF % (RSM)
* EF VLAN B84 55 2 BMLS
* 5875 IP 3k ONTAP Select 73f2:
° (X IPv4
° Kf{EF DHCP
o BERRACHbIIE
* BUIAMBERT, MTU A/ 9000 71, BITE 7500-9000 SR (GIEEMN) WHITIEE

S EBRIZE

SMERPNLZARIE ONTAP Select 8T m SIMBFMER P I UREMIT B Z ERRE. IMNINEE SN EHENE
H—ak, BEUTHIE:

* BTRIE ONTAP RE, BiF:
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° #3E (NFS, CIFS, iSCSI)
c BIE (BEEMTSR; AL SVM)
o SEBfiE (FIi%)
* WATLASZ#F VLAN :
° HUBIRCA
° BEEImOA
* IRIEEERNECEEZSECHY 1Ptk
° |Pv4 g IPv6
* BABERT, MTU X/A 1500 1 (FTAZE)

SMERILE B S FRE K BIEREE,
REHM IR IR
RPN EEEF TN AR H S ML INEE,

ONTAP Select fkSERE MR R LA T IhEE:

REPALIRE
ONTAP Select AIfERZ M iwH. ENSRESMRERETOEMER, SEEHIKR/.
REPASZHAN

RN BIRIE A E D B IS (TBIE =2 vSwitch  (VMware ) iE2 Open vSwitch (KVM ) ) ¥
EWI AT AR O S LUK NIC IR OEEER, EXITRIEFENEKE RS ONTAP Select E4/1
B & vSwitch o

ONTAP SelectE T R %1 AWK E
ONTAP Select TFET A ZTH R MBI E,

BN AMEEE
A5 55 ONTAP Select BREAREE ONTAP NEFMLE, EAREFEEEE, HAXBEZRTRE.

5 ONTAP Select F=mMIZ T S lRAFRE, B ONTAP Select VM FEI & =N EIMMRIEEIEE, HRIRHLS
ONTAP Mg i# [ eOa. e0b #1 eOc,

XERORFRMEUTRS: B, $#EMEEfELIF,

KVM
ERTLLIE ONTAP Select BBBN BT &R, EPWITERF N BE— MR IMNBRLE 8] B EM SR
ESXi

TEERTXEROSKREYIEERSEZENXR. BRERT ESX EPMWmERERF _EB—1 ONTAP Select
BETRo
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* B9 5 ONTAP Select EEFHIMBEIE *

ESX ONTAP Select VM

Data, Mgmt,

Intercluster

Hypervisor
Services

Port Groups

|
Active-Active NIC
Teaming :

Corporate
Network

() oEmNERSRUATENRE, NEE NCHE,

LIF 3B

AR ST = LIF DECER D PR, ONTAP £ IPspaces REFNERESHIENEERES . LTE
METNREARTESEHNE, Flt, &EF IPspace PARFEEMIE,

@ EBNTI R EIE LIF 7£ ONTAP Select EEIK BRI BRI, ERILIERNEEEERIRA
LIF,

BEIEFEIE LIF (ela, eOb #lelc)
ONTAP %[0 e0a , eOb #1 eOc fEAEHIATEEREM LIF BYEIER HITEIK:

* SAN/NAS #hi¥iZ (CIFS, NFS #1iSCSI)
c &8, TEM SVM BIBERE
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* £8%8amE ( SnapMirror 1 SnapVault )

T RMEEE

%57 ONTAP Select WM4EECE IR MNMLELE

ENTRNEMNLE, ARRHEEMNBERIIRS, URINENG, AREHBIELRMERRS. EXR WS
R ERIREIRIEEN THRES R RENIFRERERE,

TEIERTXEME, ZERETR T E VMware vSphere & EifTHIINTI sSONTAP Select&EEf, ~Tm. /\ T
B T PSRN+ S RS AR R MNMERR.

5> ONTAP Select SLFIERIE B — M RIRAVYIEARSS 88 £ IEBFNSMNER I E fE R R IRAY LK iR

(D) Om#Ems, XEBROASRAS M EINNEED, HArrEes SR EE— MR
e,

ONTAP Select Z T s S8 EC B HEA

pr————
NetApp | = -
OnCommand | |:
Suite i Client Protocol | iscs! ﬁ | cirs [ﬁ s ‘ﬂ
| | Traffic o —— — —3
- r -
I' _____ o v T L e )
Shared {
o | | 1‘ ONTAP-external Netwcrkr |‘ |
| ONTAP-intemal Network |
v
Ay s R e e e e e P ! et e L e =
Port ; it | ! ! int | ¢ | point | | ! ooint | !
Groups | | Perext VEAN 10 |} | [ P9t VAN 0 [} | of Pt VLAN 10 [}! | PeX VLAN 10 []!
|7 Select-a |— - ] i t w i Select-d ]

Select-b | Select-c |
i P

51 ONTAP Select VM B & P EIANERISEEE, XEEEBFAN—AEIWEIKO (e0a F eOg) 1Efit
45 ONTAP . EA ONTAP R XLEEFCEMAYIE NIC , BENEMF EREINATY, Hild BN ERT Z
—AYIEEO. Alt, SMERSBAFTENTIENSE K.

@ A% #¥E ONTAP Select VM FNEIN LIS A 2S,

XEHALIECE, JREUTRS:

*ela, eOb#ledg., BEMEUELIF
*elc, e0d., EEBEWLE LIF
* ele . RSM

* eOf , HA interconnect

%[ eOa. eOb 0 eOg I FIMBMLE L. BEFAIHO eOc E eOf IT/LMHARENILNEE, BE(IHEMEMN T RER
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Select W48, 7EMHMAKIRITRERN, MEXEHEORETR N _ENK L, THRFXLEEMSERIBEER
[EIBIRILE R,

TEEZRTXEROSKEYIEERSEZENX R, HbfaT ESXi EMiaEERr _EBI—1 ONTAP Select
BETRo

E%Z T ONTAP Select SE8f—E VRN T RBINSKECE

ESX ONTAP Select VM
Data, Mgmt,
Hypervisor
Services
Port Srowss ONTAP-internal ONTAP-external | | vmkernel
‘ vSwitch0
eth0 eth1 eth2 eth3
Active/Active

NIC Teaming i_

Non Routable

VLAN Routable VLAN

fRE R EYIER R EBASMEERE R L WNE FIRAVIAEARE, MMRFERSINRSE, 1ttIh, & NIC A
HITER G RVF ONTAP Select 28511 m7E R MNWLAIEHEC 28 & £ PRI ARSI 18] 0L

SNBSS RIR % AR AR L AP NIC BASE. SRR CIARAyEhS
(D) DRASmERnEEEO. 8K, REMEHROETERE0 R ERES A B
Ho

LIF 2
BEE IP FiEMHEE, ONTAP ImOREBEFH. 5 FAS [E5I—#, ONTAP Select EEHtHESEIA IP FiE)F]
&5 IP =E), WIiIEMLKIHO e0a , eOb Ml e0Og ETFEIA IP FiEH, #ixM eOc #l e0d EFEEE IP =(a)H

, XEEALFELIESIEERETH LIF FFE. ONTAP Select £8P E £ix [1153&:d B D BLiRE R ZPARS
FIZOFRMER, Ef1FR2% RSM 1 HA EiEZOAREEE ONTAP shell 2FF,

@ F3EFRE LIF #7182 ONTAP #3< Shell &, HA B RSM ##[7F ONTAP HfaiE, HE
AEAEFRER BIIRS.

T ETRIFANTBMKZROAM LIF

EIBFNEIE LIF (e0a, eOb 7l e0g)

ONTAP i e0a , eOb #l e0g &K AL THEERER LIF B9&%iHO
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* SAN/NAS hi}ii& (CIFS, NFS #1iSCSI)
* &8, TEM SVM BIEBRE
« &£8¥EE ( SnapMirror 1 SnapVault )

@ EEBNT REIR LIF 7£ ONTAP Select £EHSE AR BoIIE, Erl UIEBEGEIERIRH
LIF,

EBMLR LIF (eOc, e0d)

ONTAP iz eOc #] e0d BEEIRAEEHZONEIRN. E81 ONTAP Select £&3#Tim®H, ONTAP iREHiES
fERPERS AN IP itk (169.254.x.x ) BRIERMRMEMEEZO,

() eREmxegnsmes P i, tRuREmEszn,

SHMLREVIUELRIER. JEHRHTSE 2 EME. ATEHFHENERER, TN ONTAP Select &
EYREEMAENDE (FIg0, 28, BPEEFC) o AXFEFEIE WAN SRS ARIZEE S E HA T ki
Brp 7XN I\D TET AT R RERECE, FHA PSRN T R,

EXEMAER, BEER—T "WTSiEMHE HA  ( MetroCluster SDS ) &{ESLE"

HIRRENERBNBABIE, SHINERORENEREE (7500 ) 9000 MTU)
()  S#TEmmBEERE, ERIERSEREN ONTAP Select BHET MIBHAIZMAEIRS 1 L
AN SIS L P T S

RAID SyncMirror ;iiZ ( ele)

EAMLSIHN e0e ERIARMLIZOE HARN T RZEIEZEFIR, e ERERIKERBHE ONTAP B
BENMEROBMHIT, FfREEEERHTEMELE,

i eOe BH ONTAP (REAFAIBEFIRE. Fitk, HOFMIEE LIF £ ONTAP CLI 5% System
() Manager RERATN. UiEO1ARE IR B AN MUAVSEREANHY 1P 0sl, BTEEAERER IP
e MmO FTERERERM (7500 E 9000 MTU)

HA B3 (e0f)

NetApp FAS [&5IER T AEEMHE ONTAP &R HA M ZIEfEEER. B2, MAEXWIRERLA XM

KEBIKEATA (BI40 InfiniBand 2 iIWARP 18%) , FILFRERERERAER . REZERTSMAGENE, B
X EERHIR AT ONTAP BRERERTEMAFFIRINILINRE, Fk, £ ONTAP Select S£8fH1, HA HiERI)
ge (Pt LEHBEMHRM) BEIUAMEAERNEIRITEHIER G H.

5 ONTAP Select T EHEBEE— HA BiEi%0 e0f , RO E HA EEMKRIEN, ZiEOMSRITE
IhEE:

* £ HA 3 Z a5 % NVRAM BIAE
* £ HA X 28k 3% / 2 HA RESE ENNERNIESEE

HA BiEREBIEUAMBEEPMITZEZRNFE (RDMA) WiEITHRERERSENMEE @I TN
£Rim TR
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5 RSM i (e0e) —#, TiLEM ONTAP CLI iZZM System Manager, P #HASEIY
() mmOsgemszn. B, SEHEMIHEON P, HEEBERRONRS. LM%
AOFEFEAERN (7500 E 9000 MTU) .

ONTAP SelectREBFIIMERMILE
ONTAP Select RZRFIIM R LEAI4FE

ONTAP Select REZPMLE

B ONTAP Select WENXEFETFF=mBZTH R TAR, A58 ONTAP Select 28I HEEEH @S, HA Ei&EM
B EHIIRS. MEEEUTROMED:

* *e0c, e0d.* IEEERENS LIF

* £% RSM LIF 89 * e0e.*

* 15 HA Bi%E LIF BY * eOf.*

BN EFHEMIER X THHE ONTAP Select SEEBFRVMBENMIEMERRNEXER, N THRERREHHR
ASREOSHMNERED T, FEHITNERE. RHit, WNELIE ONTAP Select 8RS ER.

@ AL HNT Select EEERE LMY EREF Select NEIMLE, BIMINAREFHEERE, ONTAP
AEB VLAN EAREEFEEM VM 3 EM

BH A LZHIME LIRS AT —NE B VLAN FRIEE 2 BEME . rhBE el TMES 2 —R5Et
121E:

* B%HHE VLAN tric8imOE D ECLAPNERE NIC (eOc B e0f ) (VST HRZ)

s FA_EHImAIREAERESE VLAN , HRE4S VLAN FEFEAEMRE (HE—18%E VLAN ID B0
48, B EST &)

EFRBBRT, NIBWLERER VLAN FRIZEZTE ONTAP Select VM Z 9M#1THY,

@ N2 #F ESXi trEM DRI vSwitches, A IFEMEIAZIRN T ESXi ENZ B EHIEEE, &
T THREBMES;, AZHF NAT S5 A,

TEONTAP Selectieg¥dh, NENREMINRB LA ANHROANEN_—EMENKRHITIRE, EHRIERXER
Q48 vSwitch IFEEE, LHEWN FRRREMER. HA BENREEHRSHNABMEMS. XEMSK KO
HMEHEAERFEHIEE TR, EERMERTRIVZEMS. Eib, 4. 6. 8. 10 12 TREHERA
ZBONTAP SelectM4XfER 10Gb &, A3xHF 1Gb WRo A, AJLAXSIMEBRILSMLEANET, EARGIE
NONTAP Select&E B HIEREN =R ME FIFEIZTTHIRE o

W R EEEFR] LUER I 1 Gb ImOfZHAERE, WaJLUER— 10 Gb ix0, MARH T REHFAHRIET

10 Gb ik, NRIFRHBIRMAERSBIELED D 10 Gb NIC &, MEIREFE 10 Gb NIC RATREMLE
» FRE 1 Gb NIC FAF5MB ONTAP 4,

BRI IEAN SR HERR

A LUE R M TR TIEE I Z T RBFE P RIA LS, FILAMIETT network connectivity-check
start 855 H Deploy CLI VA LRI %R,
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BT T UEENIRA R

network connectivity-check show --run-id X (X is a number)

It TRMEATZ TR Select LRSI MEHIEHR. ZTEARMATF BT RERE (815 WNAS BBE
) . ONTAP Deploy %] ONTAP Select &3 &E F imiE & o @l T PEHEPR,

B8 mT (ONTAP Deploy Ul BY—&F7)) SRRSO ERS, (FALIRST iR A BRYRIED
B, ETRHENEEISTRERTHENEEAR, HIPBRNSESIRIIERN S0 riRS SRR 2RF
HYBRINR,

M ONTAP Deploy 2.10 FF44, REBMLKEERA MTU A/NETLIEE RN 7, 500 F 9, 000 ZiEl, Lksh, iFaTiL

ERNSEENERERFMRANF 7, 5004 9, 000 ZEH MTU K/ ERIA MTU (EI%E SRR 3T,
AUfE, SNSRIFRHPEFTE VXLAN ENREE, NI IEGAMER IR AEEIE,

ONTAP Select MNEFRIZR
ONTAP Select JMEIMLZ fa REEFRE HILERE, AEETETAMZT AERE ., BIAULMNEZEHE AR/

FBIREXHNELEER, EEERNIRFEEZF RN ONTAP VM ZENSMMLEMET, Kivtaer@EaIae
#IRIASIZ ONTAP Select (8],

ETLIRA S PRI SUE vwitch B (VST) FISNBSCIWIR (EST) ARZshasin
(D) B IS5, ONTAP Select VM ASHBAILIE — M VGT SRS RBTHZ. #S
R—3 HEREERERE TRESHARE,

TRERNTAT ONTAP Select RERMLE S MBS Z BRI EEX Fl,
* REME SN IRESE

Description REZBRALR GMNERPILE

WLEARSS £28% HA/IC RAID SyncMirror  ( BIEEIEEEfE) ( SnapMirror 1
RSM) SnapVault )

WLEPRE Required Ak

AN (MTU) 7, 500%9, 000 1, 500 (#KiA) 9, 000 (¥

)

IP k43 Be BB BRENXS

DHCP %#F S S

NIC 487

AT HRERAININENE R G IRUS N B HEE IR R RN EME T, BINERYIENKIE
BT ZFEAE 10 Gb RN T REEFECE, B2, NetApp BINHIRIELEZTE ONTAP Select 8%
RYPRIERFISMEBRILE L2 NIC 487

MAC #ihit A R

ECLEFA ONTAP Select 48R CHY MAC stk BRI EIE L FRIZF BohE K. ZEREFER NetApp &
BT FamALfm—iRIAAT ( Organizationally Unique Identifier , OUI) , LIRS FAS RAERFEENR, A
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&, tHtRRIZASIGF6E7E ONTAP Select ZEEEM ( ONTAP Deploy ) BIREBEIRER, LABFLETER R
T aEERRE RN EF L. BEARNIEB AR5 BRI MAC ik,

L 1EHIONTAP SelectNR i &
R R EF A FH AL E M U M REF IS PE R E BE /70

IRSBENEFRNZLEFRRNFIRMNEEEXEE, Fib, EWEYIERSREN, EHEMNSERRREY, 7
DUERZMA . AZHEARAEIRMESM NIC £, rIRMHBROMNZIROEDR, HERENETEZTHE
B XEIEEVMware ESXH32 #5525 Gb/#bH140 Gb/APNICIEFC S

T ONTAP Select VM BYI4RES R EBHRFEEZEEX, FAlt, BTEFREESH NIC REMN VM &
ERSEHYREANEREALEE, sILERMED 10 Gb NIC S NEIE NIC  (25/40 Gb/ 7)) REMS
YREMEHRE. I, BEZFFLEMECE, MTFNTHRER, 2411 Gbiwask 1 10 Gb ixH. XF
B SER, ZF 211 GbiwH,

M RRECEMZNEE
RIEEEE A AILUERZMR RN URNEE.,

SBEARN IRER iy

Rspy i 2N GbE 2 ™ 10GbE

I mERE s MetroCluster SDS 41N GbEEL 1M 0GbE 2 4 10GbE

ATR. ATR. /\TE. 1 249 10GbE 4N 0GbE24N25/40GbE
R AR

@ AXFFELETEEITHVSRER R R IR M SRR 2 B 1TH R, RANRIREREE S M
PREBREINICHER B Z BIE TR,

ERZ MR TR E

INRBEBRIEH A, NetAppZIUER TEFMRNZIIANEE. FXEa] LUEERERIP. BRI
IR,
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Virtual Port Channel (vPC)

Ethernet Switch 1 Ethernet Switch 2

EEEEEN NEERER
= = EEEEEE EEEEEE [

ONTAP-internal:
Virtual Switch Tagging
VLAN 10

ONTAP-external:
Virtual Guest Tagging
Native VLAN 20

ONTAP-external vSwitch 0

ESXi_EFYONTAP Select VMware vSphere vSwitchfit &
XX NIC #0179 NIC BZEHI ONTAP Select vSwitch B & 1 & F &1 5L,

ONTAP Selectx i FIFT/EM 27T vSwitch BLE. DHIVEIMSIRIISZIFHERRE A4 (LACP) » HRES
B—MEINMEENR, BTREZSMIEEESENT. LACP 2— 1N BN E. EAMSKImRREET
— PNFRINY, B S AR IR E —MEE@ER. ONTAP Selectf] IASECE NHERE S (LAG) BY
ImAE—ERER. B2, NetAppZIEZMEmORFEE RN LTHEHE (F4&) KO, LR LAG &,
EXEFRT, REEMSHANN 2 VRIS B R ESKEEER .

ATILEIN NIC F1M NIC E2E N FAEY vSwitch BR & H £ i F 8 5k,

BEE ONTAP SelecttVimA4HEY, 1BEEU FRELR,; mOAARFBNAEISERKEESETREREMNKEO ID B
Ho VMware EICEEZEE] ESXi EHRIR MmO _ERY STP i&E A Portfast,

FRA vSwitch BLEE/DFEM MIEMNKZEECHFRHE— M REF. ONTAP SelectzH:FN T m&ERFHI R
10Gb #i%. B2, NetAppEfEAM KRG RAREHTTR,

7£ vSphere k5328 £, NIC AR—MESIE, BTRZSMIENEESES MR —MEEEE®, MMmAILL
A RIROZBHZENE AT, BFSOICE, ELEYIEIIFIER T, ALUEIE NIC B, AT
BRI TERER BT LIEEN AT NIC 48, M NIC ARFE Ll E, EXMERT, RBXEATH

= —1
IR E,

@ ONTAP Select Rz #ia#S iR OiEBE, LACP @EZH 21l vSwitch, B LACP LAG AJgESR
FH LAG A ZERHD BRI,
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ITFETIEERE, ONTAP Deploy 3$ONTAP Select VM BR B NER—NixOABTINENL, HERIBRENE
Oz (FE) AEMNEOAETEBNTAEERE, MTaT %R, ErLUSREHRENYIRiREOERE
BIEER R AN R S ER iR O 4H

WF LT aEERE, ONTAP Deploy BRES ™ ONTAP Select VM ARZMLRER— N A MHEOHE, MBS E
WEA— I HENEOE, EENTAEEREUFERSIINENRERRNROAE, BrLLERSMANIEOA,
ERENTREEREf SR REHER—NKOE,

@ ONTAP Selectiz % 2 #FI0 1 vmnicso

FOEE DRI vSwitch LIRS m - MR O

AUAZTREFPHNEITRAVELDMNEOSE, SMNaOARE—MEEROM= 1 ERAYERD, 0T
BIFfro

BT BB MIRIEOR * vSwitch *

Hypervisor
services

Failover

ESX - HaM
Standard Priority
vSwitch Order

VIMNICA VM NICE VIMNICT?
VMNICY Controller A

HAEEAIRTPHINFIFEERE, TREHRT O NROAZEYERO 2556,
* MERRECEMZINEE *

i WEE| 5MER 1. 5MER 2. AR 1. AR 2.
SETN vmnicO vmnic1. vmnic2. vmnic3.
ZH 1 vmnic1. vmnicO vmnic3. vmnic2.
ZH 2. vmnic2. vmnic3. vmnic0 vmnic1.
%K 3. vmnic3. vmnic2. vmnic1. vmnicO

TEISERT vCenter Ul RHMNEMILRIEIAAIEZE (ONTAP-External fIONTAP-External2) . &=, SEEHEAD
2RBEREMNFE, FLIEES, vmnic 4 F1 vmnic 5 RE—YIEM & _EAIXIR, 1 vmnic 6 1 vminc 7 B4
SRR ARG (RFIFRER vimics 0 E 3) . FAEEENINFIRHET HEHRERS, HPRER
EMENImOAMN TG, &ATIRPHIARER I OIREE R INER GO E 2 BT R,
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* %5 1 8%: ONTAP Select SMEBIHOAACE *

= ONTAP . B

i——— LOdd &3 e g Crva T

S By e —
ey tadare Gedeilon L] Overnce

Trafe —
S B el P ] Owemos

T rarrereg ared 1 ssoeeT L
- bl

A Thew sclapled i

1 =

¥ arwdley gl i
- B
e
Wl e

1rmrie] siapfes o

Seldcl achve and standby slacbers

2 Dorwng @ Badower, stacSly 3M0TE b Dwalé

Pt Srder $oer ] alwe

Lo R
* 55 2 #843: ONTAP Select JM2BimO4HACE *
&, OWTAP External? - Edit Seitings ¥
Propenties Liaed bakanting [ e
Secaiy Matwork fulurs detecion. [ Cveerida
i shepy My swilchies z-;-.?- g
CEEECE —
[y
E (wemds
dcine adapiers
‘ W T
Standly adaptens
. Wt
- Rt
o ned i-:"
L adaplers
Eatect hctww and vandby p2aplers. Dunmrg & Eedver, SEanay Sdaptars wBvals i Db ides Spelsied slave
[t} Coecdl
NEFEIE, PEUT:
ONTAP MR ontap-External2.
JEONERDES . vmnics FAIERDES: vmnic7 , vmnic4 JEDNIEAZES: vmnic7 FAIERECES: vmnic5 , vmnic6

>

vmnic6

>

vmnic4
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TERIERTREMZHEOZE (ONTAP RS ONTAP WSk 2 ) MEE, 515, EohEhtes kBRI,
FUIZER, vmnic 4 # vmnic 5 2FE—4732 ASIC ERIXIHO, M vmnic 6 1 vmnic 7 ER— ASIC /Y
KUWNimEH. FRERSBNINFRET — N BitEF%E, ININEPHNIEONRRE—1. FHEIKRFPINLIH
B R 7E 75 N PR 2R 20 27 (8] 1T 28 BV 33 #

* % 1 %% : ONTAP Select NEFimAHAIE *

., CHTAP dntusnal . Edit Seftings
Properies Lsad balancing %
I ¥ Tt
Taffic shopeg —— -
v el [ o
L]
F e et
e
hrine bt
i Ll
Sy aapliny
M
‘ L1 ] ;
d r":"_'l{
lempiaad sl &
atect e and stancy adictes During o baover, landby adapters acivite o I 0nder specdied o
I;ﬁ o

* % 28859: ONTAP Select ASREHROH *
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5, ONTAP Jermal? . it Seftings

Froperes
Sequrty
[1af shapng

RNEFER, PEOT:

ONTAP REB

ONTAP I 2.

JEGHIEHACEE: vmnicd FAIEADES: vmnic6 , vmnic5 JEGNEACEE: vmnic6 FAEECES: vmnicd , vmnic7

, vmnic7

, vmnich

FES DRI vSwitch LURENT R MR O

HEAWNSE (25/40Gb) WREY, #ENKOAREEHMS ESERAME 10Gb EhcEMEEIFEMEM, B
ERERAR MRS, B ERN-MNROH, wOHSENT:

W]

EE]
&A

49pE81 (ela, eOb AEF1 (eOc, ele N2 (e0d, eOf M2 (elg)
) ) )

vmnicO vmnicO vmnic1. vmnic1.

vmnic1. vmnic1. vmnicO vmnicO

c SN EEERNEE (2540 Gb ) #IRuEORY vSwitch *
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Hypervisor

b— services
Port groups
ESX -
Standard
vSwitch
VMNIC1 VMNIC2
Controller A

'The port groups attached to the virtual NICs are configured to use one NIC as active and the rest as standby.

HEARMIERO (10Gb HELD) B, SMNROLANAERIENECEREMEECSEMERERS. NEM
K(GERTZ T ONTAP Select 85, MTFRETIRBEE, M MEECSRE A LUEIMNBROLATEE AR,

LU TREIESRT vSwitch BIERE UK TR S 155 ONTAP Select BEEERIARZRFISMER @S AR SS FIF N 4B,
HNERPLE BT LATE LS SR B E R R ERRLE VMNIC, EAREBMEE VMNIC Zittis OE B —E28 5 H LUFHIE RV ED
B, IMNBMEIIERIEFER. TN NEOLEZEREFEREEMER VMNIC 33 F 1ML brHR e Ef PR
7% ONTAP Select VM EXEE,

S TREERMIERO (10 Gb 5(EZ) BY * vSwitch *
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Hypervisor
services

ESX -
Standard
vSwitch

VMNIC1 VMNIC2
Controller A

¥ F LACP B9 %= vSwitch

EERERFERD I vSwitch B, AILUER LACP (REXAERELR) RKEHUNERLE, W—ZIFMN
LACP BEEEKRFAE vmnic B F— LAG #1, HTHRYIERENEEETHNAERO EMAZIFENTF 7,
500 /9, 000 ZjgB8y MTU K/)v. AREFFIIMEE ONTAP Select RN TR ERAIBE. RNIBMLRERFE
BE (PRE) BY VLAN . IMEBMILEATLAER VST, EST 2 VGT,

UTREIERTER LACP 99 % vSwitch AR,

£/ LACP* BfRY * LAG B
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Mame: |0N‘I'AP-LAG

Mumber of ports:

Mode: [ Active =]

Load balancingmode: | Source and destination IP address, TCPAJDP portand VLAN | ~ |

Port policies

You can apply VLAN and NelFlow palicies on individual LAGS within the same uplink pon group,
Unless overridden, the policies defined at uplink port group level will be applied.

VLAN type: Crvemide | VLAN truniing

VLAN trunk range:

MetFlow,

* EFABEREA LACP #9537 vSwitch RISMNBIR A E *
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(O ONTAP-Btemal Settings =[0fx]
|Route based on IP hash -
|Link status only -~
[ves 2
[ves =
Select active and standby uplinks. During a failover, standby uplinks activate in the
order spedfied below.
Name . 1 Move L
Active Uplinks —Dl
ONTAP-LAG e Do |
Standby Uplinks
Unused Uplinks
dvlUplinkl
oK Cancel

* FHEBAT LACP B9 % =, vSwitch BIRERiE AR E *
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(&) ONTAP-Intemal Settings - [of x|
- ~Policies -
[ Policles Teaming and Failover
Security T
Traffic Shaping Load Balaning: @) [Route based on IP hash ~|
VLAN . . - =
Pt - o DRt Junk status only =
“Hz*;:_‘l"?e Allocation Notify Switches: |Yes -
Miscellaneous Failback: |‘|’e-s LI
Advanced
Failover Order
Select active and standby uplinks. During a fallover, standby uplinks activate in the
order specified below.
Name ' .
Active Uplinks v |
ONTAP-LAG
Standby Uplinks
Unused Uplinks
dvUplinkl
O Cancel

LACP E3KR L iiim DECE N IR @ E, £27 = vSwitch LEAILEEEZ AT, BHEE
IFRECE B A LACP Mk @&,

®

ONTAP Select¥ 123Xt BC &
ETF B 2 3 A IR R A _E IR R EC B IFAE B

TERTE MBS AR EIVIIRST I BVIERERY, NAFAER. NHEEPRESINIEERSHRELR @IS 2
& VLAN $Z{ERIREY R E LR R,

YRR IR O NV ECE 4R IE . ONTAP Select /MEBRE R LUBE M AR 2 —EBHZ N —BNKHITH
B, —M7A7E2% ONTAP VLAN fRicHESIR O S 8N OE—EER, F—MAARE VST B TiE 8
i OE DAL SR e0a, FIRLTIREIE ONTAP Select RRZASHI 2 T S50 % T S E B HUIRIE 9 BRLs eOb
#0 eOc/e0g. MBINFREBHZ N _EMEN S, N ETYIEHAIHONER 2158 VLAN 5| RF B XL
VLAN,

ONTAP Select NEIWL R EEAEAERTERZH (P It E AYEMEO#HTT. BTFXLE IP U RAJ KA,
FEER T R Z BRI AR BLIURE—1E 2 EMS. 321 ONTAP Select 8% T R Z BIRYEE FHER o
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HZWIRATHAN

TEETRT TR ONTAP Select B 5P — N R E]REE ABINECE, 7EULRAIF, vSwitches FEERERF
SR IR LA FEFRRYYIIE NIC EREIR—1 Liscifitl. EREEERM VLAN PR B IR ER
FHRE,

@ 3FF ONTAP Select NERMLE, EiROARFHFHITIRC, BIALUTRAIFTIMNEMLEFER VGT , B
Zim 4RI S 4% VGT #0 VST o

* EAHEYIESIR ML EE -

Single Switch
Ethernet Switch
T R | WAN
ONTAP-internal:
VLAN 30
ONTAP-external:
Virtual Guest Tagging
Native VLAN 20
vSwilch 0

@ FUIECER, HERIGRNREREE, MRFTRE, NERZS N IRIIRN IEYIEEAHSES
DS esl i

ZNPERATHEN]

HEENRN, NERZMMIENSERIEN. TEERT ZT R ONTAP Select B & —N 1 R EABVEINED
B, RERIPFIMEREOLER NIC £EZED AR, MMRIPFARP &3 8 MNE GRS IER R
Mel, 3SHEA 2 BECE 7 REAiR @5, LARA LE4E AR AN a) R,

* ERZ MRS HIMSECE -

49



Virtual Port Channel (vPC)

Ethernet Switch 1 Ethernet Switch 2

EEEEEN NEERER
= = EEEEEE EEEEEE [

ONTAP-internal:
Virtual Switch Tagging
VLAN 10

ONTAP-external:
Virtual Guest Tagging
Native VLAN 20

ONTAP-external vSwitch 0

ONTAP SelectHEM EIER=/RE
BEUERENEEREREREIHME 2 EMET,

ONTAP Select IMFMLHETE X IEEE (CIFS. NFS #1iSCSI) . BEMEH| (SnapMirror) &8, 1E
ONTAP &8, SMREaF{EERATItEREIMMEIRO ERRMIZIEIEO, £ ONTAP Select % T =
BB, XLEWISENIHEO eOa # eOb/e0g, ERETRAER, XLiHMIEE N e0a # eOb/elc, MERIR
OREBRTFHEPEERS,

NetApp ZIFHIEREMEERERBEIRIRAI _EMLEH, 7£ ONTAP Select IEH, XZfEMA VLAN 175
FEARY. XETLUEEHR VLAN #RIEHIR QA D EcaMaiEhcss 1 (w0 e0a) #HITEEREREM, AfF, &
LR IR pYin LA 3 Bc4him [ eOb 7 eOc (BTIREBHE) LUKk eOb Ml e0g (ZTimEBIE) BTHERE.

NRAALFIEFTARR VST RS R &R, NAEFERMIENERE LIF BNEEER— M EMNKEO L, =
WATIHEIRME, BERA—TMA VGT BIE1E, VM FTEIZIEF AT VLAN 1Rid.

@ £/ ONTAP Deploy SEFI2F, Ti&@E VCT MR EIEMKIRE, HtidfennreEs
KB STRERIT.

fEM VGT MM T m&EfhY, ERBEITHMED, ENTREMEKET, £ ONTAP T2rIAZAl, EATR
BIE P it 5iAMRSEILEE, AL, MRFTREELIF (w0 e0a) BImOHNZHE EST 1 VST 151,
tesh, MREERENBIEREEAE—IROH, WEBNSWT RERNSH ESTVST,

VST # VGT XA EEITIIR S F, TEERT B AR VST, HPREE I 9AHmOETE vSwitch
Bi#1TIrE. FEUEER, EENTAEE LIF 29845 ONTAP %0 ela , Fid@id S ECAIHO4AEER VLAN
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ID 10 #1745 $UE LIF 29 E2451% 0 eOb LK eOc 8 e0g , FHEMAFE - MROHAESE VLAN ID 20
o EMIHEOFEAF=RO4H, HEATF VLANID 30 ko

* £ VST #ITHIENEIEIRE

Ethernet Switch
mm s R
PortGroup 1
Management traffic
VLAN 10 (VST)
o Baliohd PortGroup 2
— Data traffic
vomse | vians VLAN 20 VLAN 20 (VST)
oed -~ 0o || ea | PortGroup 3
Cluster traffic
VLAN 30 (VST)

' Data-1 LIF:

Cluster-management LIF: 192.188.0.1/24

10.0.0.100/24 5

Data-2 LIF: !
Node-management LIF: . |
10.0.0.1/24 192.1'.'~EE.0.2 24 i

TEESRTE-MAREVGT, EXMERT, ONTAP VM £FEHEKEBEARR#EH PR VLAN O REH
7AR8. EHRBIS, EINIKO e0a-10/e0b-10/ (eOc B eOg) -10 #1 e0a-20/e0b-20 fiiF VM %[O eOa #1
eOb AITHER, ULECE A IFEIETE ONTAP HHITMEEIRIE, MARIE vSwitch BT, BEMEUE LIF MEEX
LEmO L, MMATUE—D VM inO0#—FSHDE 2 B, B VLAN (VLANID 30) EmO4LLE
HITARIC

D

* EAZA P FEhY, XMEREARLEER. NRFEH-DHITZERBNZHE,, 15K VLAN w05
HARIBMPYBEEX IP =EE]Ho

* BXFFVGT , ESXI/ESX ENMKRIEACR A AUERE TSR LBV 4rin O, 1R EINSSHRA AR O
AMBURE VLAN ID 1B/ 4095 , AeefEim 4 Eig ARk,

* B VGT BN EES S *
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Ethernet Switch

EENE

PortGroup 1 - No tagging at Port Group Level
Management traffic

VLAN 10 (VGT)

Data traffic

VLAN 20 (VGT)

PortGroup 2

Cluster traffic
VLAN 30 (VST)

ONTAP Baisot VM

Default m

Broadcast Domain: BD1 Broadcast Domain: BD2 |

Cluster-management LIF: i a0 |1 eln0 i o020 || etb20 E Data-1 LIF:
10.0.0.100/24 | ! 152.188.0.1/24

Node-managementLIF: e Data-2 LIF:
10.0.0.1/24 152.168.0.2/24

= A AR

ONTAP SelectE ] B4ECE
EZMSeRAMIED, NENITEIRRREN HARS,

ERFARRNAREF TEHEM LR FERETBIERRESG LETHNETRARNERSE, EXHRE
P (BN B ENRENFTRHRAE, RESMERET (RPO) B HARARE AIRIPE R X EEMEE
$’Jiﬁffiﬂlﬂﬁﬂéﬂ1¢ﬂjﬂﬁﬂzﬁaﬁﬁ«—éﬂlﬂ’]"ﬁ&?&%g&ﬂ oMo

SDS IR A—BRBUELHZEHIMEZ £, REEFBEIERRANEREINS LEZES NP RS
A SRIZEEIETE . ONTAP Select EFItFITE, fE/ ONTAP IRIEHREL EHIT08E (RAID SyncMirror) 7E5
BrhEER P BURMNEIMNEIAE, XERETE HA W E XA, 81 HA WEEFRNRFEIEEIZ: —MEARMTS
RIBEMNERE L, S—1F HA SENEHRMENTEE L. 72 ONTAP Select 8/, HA MRS EHIBXRE—IT
, MEWNINEERBED B MILFER. Fitt, AP EHMENRESTR=mPa A,

@ 7£ ONTAP Select 850, R EFITHEER HA SLHERI—INTHEE, MARRS SnapMirror T
SnapVault E5I5|Z89& 88, AT EHIFEEIRILTF HA A,

BTh ONTAP Select HA BREIEEY . ZH A& (TN, 7~ /NN —I—/PEH:/P%*,.@-E) MW &R, W
T ONTAP Select EEBHIREIF 2 @%%ﬁﬂmﬁﬁﬂﬁﬂﬂeﬁﬁﬂu?” 5o ONTAP Deploy VM ZTHEAEH
FRENT = HA JTBIERIA AR RS,

TEERT XS,
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* B2 AR HERRMIEIEFMEIIINT = ONTAP Select 58% *

ONTAP
DEPLOY

Mailbox

DISkS///
7
e e

Max Latency: 125 ms. RTT - .-
Min Randwidth- 5Mbls T ———
iSCsI

(D XTI 2 ONTAP Select SEB¥H—1 HA WA —MEERRERM. £ HAXH, STERET R LR
ERSHHTRATI RS, MRRERFRE, WAIEXRERAEE.

* (ERASHIERFAEBIINTI = ONTAP Select 5£8%

* MTIHONTAP Select&EB TN HA WA, "P =, /\ TR, +Taf+ T a9 3H=. M. f.
"AHAAR,. &8N HAXH, SMEETR ENMIERSHBETHER, BELLEMFELEKRIERE, UFfs

BRI

* £/ DAS 77tiRY, —MMIEARSS 28 £ RAETFTE—1 ONTAP Select 3£fjl. ONTAP Select FEX RGTRYZN Y
RAID $ZHIS8#1TIEHRZRR], HAIRTERAMERNEE, NRLESFHEIIEER, NWEELIX
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_/'5

el

W= HA 5% HA

5 FAS [E5IAR[E, HA XA ONTAP Select 15 20 IP MEiHITEE, XENKE IP MEE— N B SKE
(SPOF) , FALEME D XD HMIHERAIGITTH— N EEHE, ST SR UASRETARIE, RNEEE
E A UARA= PR S N EEFENTSEIL, WS ERHKE ONTAP Deploy VM HEEM TN ARS LIERRE R,

ONTAP Select 771 ONTAP Deploy JAfi#23BRS Z BBV NE S ML RERL, HEEEGHMEMERES, Al
ONTAP Deploy EIWLAI LT EES ONTAP Select T S E B R ERIEIRFOH,

75T B AOTIRESET, ONTAP Deploy MWL HEB R AISUAN—20%3. MBIE
RERS R, NI SERBASRHRMIE, B ONTAP Select BB HEMIBHISTIALS
()  #2m. Bk, ONTAP Deploy BHERIRS XS HA FTHIE ONTAP Select 15 RIS
BIE. BEKMHGAERED, EORE 5 Mops WHIA 125 SHNRAENA (RTT)

AR 75 L E#R2S8Y ONTAP Deploy W ERI Sl 8EK A ARAIF, BT LAER 4 ONTAP Deploy FEEIAHE
N mEREHE. X2SEFH ONTAP Deploy RN T2 EIE ONTAP Select T, BEEECHINSS55E
h#EE %, ONTAP Select 1525 ONTAP Deploy EiMHLZ [B]AY@Sr @ ERET IPv4 AU iSCSI 1N RE
. ONTAP Select T EI2 P Hihit B EhFER, ONTAP Deploy VM IP st Bi5, Eitb, EeIENT &
BERY, TREIR IP N AREESTHF IPv6 ik, EEIENT &R, RAi=ENEIE ONTAP Deploy FEERBFS
MR, HISEHRRIIERA ONTAP Select TEEIE IP #hit, BNMNEBASEISBEREIBANT, TEHRITH—
SHEIEIRE, CIERERM ONTAP Deploy S 2iZ LR MBI EZE,

RN FENRIAHRERME, WEEHTEIREIE, BMEERIA ONTAP Deploy EEHIWIES, WA LIRE 25
&, B2, NetApp BIVEIELHILE NI SEBEE ONTAP Deploy $UEE,

W HA 53T S3EHE HA  ( MetroCluster SDS )

AL R E5) / £5) HA SSEHEMREIEIRNER, HAEBES M NRREERRNSEROH. WTHREE
SR REERE (1WFFA MetroCluster SDS ) Z BIRYME—X IR T = Z BIFIMLRIEREE R,

MAREBHEXN—EE, HPRMTRUTE—HESOC, BE 300 X, &%, MM TRBEERERR—
LS B — AR B 5ERE (ISL) PUERSTHRAN A L1T5ERR

W = MetroCluster SDS FIE X B—1MEEE, ETm (FRMHE, FRNERYFMARNEIES.L) YRR
BEBIT 300 K, ItIh, BT RN EITEREESIEZIIARMIMLE RN MetroCluster SDS REE L HiE
. B2, FBNETIER (RTT &KA 5 2/, E&iRAN 52/, 22K 10 2%) YEES (KN
10 nB) HER,

MetroCluster SDSE—INEAIEE. FEEBMRIFAIEXFZREZRIFANE BRRFAIESFER/NE VM
AT HDD #1 SSD /7. BRXLIFEIIEE 2 5 RIENVMe IR EhER,

AihERZTFE (DAS) MHZ=7EE (VNAS) 393%#F MetroCluster SDS » 15ER, BT

@ ONTAP Select VM FIHZ=7ZME 2 [EIHIMNLE, VNAS BLERNEBERBEERE. MetroCluster
SDS FEEMIE T R Z iRt K 10 EWHNEER, SEHZEFMIER, =2, IE Select
VM ZERRERZ R B, EANTFXEEE, HEFEERHRIZEL,

ONTAP Select HA RSMA{Z RS
£/ RAID SyncMirror (RSM) , fRIGEREME N IEHIEER,
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Eibz=lil

ONTAP HA B ET HA X5 AL EH32, ONTAP Select A& R ONTAP H#9 RAID SyncMirror  (
RSM ) ThEETEEEE T mZ BIEHIEIER, MMELEMAYT BRI FHZ=EARSR[/IMER, MMASDHE HA X
BV A P EGER MR E A,

ARSI RS UBEEmNMUER L. BXFAES, B8R —T "W R EMFE HA (
MetroCluster SDS ) &{ELEL"
RGRES

ONTAP Select&8¥H 2 E| 12 M RAEM. 81 HAMBEERMAFLUERIZE, BT IP IEET RBEPHRE.
XMRENARBEHEN, ERMIERSN—IEY, tHiERGt/BIREF=EHEE,

W3R E ONTAP Select SEB¥HFRIFIER S, UEEAET RHIEREIRMHENE, HBR L EEHEIER LI
SPOF . ONTAP Select EBFHREEA HA NHEINT RIgMBEEENE, HERUTHE:

s —fAARHIEEEE (3 HT ONTAP Select 1912 (H)
s —AFGHE (HYFIT R HA BT i)

@ BTHERRGERSINAMHESTIZEREBERN A/ N CIER. XEREMAM MM 1 (DHERTR
FHALZIZREGN) o KITMRSEENLRERETRBMRRE,

XM ESIRE ONTAP EBHN TES NAEIRAEEIRRE, IERTHF K3 ONTAP Select SEEFFRRIFRE R
BMBEEERT. RERNESHIENAEIATIREGRIAR. Ht, 825 N MENHENRSTRMHEST
N/2 PN HERME—TFE, NS MUERIARBEHA SN —HEE L,

TEIERTHT R ONTAP Select E£83#HHI—1 HA X, IWEBHFRBE—IERE (k) , ZBEEHAF HA
Boxt T B MRS, AR A RMASINEAR: —AAiE, B ONTAP Select FTEERTS (M 0) 12
#;, B—AREHE, ABREZRBRENTR (M 1) =24

N0 BEBFIBRMEEN TR, M1 BRTERRGHENNSREFER P HRIES — 1 EH8 A ENEFE
D ARSI SRR DECS Plex 0, MXTIRAY HA BECX T UG HAR 77 Ec4E Plex 1o

ETEH, EE—1MEERIMHENEERES. KREHNASSERNIEIMERETR leﬂuﬁﬂ{%, FR s
W:EE NET-1.1 BF Plex 0 D&, MIETiZHEEE NET-2.1 BF Plex 1 9B, T RGIF, BEMEHEN
NEETSIRE, HEAAMEIE NET-1.1 1 HA ECX 53 &HE NET-2.1

* ONTAP Select B5B4&
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HA Pair

Disks mimaored
over IP network

................................................

aggregate: test

EE ONTAP Select B1/E, R45 LHFTERMBSHALMATRATERNM, TRAAIEHE
O ARATHITHONS B, SHOTL LR SR TRA T ERRL, HRU RN REAT

PN TES

AEETRZERT RERERUNERERZGHER A ERBIENERZIFEANS AR ONTAP Select 5
BT R RANREFEEAR . IR EER .

* Bk
e

HEFFEHIE ASETHIE LIF #47, 1235 ONTAP Select 5B RS EHIEMIL NVRAM R, A
EEEALES . 7 HARES, TaRFR— 5%, EAXE NVRAM SNIEERTERIAZ 813 A5
EIRATEATE S HATR TR, IRAUATRETIEA0E, BORAHE HA T TR LIRS

RKENRIZEINVRAM [5, ONTAP ZEHRFIL D XHIABZ N ZIMENBIEINEE, hERRMARETF. gl
TEEREMENEETR ERE—R, MASE HARM TR LR,

TEIETRTEANBNEKE ONTAP Select TEME NKR.

* ONTAP Select B NEEZRTIEMR
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.
=100

ONTAP Select A ONTAP Select B

NVRAM

& .| Plex1 ﬂ ;

______________________________

FEANENBINEEUTIE:

* S N2EEd ONTAP Select T A ARIZIEIZEOHNERS
s ENBRREIT S A B NVRAM H543 HABRW TS B
* TR HA T _E#3721E /0 3ERIE, ZIEREHINEE A i

ONTAP Select M\ NVRAM B ZZIZIEERES (ONTAP CP) S1ELUITHE:
* SN MEI NVRAM H123 EBINSUIER S,
* SRESIZBERRET EREIR M,

ONTAP Select HAF] 152 R 1R IP

= AMEHAEEICMES. HARRTE. HAKRMES. HAMPRIZIBHAE TIER] 18R 4E
RiF,

HERNES

RE ONTAP Select HA ZRHFIF T 1548 FAS PEFIERRITS ARG, BNFEE—LEFIMER. HEp—NM s
BRE ﬁ‘@%z_l:ﬁzzﬂﬂ’]hdﬂﬂfn?, XE—MIFRETRNENBIESE, ST R/ERLLTTARYLEMERE SR
RITH. RRBEREHIEXNER, BEZHMEHRESRN, ERS—AMIUANS—FEXAHZHIZES
B R
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AV ER HA SEREA iz & MR ZEIERZ, ONTAP BB FHENEE XN7G EREMX—<. XZ HA BB
AR, HABRFEMITFYIREFMEL, SEFNRERALNEFERNESHR. XA TEFRTEEE, MM
R EWPEREASET TE AP H

EERAHZFME HA Z2H98Y FAS FE%1 L, ONTAP &@:id LA 75 TURR R AN R) -

* SCSI KA METNE
* SKAM HA TTEE
* B HA BiERIER HARES

B, 7£ ONTAP Select EHHNTHZRMP, TR REEEEIECHIAMFME, MAREEE HA LT =AYZ
#hE. Fib, SIRMLES R HA MHES—MRE, NILEMER LAMESREH hHMEIERBIT NN %,

RELZEERIEIMFCNMBERTT X, ENMATE—MRBESE, —MARELHZENRRGBITS

‘o ONTAP Select #—F ¥ & 7 WA RVEPTEEMI, EHAIUTELAEMNEIXNAELRES Z ATHER
fEARETA, EUERTLUEE NAS iR FaEE RTh R, XA iISCSI th D mEBMERR, BN
TRERDREMRESE, Fit, SR SR LURIEXN XL ERA PR S RS TERAR, NRENTRA MU
IHEE HA BEX T3 BUNEL T R pVERAEREER, N R AlREEBEI BB ITIRA R

@ fiR R ER B frh R AN AR B) BN BV R FE SR A B T AR BV OB 75 752 ONTAP Select IS T R EAFE
PO MR T RECR T RER B IR R B IRE

HA B384 %0

HA BRFEZRMERE S A IR, SR T RaERnERTIFrEEtmAEHE (S5 R%SE) L2HES, B
TRERBELEREIT. AETRARFHEHPNESNER, S8HTRLNR P EIFEHMES MPTEE MR
TRAMHS.

EZEIS Select SR T RHVEINEE T AT HEEFEINE, WWHEN ARSI E, RARTENER
ERET RBERNE N X T ARG R, HEHEEEEIMNEHTRNDK, HEHEM Select &
BT REY iISCSI MEEH, XETRSERREITIRAMEIMEHENEN X, ERASMERIMERET
RYRDEE MR iR R ERAE LR, &R LUBE Rlip Rl M REERR T OB TR, 180, &ETI= A B AILUK#RE!
BT R D BVERAE, BAREERMEITIA C BIERFELLS, SEE8TIR D TA%RMEIT < C BvHi3E, ET< CH
REEXASMERE, NMEE,

HA 12IES

5 NetApp FAS FF&—#, ONTAP Select 2@ HA BiE&i%E HA KNS SHE, £ ONTAP Select 5£8%
M, g EET HA BoX T 2B TCP/IP MEIEERNIT. thoh, BFHEMNKIES EESEZZEEIFIE
HA BpFahitEe, SRR, XL HEESR/LMMEE—R, HERHITIEEL, @i LXFFRXLEER
BUSMEE, ONTAP Select EEEFRILATEREY 15 FO UL HA BPEEMH, X5 FAS & LIRMEMNEOHER. NRAF
BiEEWNESHE, NStk BPEZBEH,

TEETTMKED ONTAP Select EH TR TRT R C WAEEE HA EEMFAMASEE ZXMIZRICIIES
HERERE

@ MELNESEL HA BEERIXE HARK = D, MEEKNNESNEFREEHFTRA, B,
C #0 D LfErlpFatia

AR HARIIES . RERS
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4-node ONTAP Select cluster P Hearb!eat

2

‘ol r"
Server C Server D

rrServ«rerA rServer B

Mailbox Hearbeat —

... i Wl
Cluster root disks  Mediator
Mailbox disk

HA HE35 5 IR

EHEREBIR(ERRE), BITEEMNTRSFERE HA BN T AR A A ENET SRR, TP IR
I/O B LATCHBTdkss, B RcEHILEIENEDN, ARAEEHRHITRIE, EFE, ONTAP Select Az Hm&EHIR
T, AAXEEHERELESETHNT R ENEREK,

EWMEHNT REMMANERN, KEMRLRT EIRIEF. T EIRFIFBHIREENATSZIMRER, XERZE
B MEHRENE, NRZEMNEERURS NN R LHEFRANEE, RSP ROFAFENNERESED
10 DHHBMREED. AXMERT, FERERTEIREFEHIE. AJUERNU TGS EIERY MERHE

storage aggregate status -r —-aggregate <aggregate name>

=15
ONTAP Select[fREMHEIAR

BT REEGMEERIFIE, ONTAP Select B V4 RERIRESBRARER. HEBEHEC
BRNIMFEONTAP Select SEIIERERIR AR R, LU TERMIHFE ONTAP Select SLf]
RN —LERE =

* RROIRE * , —ARRIR, RIFERRSRIIIE,

* * BIRIES 2 * o ONTAP Select MMERZHAEINEE, EXHFSIHEEEFMFNEIMEEEFTHITE
BiXtRe D EER—ERRENRE,

* * RAID RECEMKEXRESWERREFREIER * o EIMEERFRENBIALRIZF P T BRI NE
N IREhIZR.

* * RAID AR BYIRBh2S SR FNIRGHEREE * -
* * BIWERERRAEFTIEMERRT * o
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ONTAP Select 9.6 1£8E: &% HA BHiE SSD 7Zf&
%% M E,J Hfﬁb l:lll_:\O

BEFXER
ONTAP Select (GZRRRXL)FEH(ETTR)

* Fujitsu PRIMERGY RX2540 M4 :
°26GHz M Intel (R) Xeon (R) Gold 6142b CPU

° 32 MIEZD (16 1 2 4EHE) , 64 MBI
> 256 GB RAM

o FNENMIREHERE: 24 4 960 GB SSD
o ESXi 6.5U1

E P imtE
* 5> NFSv3 IBM 3550m4 % F it
FEEES

* T RAID 1 x 9 + 2 RAID-DP (11 MIREHEE)
* 22+1 RAID-5 ( ONTAP HfJ RAID-0) /RAID 4572 NVRAM
* REAEMEMEINGE (BUEESE, EEIEMPR, Snapshot 8124, SnapMirror &)

TRIIE T IRIBERHRERAIDFESRAIDIIE R FE(HA) ONTAP Select T3t EMI/E TEGAEHNEMEL
2, MEENE2EA SI0 AL EER T EH#HTH.

() xeettaesiREFONTAP Select 9.6,

“E A RAIDFIFEHRAID* I EIETZE(DAS) SSD_E BT s (K0T m P AT a9 —ER43) ONTAP Select 5£2%
Rt RELE R

Description Ji7I2EX 64KiB JiFFS N 64KiB FEH11ZEY 8 KiB  BEHIE N\ 8 KiB  BE#] WR/RD (
50/50 ) 8 KiB

SEHEDAS (SSD) 2171 MiBps 559 MiBps 9554 MiBps 294 MiBps 5664 MiBps

MERAID

HFJONTAP Select

AL

X ADAS (SSD) 2090 MiBps 592 MiBps 677 MiBps 335 MiBps 441 4 3 MiBps

B4RAID

HIONTAP Select

SR
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Description llfif73EX 64KiB |5 N\ 64KiB BE#/11%HY 8 KiB

K FDAS (SSD) 2038 MiBps 520 MiBps 578 MiBps

E4RAID
HIONTAP Select

RIS

64K JIFiFFIRER
HAMER:
* EBA SIO H#Z I/I0
*2PhTR
* HM = 2 MR NIC
BRI NMUEBRS (2TBBEM4 RAID) , (8TB#H RAID)
* 64 1 SIO #i2, EMHE 1 NER
/BTR3NS
* BNHRE 1 XS 8 NEERNXXE KR/ 12000 MB

64K IiES N
HFAES:
- BB SIO B /0
* 2R
* BT RPN EIEMSEOR(NIC)
BRI NMUERS (2TBEMRAID) , (4 TBH4 RAID)
* 128 1 SI0 #i2, B #HIE 1 MEAE
* BTN RINERC 32 (EHRAID). 16 (34RAID)
* BNERE 1 X BOHERENXXH KRN 30720 MB

8 K FEM1iEY
HAEE:
* BEEM SIO B 1/0
* 2T
* BT R EEENIC
BRI NMUERS (2TBBEM4RAID) , (4TB R RAID)
* 64 1 SIO #i2, FMHIE 8 MR
* BPTENESE: 32
© FNEE AN, SOEENXXANA 12228MB

BEHLS N 8 KiB

325 MiBps

FE#1 WR/RD (
50/50 ) 8 KiB

399 MiBps
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8 KFEHE A
FAER:

* BEBAE SIOE#&Z /0

2P

T R2MEUENIC

BRI MUERS (2TBEMHRAID) , (4 TB R RAID)
64 1 SIO #12, FMHIE 8 NkiE

ST ANEE 32

FEZ 1M, SOHENXXEH AN 8192 VB

8 K 41 50% 5 N\ 50% J3EEX

FAER:

* B2F SIO B 110
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21 hE

MU R2DMEIENIC

SR NMUBRS (2TBEMHRAID) , (4 TB 4 RAID)
FHIE 64 1 SI0 HIE 208 METE

ST RS 32

FHZ 1 XM, SRR 12228MB
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HRINFRE © 2026 NetApp, Inc.o (REFFENRF, REEIR, REMRFABESLBEITFA, ANAEPZIMRIR
PRERSOARUEATRSEIERFER (B BFIMAN, SERH. 5. REAFHEERFL
RAGH) HITEH,

MEZRRARIFEY NetApp FHELKERI AR U TP MR R AERRRILIR

AR NetApp 12 RIF 1R, FEEMPAREIETER, SFERNRTERSE UL ERZBIERMEN
FRREER, BIEARREBERSIE. EEABERT, NTRERSRAMUERSIVERNEAERE. BiZ
M BAM. 1B, ETMSERERL (BEEFRTHIEABMERS; £H. HEFES EHRL
; EWSHE) , BEREMNAUREFEHFRERL, BEHTEE. mRIEIENTH (BEHRZHE
fth179) , NetApp HARFAIETE, BIEERSNEFE LRRRAIATEEM,.
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HER, SN NetApp AABREAASHEFR i~ EERRESRX S, ERNMER~mARTIREG
NetApp BYERIZFIMN. BIRNEEREMAIRFRIFA,

AFMRPRANTMAIEER I ZHEE T, SNEZTFHIEFERIBRIZ BRI,
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ISR HBIFRE NetApp FARBIBMITEVRGEEELER, HE2HMAREFL, EEBREX XL
ENERNAEI RS, 23Kk, SRERAEENGTE, ZFIBERaELE, WAREHEFLE, BMRESR
FHIRFARIBIN EE BT ERAE X EZEaRZFRNER TER. BRASHEMENBRIN, FE NetApp, Inc. B
PEALE, FEER. HE. Efl. B BEHETXLELRIE, EEBRXEIFIENYIET DFARS H%E
252.227-7015(b) (2014 £ 2 B) &R EAHAIIF].
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