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VIMNICA WVINMNICE VMMNICT
WVNVINICS

Controller A

HAEEAYIRPHINFIFEEE, TREMHRT O NROAZEYERO 2556,
* MERMREENRINEE *

i WEAE| 5hEB 1. 5MEB 2. RER 1. MER 2.
SETH vmnicO vmnic1. vmnic2. vmnic3.
ZHE 1 vmnic1. vmnicO vmnic3. vmnic2.
% 2. vmnic2. vmnic3. vmnicO vmnic1.
%A 3. vmnic3. vmnic2. vmnic1. vmnicO

TEERT vCenter Ul RIMBMILR IR OAMEIE (ONTAP-External FIONTAP-External2) . &R, SESNHEAD
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2BREARHN R, FEUIZKEF, vmnic 4 F vmnic 5 RE—IEMN < EBNIHE, M vmnic 6 1 vminc 7 [F
HEEIMME EMNEO (AFIFREER vimics 0 E 3) . &AEMRRNINFRET DEMERE, Hbka
R O FRig. &RYIRTPRINEREE OIREERE D IMERLS O 4H 27 (88 T3,

%1% : ONTAP Select MBI ARRE *

- ONIAP e
FProparses LOBS BaMC ey [Jo 3
SecE Ty Pigtaech ERillare GebecBon ] Owvemce
Traffe shusgareg TP pp—— T

s
rarrerw) arwd Tosoewers e .
[P N SRRITRSE

* % 2 Z84%>: ONTAP Select SMEpiHATE *

& OWIAP Externald - it Seftings
Progerties Loaed bikancieg [] oweemise
Seciy Mabwark fubre detechon [ ] Owesride
Traific shigang
Py Srwilchig r
Falbak (e
F et or e
o] v
cive adapiers
i e
anuilyy kg e
Ml
M wek
k,
Wl et Ly
Uniried adaplers
Cobpl HOPE B0 S1nabY 20ctirs Dunng  Gidover, SLincy BHACOETS WAV 1h BV (e SPBLAEY aZdve
[+ ] L]
L

FNETER, 2EWOTF:
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ONTAP FMEB ontap-External2.
SESHEA02E: vmnics FHEIEAC2E: vmnic7 , vmnicd SETNEAC2E: vmnic7 ZFERCEE: vmnic5, vmnic6

, vmnic6 , vmnic4

TERIERTNEMZiHOE (ONTAP R ONTAP NEE 2 ) MIERE., 15 R, EohE&htss kB R EINMN .
FUEIEES, vmnic 4 ] vmnic 5 2FE—4IE ASIC ERIIHO, M vmnic 6 1 vmnic 7 NIZFE—1 ASIC £/
KMWNmE, EHERSBNIMFIRET — 2 BfEETE, INNEFNIROMERE—. &AVIFRPINDIH
B9 R 7E 7R S PR 2R i [ 20 27 (8] 1T 28 A A 32 3,

* % 18859 : ONTAP Select A&fimOHECE *

'xmmw.um

Propertes
Serurty

Taffic shapeg
e el | o

* % 2 Z8%>: ONTAP Select AZpimCLE *
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5, ONTAP Jermal? . it Seftings

Froperies
Sequrty
[1af shapng

RNEFER, PEOT:

ONTAP REB

ONTAP I 2.

JEGHIEHACEE: vmnicd FAIEADES: vmnic6 , vmnic5 JEGNEACEE: vmnic6 FAEECES: vmnicd , vmnic7

, vmnic7

, vmnich

FEE DRI vSwitch LIRS T Rl M iR

HEARNSE (25/40Gb) WREY, #ENKOAREEHMS ESERAM 10Gh EhcsMEEIFEEM. B
ERERARMIREES, ENZERE N ROH, KAHSEINT:

I £

EE]
&A

49pE81 (ela, eOb HAEF1 (eOc, ele N2 (e0d, eOf M2 (elg)
) ) )

vmnicO vmnicO vmnic1. vmnic1.

vmnic1. vmnic1. vmnicO vmnicO

c SN EEERNEE (2540 Gb ) #IRuEORY vSwitch *

15



Hypervisor

b— services
Port groups
ESX -
Standard
vSwitch
VMNIC1 VMNIC2
Controller A

'The port groups attached to the virtual NICs are configured to use one NIC as active and the rest as standby.

HEARMIERO (10Gb HELD) B, SMNROLANAERIENECEREMEECSEMERERS. NEM
K(GERTZ T ONTAP Select 85, MTFRETIRBEE, M MEECSRE A LUEIMNBROLATEE AR,

LU TREIESRT vSwitch BIERE UK TR S 155 ONTAP Select BEEERIARZRFISMER @S AR SS FIF N 4B,
HNERPLE BT LATE LS SR B E R R ERRLE VMNIC, EAREBMEE VMNIC Zittis OE B —E28 5 H LUFHIE RV ED
B, IMNBMEIIERIEFER. TN NEOLEZEREFEREEMER VMNIC 33 F 1ML brHR e Ef PR
7% ONTAP Select VM EXEE,

S TREERMIERO (10 Gb 5(EZ) BY * vSwitch *

16



Hypervisor
services

ESX -
Standard
vSwitch

VMNIC1 VMNIC2
Controller A

X F LACP By %= vSwitch

EERERFERSMI vSwitch BY, AJLUER LACP (REXAERMELK) KEUMEBERE, M—EM
LACP EZBEKFFE vmnic FMF—1 LAG B, LITRRYBRENE@EEFNFAERO LM AZINT 7,
500 /9, 000 Zjg)8y MTU KX/)\. AREFFIIMEE ONTAP Select MR N TR B RIEE. RNIBMLRERFE
B (PRE) BY VLAN . SMEBRILEEILAfER VST, EST 3 VGT.

LT REIERTER LACP B9 vSwitch EZE.,

fEF LACP* BYHY * LAG B

17



Mame: |0N‘I'AP-LAG

Mumber of ports:

Mode: [ Active =]

Load balancingmode: | Source and destination IP address, TCPAJDP portand VLAN | ~ |

Port policies

You can apply VLAN and NelFlow palicies on individual LAGS within the same uplink pon group,
Unless overridden, the policies defined at uplink port group level will be applied.

VLAN type: Crvemide | VLAN truniing

VLAN trunk range:

MetFlow,

* EFBEREA LACP BI53#T vSwitch RISMNBIR OB E *
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(O ONTAP-Btemal Settings =[0fx]
|Route based on IP hash -
|Link status only -~
[ves 2
[ves =
Select active and standby uplinks. During a failover, standby uplinks activate in the
order spedfied below.
Name . 1 Move L
Active Uplinks —Dl
ONTAP-LAG e Do |
Standby Uplinks
Unused Uplinks
dvlUplinkl
oK Cancel

* FHEBAT LACP B9 %=, vSwitch BIRERiE AR E *
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(&) ONTAP-Intemal Settings - [of x|
- ~Policies -
[ Policles Teaming and Failover
Security T
Traffic Shaping Load Balaning: @) [Route based on IP hash ~|
VLAN . . - =
Pt - o DRt Junk status only =
“Hz*;:_‘l"?e Allocation Notify Switches: |Yes -
Miscellaneous Failback: |‘|’e-s LI
Advanced
Failover Order
Select active and standby uplinks. During a fallover, standby uplinks activate in the
order specified below.
Name ' .
Active Uplinks v |
ONTAP-LAG
Standby Uplinks
Unused Uplinks
dvUplinkl
O Cancel

LACP E3KR L iiim DECE N IR @ E, £27 = vSwitch LEAILEEEZ AT, BHEE
IFHRECE A LACP Mk @&,

®

ONTAP Select¥I231H | ECE
BT 8 T 2 A IR BB _E IR SN BE B IF {5 B

TERTE MEEPASZ A E EIVIESIRAN BIERRRY, NFAEER. ABIEHMESINIIERSHRENETE 2
& VLAN $Z{ERIRE Y B2 LIFIEMLE R,

YRR IR O NV ECE WP 4kiE 0. ONTAP Select JMERRER IBE MM AN Z —BEES N _ERNZHITHD
Bo —M777AZ R ONTAP VLAN R EMIR O S B MmO E—EfER. S—M7E7ERTE VST EIU MFRE
iR OE D B BRI O e0a, EIRMAURIE ONTAP Select IRASHI 275 A a3l %15 SECE R EUIRRH O 2 BL4E eOb
0 eOc/e0g. WMRIMNFREEHMZ N —_ENEDE, N ETYREZENEONEE TS VLAN FIRHPEAXLE
VLAN,

ONTAP Select NERIILR S i A fE R LA SEER 2N IP bk E SRR BMEI#1T. HFXLE IP IR el R,
FEEET R ZERAENRBLIURE—1E 2 EMS. R3ZH ONTAP Select S8¥ T R ZBIRIBEFHER o
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H SR

TEIERT TR ONTAP Select B — 1N R A gEFERNRIENELE, 7ELRFIF, vSwitches FEEREBF
SMNERMILR IR LA FE AR NIC EZRIE— L. FRESTERIR VLAN FR RS REmIR 2R
R,

(D XtF ONTAP Select RERMLS, fEiROARAEITIRC. BALUTREIFIMNBMLLER VGT , B
ZIR ORIz #F VGT M VST,

* ERHAEYIESHANHINEEE *

Single Switch
Ethernet Switch
R | WAN
ONTAP-internal:
VLAN 30
ONTAP-external:
Virtual Guest Tagging
Native VLAN 20
vSwitch 0

@ FUIECESR, HERIGRNRR[EE, MREEE, NERZS N RIRN IEYIEEHSIES
S Teal i

S MYIRTHA

HFRBENRE, NERAZSMIENEEN. TERETT ZT R ONTAP Select B — T R EARVEINE
B, RERZMIMRIROLER NIC EEZZIRREREIESA, MMERIFAF %222 MEG RSB FERIR
Mmo MM ZBECE T EPAmOEE, LBy LEE e,

* EAZMIESHRI ML EE *
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Virtual Port Channel (vPC)

Ethernet Switch 1 Ethernet Switch 2

EEEEEN NEERER
= = EEEEEE EEEEEE [

ONTAP-internal:
Virtual Switch Tagging
VLAN 10

ONTAP-external:
Virtual Guest Tagging
Native VLAN 20

ONTAP-external vSwitch 0

—\—

\

ONTAP SelectfUEMEEREIRE
BHERENEERERE D RIRE 2 EMLEH,

ONTAP Select IMFMILRETE X NEEE (CIFS. NFS #1iSCSI) . BEMEH| (SnapMirror) &, £
ONTAP £8trh, SR EFERATITEEEIMMERO LR MIZIEIEN, £ ONTAP Select NZ T &
BLES, XLEWIEENIRO eOa #l eOb/e0g, EERETRAEES, XEIFOWISE N eOa #l eOb/elOc, MERIH
OREBRTFREPEERS,

NetApp BN EBEHIERENEERSMRE DRI _EMLEH, £ ONTAP Select INREP, XZ2{FH VLAN 7%
SERRY. XEILUEIT R VLAN #RENIROE D AL MR ERCes 1 (W ela) HITSIEREREW, ARG, &)
LUE BRI pYiR H 7 Edéh im0 eOb #1 eOc (BT = EEEE) LU eOb 1 e0g (ZTaEEE) BFHUERE.

NRASASFIEFTARR VST RS R &A1, NAEEFERMIENER LIF ANEEER— M EMNKRO L, =
WITUCIR(E, BER—ITN VGT B2, VM BRI iZFHMIT VLAN 1R,

@ £/ ONTAP Deploy SEFI2FH, Ti&@E VGT SR EIEMKIRE, thidfenmEsEsf
RETRERIT.

fEMA VOT MW &Ry, RRBEIFHMED, TWTREREIET, £ ONTAP T2 AZH, FATR
BIE 1P it %ﬂﬁ@%ﬁL_Lﬁi%o Hit, MHNETREELIF (%0 e0a) MIHmOLANHF EST M VST #5ic.
tesh, MREERENBIRREERR —IROH, WENNT RERF R ESTVST

VST # VGT XMMECEETIIR . TERRTH—MAEE VST, HfRE@dDEEO4HE vSwitch
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B#{Tirg. EEES, EENTRER LIF 2964 ONTAP ix0 ela , HEI D EMNIHOLAMER VLAN
ID 10 #1THRIE. #E LIF 298248 1% 0 eOb LUK eOc 3 eOg , HEAFE - NxOHNESE VLANID 20 .
SHHOFMAE=iKOH, HEMTF VLANID 30 L.

* R VST #ITHIENEEIRE

Ethernet Switch
PortGroup 1
Management traffic
VLAN 10 (VST)
e PortGroup 2
— Data traffic
vowte | vianzs VLAN 20 VLAN 20 (VST)
- e e PortGroup 3
Cluster traffic
VLAN 30 (VST)

Data-1 LIF:

Cluster-management LIF: 192.188.0.1/24

10.0.0.100/24 | i

i Data-2 LIF: i
Node-management LIF: . |
10.0.0.1/24 192.158_.0.2 24 i

TEERTE_MARVGT, EXMERT, ONTAP VM £EEKEBEARRBIHPH VLAN BOMHREH
1THRig. EURAIFR, E#liE0 e0a-10/e0b-10/ (eOc 8 eOg ) -10 F e0a-20/e0b-20 {iiF VM i eOa I
eOb BTIER, ILECE R IFEIETE ONTAP FHITMEIRE, MAEE vSwitch BT, BIEMEUE LIF KEEX
LeEPMimaOLE, MAUE—D VM imOF#—P 9 5E 2 B, 8 VLAN (VLANID 30) h=EiwO4
HITHRIC,
. 5I: *
* FRZA IP AN, XMEEAFXLEER, NMREFEH#H—THTZERBMNZIEF, 5% VLAN iI5O045
AEIRHAIBENX IP ZE)H,
* BEHIEVGT , ESXI/ESX FEAMLRIEHECSE N TUEIZEIYIRTHA L AYh ks, E 325 NS AT A% O
HMTUSE VLAN ID & & J 4095 , A BETEiHO4E /B A4k,

* £ VGT SMBIEMN EED S *
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Cluster-management LIF:
10.0.0.100/24

Node-managementLIF:
10.0.0.1/24

Ethernet Switch

EETET

D&auum

Broadcast Domain: BDA

i

Broadcast Domain: BD2

g

24

PortGroup 1 - No tagging at PortGroup Level
Management traffic

VLAN 10 (VGT)

Data traffic

VLAN 20 (VGT)

PortGroup 2
Cluster traffic
VLAN 30 (VST)

Data-1 LIF:
192.168.0.1/24

T

Data-2 LIF:
192.188.0.2/24
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