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NFSECE

NFS EcE#Tid

ERT LASEF ONTAP System Manager 28155 E ( ONTAP 9.7 RERhA) TG
9 Storage Virtual Machine (SVM ) _EREIGENEFER NFS i/,

MRBIUUTHNECEXN SRS, BEALIIRFESE:

* NFS iniaRp@id NFSv3 #1T, MAZEET NFSv4 31 NFSv4.1 #1T,
* BHBEARELE, MASNRENAREDR,
* EREIREMLEEREOA 1P =6, BN BEMROAKER B A,

NRIERVEIENBIERIZIT, WERAXLERIANRAIHRT IR LIS LIF 8298 E st TR,
NRERERRINNR, NSR "WEEEE" BXRNAEE LIF BREHERZRER.

* UNIX XXHRE AT RIPFENZ 2,
* LDAP (3N8Rf{EA) H Active Directory $21it,

WRE T fEHE XONTAP NFSTMYIHEESEERVIFMER. 15BN "NFSEE A",

£ ONTAP FHITIHIRERE 75 0%

BRITUATES, BHRITUUTRE .. BB ..

EHILITHY System Manager (GEFATF ONTAP 9.7 &z "{#F NFS /7 Linux ARS528A0E NAS 77#"
BEEhkas)
ONTAP s 1TRE "ERMLITRERAR NFS B2E"

NFS EC& TIE

ACE NFS 15 MHAERE, ARERFETENBHRN TER—CIZRBET NFS
8% SVM , BEEXIRE SVM BY NFS ihiR], Zi&E{UE NFS ERMMEIEZEHCE NFS 15

R]AYIRAE SVM .
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F|System Manager,
2. SMERE B
3. BE e, *
4. BRRERE EHIRBERRIA RAID-DP EEERIERE, RAERE *E .

Create Agaregate

To create an aggregate, select a disk type then specify the number of disks.

Name: agor?
6 Disk Type: SAS | Browse |
Number of Dizks: 8 g Mzx: B fexcluding 1 hot spare), min: 5 for RAID-DP
RAID Configuration: RAID-0DP, RAID group size of 16 disks Change
Mew Usable Capacity: 4963 TB (Estimated)

E
BT ERISENRERRS, FRERIERAEONRATIRN,
HEEALEENE

TEEUEFT NFS B2 HI, BT RSRENEEINE Storage Virtual Machine
), NRZ, ®WUTHAE SVM FTEEE, WREFREENITIER.

IRIES T
* MRBIEFHN SVM LEES, EOIE—NEAT NFS BH SVM .
"BIEBA T NFS BY# SVM"
SNERIMAE SVM KB NFS , MIAFHER LT,
 NEBHEEBAEREE NFS WIE SVM LEES, 1E7EIA SVM EEE NFS i4id,
"7EIB SVM LECE NFS ipia)"

IREREE MM RIZRILRED REE SVM , NSHIXME .

(SVM

* MREECTLEENT#HT NFS ARG SVM LECES, 181 NFS &RMEIBAT NFS 9 SVM

o

& NFS &RIMEIE AT NFS g9 SVM"



BIZZ AT NFS B9% SVM

RERBBAT NFS 89 SVM 3 XfER NFS EMFHAIZEFHE SVM , $TFH SVM IRERELIA
SHERR, FAEM UNIX BIEEHIEIE NFS iHRl. ARG, EeJECE NFS ZEFiRiGR,

fEF NFS &S HEIZEFHA SVM

EAIUER— N ASFRIESETM L TIEIE: 83 Storage Virtual Machine (SVM) ,
BB RS (DNS) , glgE#uEZiEEO (LIF) , BANFS, rhEECE NIS, AT
SIS S,
FroaZ Al
* BRAELEML, FHESTUSHEX IR IEETIMLE,
* RRIT R SVM R AER LU T HRLE AR 4R 14
° BRIEHUEZERNO (LIF) WHRMKRZT R ERNSERD
° EMPECEEIE LIF IP il F/, SHEEH eI LOERE D ECAHUE LIF BYSE P ik
° NIS 58, MREMILRER NIS #1TRFRARSS A RSt

* FRAAIBAEIMEERRS (NIS) , BRERIBHAMIY (LDAP) , Active Directory (AD) #l
DNS HARSZFIEHIFRE SMBARSS 280

* BAUEECEEMIMNRLASE, 7 REhRMLEIRSS.
* AD 1gizHlgs, FF A SVM ERIBTEAIATE R D HRRILEL .

B
1. SME * svM* B0,
2. B o, ¢
3. 7% * Storage Virtual Machine (SVM ) Setup* MiFIEH, I SVM :

a. 5% SVM HymE—RZ R,
ERMmpTETEREE S (FQDN) , HEEBHEMAE, UHRIFEEEFPEH .
b. FEFETIHEITENEBRLIFTE SVM LERANFAIE MY, BMEERRIENEREFRE i 20t

MNRBAREE CIFS IHiA], MAMIZENERE * CIFS *, LUE CIFS # NFS EFima] U= EENEEE
LIF o

C. (REEINESIRE C.UTF-8,

@ INREZHHE NFS 1 SMB/CIFS BRI EREFRFH, 1HEEEMR * UTF8MB4* IS
A8, ZLASM ONTAP 9.5 FriatE i,

IHESBHEHGEIENES R, HFETEENENES,
d. \]ik: SNRBATCIFSHY. BRL2AERNEI* UNIX %



4. £ * B2 & CIFS/NFS iy *

ZINBERT, 1EF CIFS NS BReEIRE N NTFS
e. miE: EREBEESSVMIEEMNIRERE
NIREERNBREFSHENIEENUE, THEREEREN, RASBMARIEENERS.

Storage Virtual Machine {S¥M) Setup

o () o

Enter SWh basic details

SVM Details

@ Specify a unique name and the data protocols for the Sk

WM Mame: wslexdmple.com

@ IPspace: 7

(@ DataProtocals: M QFs W nFs [T iscsl [T FOFCoE T

@ Default Language: | CUTF-8[ c.utf 3] v

The language of the Sk specifles the default language encoding setting for the Sk and

Itswolumes. Usinga settingthat Incorporates UTF-2 character encoding 15 recomme nded.

(@) security Style: UNIX M

Root Aggregate: | data_O1_aggr i

f. 72 * DNS ECE * XiH, HIREAIN DNS BREFM MRS HZLEZRTIL SVM BIFI 2 MRS 25,
DNS Configuration

Specify the DNS domain and name servers. DNS details are reguired to configure CIFS protocol.

y Search Domains: example.com

":.,l Name Servers: 1892.0.2.145182.0 2146 192.0.2.147

g B IRRHMEE

LB eI SVM , BRRECE Y.

a. NMEIEEMNFWERNA LIF 98 IP #uht, siEFrpig Al
b. & * W * FHERES LIF XEMT Sk,

TImEAY * #4E LIF B2& * o, IBEEFFImATIHREIEN LIF BiFHAER:



< | Data LIF Configuration

¥ Retain the CIFS data LIFs configuration far MES clients.
Data Interface details for CIF:S

Assign IP Address: | Without a subnet v

IP Address: 10.224.107.188%  Change

?)Port abccorp_1:elb | Browse... |

S MNRFET * NIS IEE * XiF, iBREE .
6. INREHVILESER NIS #HITRIRARS B MBRGY, IFHEE NIS ARSS2RAVIAN IP ik,

| NIS Configuration {Optional}

Configure M5 domain on the 5%Wh to guthorize MFS users.

Domain Mames: example.com

IP Addresses: 182.0.2.145,192.0.2.146,152.0.2.147

7 ) Database Type: v Eroup 7 paszwd v netgroup
7. QIR HELIHIT NFS 517

a. WF * LB, BA—IRM, ZBFRRNASHBMANER IRk
b. B A XHHBHIK/,

Provision a volume for NFS storage.

Export

Mame: Eng

Size: 10 GB |+
Permizzion: Change

BEFANERERS, ANecBiTFIATERZNES L.

C. £ * MR * FERH, Bk Bk, ARKEE—ITSFHMN, HMNATA NFSv3 #2534 UNIX EEEN
BUITIEANIR, BUEEELR A P IHRAR,



Create Export Rule

Client Specification: | admin_host

Enter comma-=eparated values for multiple client specification=

Access Protocals: [ CIFS
= =0 B =20

[T Flexcache

ﬂ Ifywou do not =elect any protocol, access is provided
through any of the abowve protocols |CIF5 MFE or FlexCache)
configured on the Storage Yirtual Wachine {34 hi).

Access Details: v Fead-Cnly ¥ Readinrite
UNIX W v
Kerberos 5 r v
Kerberos 5i r ¥
Kerberos Sp r ¥
MTLM r v

I allow Superuser Access

Superuzer access is =8t to all

A LIR—MER Eng B9 10 GB %, FESHA Eng , AERM—KHN, % "admin_host " &/
ST HS MR LIPFNR, SEBRERBERR,

8. B IRRFME
HEEE R LU TR

° L SVM Sh R RYERIE LIF , /B3R " nfs_lif1" "
° NFS fR528
I FARAZERZNRE LHNE, HEMESHBRNAE, HUEE " nfs_volume™ " 4
c HEHSH
° 5SHBRMMERNS L
9. M FETRHNREEMNNEENE, FRE * Bl * HHEFEE MY

10. 27 *SVM E12 * TTERM, BEFERAI SVM EEERHNEER:
cEBhd r, AERBEEHGREEER,
s MNERNES, AGRT * RFHME

M. EF*HE* A, CTHETREENEFER, AERE HE .

NFS B inEERNELIE LIF 89 IP ik,

#R
LEBHE I — 13 SVM , HAR NFS RSSREE— M AHEERFHNHE,



175 SVM IRERIFHERRS (BIZBAT NFS AUHT SVM )

B R BIAS HEERIN—FAN, UARIFREREF @ NFSv3 #1TihiRl. tIREE
HEFEN, NMI=IELLFRE NFS EFimihia) Storage Virtual Machine (SVM ) &ME%,
XFIbES
NP NFS iEREE NBIAS LR, HEEMAEENENELEBEX T HRERREH X2 MNEHIAERL,
TE
1. SME * SVM* FO,
BE * SVM IKE * Ik,
£ * EBE * |igR, BE > SHEK Y,
EERA BN NSHER, ZRERNAT SVM R5.
ETEENRS, BE*HM*.
£ * SRS MM * IHEES, SIEE— NN, LUEA NFS BRI HXMERE & F imRiAIeE:

IR T

a. EFEFIHISEFER, BN 0.0.0.0/0 UEHNEAHSRERF K
b. MZRSIHEINEREB R *1*,

C. IEFE*NFSv3*,

d. BB * Ri% * TB& * unix* EIRAELLIMNIFRE EIXHE,

e. B HE *

Create Export Rule *

Client Specification: | 0.0.0.0/0
Rule Index: 1 3
Access Protocols: L CIFS
I NFS |« NFSv3 L[| MFSv4
Ll Flexcache

f you do not select any protocol, access iz provided
through any of the above protocolz [CIFS, NF5, or
FlexCache) configured on the S."orsge Virtual Machine
SV

Access Details: |+ Read-Only || Read/Write
UMD || o
Kerberoz & I [}
Kerberos Si 1 [}
MTLHM I -

| Allow Superuser Access

Superuzer sccess iz zef fo il



R
W1E, NFSv3 ZFRIRA]LAAIETE SVM ERIEZERSE,

AcE LDAP (BIEFEFR 7T NFS B SVM )

AR IEFHEE Storage Virtual Machine (SVM ) METF Active Directory BV E! B FiAa)h
I (LDAP) H3REXAEFEE, MATEIE LDAP PG, I SVM BALLERFIR, FHE

LDAP e FHEMAFERR.

FeaZ 8l
* LDAP E2E#47{E A Active Directory (AD) o

INREEREMIEE LDAP , NATEAS<LITHRE (CLI) MEMXEKEE LDAP . AXIFAES

» ’BZ I "LDAP EREER",

*© BRIT R AD BHARSZSRUNIUATHREES . FHWIERF, HERFAMELD, Ebt DN 1 LDAP ik,

B
1. SfE * SVM* B,
ERFTER SVM
BE * SVMIRE * iR,
1% E LDAP B SVM /A :

> w0 D

a. 71 * RS * B8, BE * LDAP BFIG * o
b. £ * LDAP BFimECE * 8O, B * A,

C. f£*Create LDAP Client*& O8Y*GeneraliZ Ik, BALDAPEFPIGECERIRTR, 4l vsOclientlo

d. #NAN AD 358% AD BRS328.

Create LDAP Client

General Binding

LDAP Client valclient
Configuration:

Servers

#® Active Directory Domain example.com

Preferred Active Directory Servers
Server

152.0.2.145

Add [

Active Directory Servers


https://docs.netapp.com/us-en/ontap/nfs-config/using-ldap-concept.html
https://docs.netapp.com/us-en/ontap/nfs-config/using-ldap-concept.html
https://docs.netapp.com/us-en/ontap/nfs-config/using-ldap-concept.html
https://docs.netapp.com/us-en/ontap/nfs-config/using-ldap-concept.html
https://docs.netapp.com/us-en/ontap/nfs-config/using-ldap-concept.html
https://docs.netapp.com/us-en/ontap/nfs-config/using-ldap-concept.html
https://docs.netapp.com/us-en/ontap/nfs-config/using-ldap-concept.html
https://docs.netapp.com/us-en/ontap/nfs-config/using-ldap-concept.html
https://docs.netapp.com/us-en/ontap/nfs-config/using-ldap-concept.html

e B HE*, ARBESHIIERS, BEBFAME, B DN Mk,

Edit LDAP Client

General Binding

Authentication level: zasl w
Bind DN (User): ugser

Bind user password, | seees

Baze DN: DC=example, DC=com

Tep port: 389 ﬁ

oThe Bind Distinguizhed Mame (DN} is the identity which wil be used to connect the
LDAP server whenever a Storage Wirtual Machine reguires CIFS user information
during data access.

f BE* REHXHA
PRSI — R E P, FHAIH SVM £/,

5. 5 SVM ZF#HY LDAP B i .

a. ESMERT, B * LDAP L& *,

b. B * 44E * o

C. HAfRTE * LDAP B IRSAIR * A T NIRIEZYE F i
d. %1% * BF LDAP &P * , AARRE * HAE

Active LDAP Client

LDAP client name: valclient w7
|#| Enable LDWP client

Active Directory Domain gxample.com

Servers

SVM {EFHTHY LDAP & Fii.

6. {5 LDAP fRETHMAFEER, FINMEEERS (NIS) LUIKkaAtAFAFIA:
a. SfnEl * svM* §H,
b. 3%#E SVM HEE * 4RI *
. B * RS * EM k.
d. £ * BMFARS X * T, I8E * LDAP * (E N ERER BN E EZ MRS A XK,
e. B REFEHXHA * .



Edit Storage ¥irtual Machine

Details Resource Allocation Services

Mame service switches are used ta look up and retrigve usear infarmation tao

provide proper gccess to clients. The order of the sendices listed determines in

which arder the name senvice sources are consulted to retrieve informatian.

Marne Service Switch

hosts: files ¥ |dns hd
narnemap: Idap ¥ files d
Eroup: Idap ¥ files ¥ nis 7
netgroup: Idap ¥ iles ¥ |nis hd
passwd: Idap M [ files ¥ | nis h

LDAP 2t SVM LR RARSFZ BRI EER P E 8K R

M UNIX BIZFAIQIE NFS 155iA]

TEBCE X Storage Virtual Machine (SVM ) BY NFS hiafE,
FHM SVM ZEEEREFH R SVM BANBUERICIEAE,
FeaZ Al
* BPHAZGNAEBSAEERNS AN 2F 1P i,
s BAIEE root BRFHEREE.
T
1. M root AR BHERIEFIHRS.
2. N ... cd /mnt/ EEREREHXHER,
3. £/ SVM By IP it 8@ H IR~ 3k

a. B\ ...mkdir /mnt/folder LUBIEFNXHF,

BN ERE NFS BB

b. 3\ ... mount -t nfs -o nfsvers=3,hard IPAddress:/volume name /mnt/folder %

HEHIHBER.
C. BN ... cd folder AIFBERBEANIXMHK,

T anSEelE—NE 7 test! BIXHIE, HTE test1 HHUHFEA 192.0.2.130 IP H#iltAbiES, vol1 &

, SAGERNH test! HR:

10



host# mkdir /mnt/testl
host# mount -t nfs -o nfsvers=3,hard 192.0.2.130:/voll /mnt/testl
host# cd /mnt/testl

4. BIBE—IIXM, BWIEZXHREFEEHRESANE:

a. N ... touch filename LABIEMIRNSCH

b. N ... 1s -1 filename UIIEXHREET.

C. BN ... cat >filename’ &, WAN—LEXZ, AFZCUI+DREXAT NI K.
d. 3N ... cat filename UERMAXXHEHIRNS,

e BN ... rm filename LAMIBRMIRSCHF

f BN ... cd .. REAIRER.

host# touch myfilel

host# 1s -1 myfilel

-rw-r--r—-—- 1 root root 0O Sep 18 15:58 myfilel
host# cat >myfilel

This text inside the first file

host# cat myfilel

This text inside the first file

host# rm -r myfilel

host# cd ..

#EER
BEfmAEEAXM SVM B9 NFS 418,

AEEFHICIE NFS EFimiAIR) (RIEEBFE T NFS B3 SVM )

BERWE, EAILUEZTE UNIX B2 FEH EI8E UNIX XHFRFHTE System Manager H7

//J\\Hﬂvu':l:n'ﬂ)”UEEij_ EFIEEFHNHEZMNIFRNE, ARG, ENIHZ82mAY B - i
SR LUAIR IS,

S

1. HEE WL R P Al B P S AR F W HZ /A RIR,

2. £ UNIX BB XM £, £ root BF7E%E EI&E UNIX FRERFIIER,

3. £ System Manager 1, RS HRERIMAIF NFS B imiHRHEZAIFN,

a. 1%&#% Storage Virtual Machine (SVM) , AFEE *SVMIEE *,
b. 7£ * ZRE& * Bi&H, BE * FHEK
C. EES5ERBHTH R,

11



d. 1 * SEMN * E-RH, 28E RN HEE—HEF i,

e. 7 * MUZRE| *i&F . 2 LUELMNTEAREFAIREEENBFN Z EHITo
f. FEFR*NFSv3*,

0 IEEFRIIFRIFAEE, AREE BT, *

TR LB BN FRAEFiHR TR/ S IHRNE 10.1.1.0/24 fE7*Client Specific*, FitH
B&*Allow Superuser Access*/MNYFRA 18] £ 1EAE,

Create Export Rule w

Client Specification: | 10.1.1.0/24

Rule Index:

Access Protocols: | CIFS
I WFs |« NFSv3 [ MFSv4

LI Flexcache

If you do not eelect any profocol, sccese iz provided
through any of the above protocolz (CIFS, NF5, or
FlexCache) configured on the Storage Virusl Machine
[SVIM).
Access Details: |#| Read-Onhy |#| Read/\rite

UM ] [+

Kerberos & ] ||

Kerberos Si |+ ||

NTLM ] |l

LI Allow Superuser Access

Superuzer secess iz 2ef fo &l

4. EUNX BPIGL, UEENARENAFRZ—SHER, HRIEEEERIEREHIEN G

ECE XA SVM #9 NFS 15]7]

7 NFS ZERIHARIIXIRE SVM BUiARINPRE S A2 B\ SVM 70 NFS BcE, FTH SVM 1R
SNSHERR, THEREE LDAP LUK M UNIX EIEFEHISIUE NFS ihal, PAfE, &rIlL
BCE NFS ZFimifinl.

AINFIA SVM B9 NFS 48]

AIMAB SVM ™0 NFS iplali5 R eIEEIE LIF , aiFECE NIS , icEE, SHEUKE
B R,

Faazan
* BRI R SVM R ER LU TR RIS
© BRIBHIEZERED (LIF) T RMAZT R ERNSERD
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° BMHERESUE LIF IP #utiF W, SEGHIILUEREDELAEEE LIF BSE IP ik
* RIUEMEE TN ASE, 7 EEIARIMLEARSS .
* SVM L@ iFER NFS il
BXPFMER, BN "WEEET",
il
1. SREIAESE SVM Y AKX :
a. EEFERERN SVM .
b. £ * FEE * BEF, BE * Y * ZHH * NFS *,
Protocols: © wrs  [IECECEEN
2. 7£ * BZE NFS WY * IHEES, BIELHEE LIF
a. NMEIEEMNFWERNA LIF 28 IP #uht, siEFapig AL,
b. B * & * HERES LIF BT S wE,

= | Data LIF Configuration

V¥ Retain the CIFS data LIFs configuration for MFES clients.
Data Interface details for CIFS

Assign IP Address: Without a subnet h

IP Address: 10224107188 Change
2)Port ghecarp_1:elb | Browse... |
3. SNREAVILE S FER NIS HITRMRARSS A TRIRGY, IBHEE NIS ARSI ZAVIEA IP sthitk, FHEFEARM NIS &
AR SS IRBV RS E,
« | NI5 Configuration {Optional}

Configure M5 domain on the 5%Wh to guthorize MFS users.

Domain Mames: example.com

IP Addresses: 182.0.2.145,192.0.2.146,182.0.2.147

9NR NIS IRSBSARIA, B7NZHNEHITEE. 1R NIS [RSEEARS, NageshilkEREBIEFIE
Ei7iR)iR) o

4. QIEMSEELUATT NFS 150

a. WF * FHBM*, BA—IRM, ZBFRKRNHSHBMANER IR
b. EE BB S XHHIBEHIAN
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Provision a volume for NFS storage.

Export

MName: Eng
Size: 10
Permission:

GB |

Change

BEFNERERS, ANEcEUTIATERSNES L.

C. £ * MR * FBH, BE*ER*, ARKBE—ITSHMN, HMNATA NFSv3 #2534 UNIX EEEEN

BOITIEANIR, BRI P IHRAR,

Create Export Rule

Client Specification: | admin_host

Access Protocols:

Access Details:

AR —ME R Eng B9 10 GB %, FESHA Eng , AERM—FHN, J "admin_host " &/

Enter comma-=eparated values for multiple client =pecification=

[T ciFs
= 7 =2 T [ =<0}

|- Flexcache

ﬂ Ifywou do not select any protocol, access is provided
through any of the abowve protocols {CIF5, MFE or FlexCache)
configured on the 3torage Wirtual Machine {34}

¥ Read-Only ¥ ReadAnTite
UMY v v
Kerberos 5 r 3
Kerberos 5i r v
Kerberos Sp r v
NTLM r v

I allow SUperuser Access

Superuzer access is =8t to all

IR TR FHNTRIHRNR, SEBRAFHIRNR,

o BE Y IRRHXRH *, ARBE CHE

1H SVM iIRENS LR (ECEXIAE SVM BY NFS i)

S EBIANSH R ARIN—FAN, UAFFREEFmET NFSv3 #1TihR, K&
LRI, MSIE48FRE NFS & IRiA1E) Storage Virtual Machine (SVM ) KEZ%,

XFIAES

ENOREFRA NFS IFREENAUAFHRES, THENET N R NELE B E X FH R IRFIX BN SRR

p
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1. SfE * SVM* B,

B * SVMIE * M+,

£ SREE - BASR, BT SUHEEKE

EEE R BIA C SR, ZREENAT SVM iR,

ETBEED, 2FFm-,

£ * IR SHAN * IHEES, SIE—MNIN, LUERN NFS BFIHITAMFRE R HREiAR:

S e

a. EBEFHASE FEF, WA 0.0.0.0/0 UEMNEAIRPIEE i
b. MMZ5IKEINERE N * 1%,

C. JEFE*NFSV3*

d. jEBR * Ri% * FBR * unix* EiEEIMIFIE Si%EIE,

e B HE "

Create Export Rule ¥

Client Specification: | 0.0.0.0/0
Rule Index: 1 3
Access Protocols: | CIFS

L NFS e NFSv3 [ NFSv4

|| Flexcache

If you do not 2elect any protocol, sccese iz provided
through any of the above protocolz (CIFS, NF5S, or
FlexCache) configured on the Storage Virual Machine
SV
Access Details: |« Read-Only | Readnrite

UM [ =

Kerberos 5 I I

Kerberos Si I I

MNTLM [ =

LI Allow Superuser Access

Superuzer access iz zef fo all

2

WTE, NFSv3 ZFFIRA]LUAIETE SVM ERIERERSE,

fCE LDAP (ECEXILA SVM B9 NFS if]a))
YR IEFEE Storage Virtual Machine ( SVM ) METF Active Directory FY52 8 B RiA [0

W (LDAP) ARIREXAFER, MG LDAP EF G, A SVM BRLLE iR, FHE
LDAP e FHMMAFERIR.
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Feazai
* LDAP ECE X J{EH Active Directory (AD) o

NREFEREMAERR LDAP , WATERS<ITRE (CLI) MEMNIREE LDAP . BXFHAES
, BB "LDAP ERHER",

© BT R AD ARG B UNMUTHERES:: FHIIEERS, SPEMAFFZELD, Bt DN # LDAP &%,
SB
1. S * SVM* T,
2. EEFRER SVM
3. BE *SVMIZE * M+,
4. 1% E LDAP EFiH LU SVM M
a. £ * RS * B, & * LDAP B * o
b. £ * LDAP ZFIHACE * @A, & *HM~.
C. 7£*Create LDAP Client*®& H#9*Generalit Il =9, ALDAPEFIHRECERIZHR, B3 vsOclientl,
d. 0 AD 153K AD ARZ5 28,

Create LDAP Client

General Binding

LOAP Client valclientl
Configuration:

Servers

#® Active Directory Domain example.com

Preferred Active Directory Servers
Server | Add |
192.0.2.145

Active Directory Servers

e B HE, ARBESHIIERS, BEBFAMEE, B DN MiKO,
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Edit LDAP Client

General Binding

Authentication level: sasl W
Bind DN (User): uzer

Bind user password: 00000 | seses

Base DN: DC=example,DC=com

Tcp port: 389 ﬁ

ﬂThe Bind Distinguizhed Mame (DN} is the identity which will be used to connect the
LODAP =erver whenever a Sterage Virtual Machine reguires CIFS user information
during data access.

f BF* REHXA "
LB R E— M RE PR, HAM SVM ER.

5. 4 SVM EF#H LDAP B F i%:

a.

b.

ESMERT, B * LDAP RE *,
B YRiE <,

C. HHfRTE * LDAP B IRZ M * Az T NINISIZHE 7 ik,

d.

eHE * B LDAP BFiR * , ARSRE *HE * .

Active LDAP Client

LDAP client name: valclientl hd
|#| Enable LDWP client

Active Directory Domain example.com

Servers

SVM fERFTRY LDAP & P if,

6. {£ LDAP (L TEHMAFEER, FIMNNEEERS (NIS) UKt FAFA:

a.
b.

C.

SiE - svM* B0,

WEE SVM H BT * g .

B RS * TR,

£ * BMRARSHX * T, $8E * LDAP * {E SRR B E IR B MRARS FF X R0

B REHXRA
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Edit Storage ¥irtual Machine

Details Resource Allocation Services

Mame service switches are used ta look up and retrigve usear infarmation tao

provide proper gccess to clients. The order of the sendices listed determines in

which arder the name senvice sources are consulted to retrieve informatian.

Marne Service Switch

hosts: files ¥ |dns hd
narnemap: Idap ¥ files d
Eroup: Idap ¥ files ¥ nis 7
netgroup: Idap ¥ iles ¥ |nis hd
passwd: Idap M [ files ¥ | nis h

LDAP 2t SVM ERZRARSFZ RGN EE R = 8K R

M UNIX BIZFAIQIE NFS 155iA]

TEBCE X Storage Virtual Machine (SVM ) BY NFS hiafE,
FHM SVM ZEEEREFH R SVM BANBUERICIEAE,
FeaZ Al
* BPHAZGNAEBSAEERNS AN 2F 1P i,
s BAIEE root BRFHEREE.
T
1. M root AR BHERIEFIHRS.
2. N ... cd /mnt/ EEREREHXHER,
3. £/ SVM By IP it 8@ H IR~ 3k

a. B\ ...mkdir /mnt/folder LUBIEFNXHF,

BN ERE NFS BB

b. 3\ ... mount -t nfs -o nfsvers=3,hard IPAddress:/volume name /mnt/folder %

HEHIHBER.
C. BN ... cd folder AIFBERBEANIXMHK,

T anSEelE—NE 7 test! BIXHIE, HTE test1 HHUHFEA 192.0.2.130 IP H#iltAbiES, vol1 &

, SAGERNH test! HR:
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host# mkdir /mnt/testl
host# mount -t nfs -o nfsvers=3,hard 192.0.2.130:/voll /mnt/testl
host# cd /mnt/testl

4. BIBE—IIXM, BWIEZXHREFEEHRESANE:

a. N ... touch filename LABIEMIRNSCH

b. N ... 1s -1 filename UIIEXHREET.

C. BN ... cat >filename’ &, WAN—LEXZ, AFZCUI+DREXAT NI K.
d. 3N ... cat filename UERMAXXHEHIRNS,

e BN ... rm filename LAMIBRMIRSCHF

f BN ... cd .. REAIRER.

host# touch myfilel

host# 1s -1 myfilel

-rw-r--r—-—- 1 root root 0O Sep 18 15:58 myfilel
host# cat >myfilel

This text inside the first file

host# cat myfilel

This text inside the first file

host# rm -r myfilel

host# cd ..

#EER
BEfmAEEAXM SVM B9 NFS 418,

ACEAISIE NFS B imihie) (FEEXINA SVM B NFS if]a))

BERWE, EAILUEZTE UNIX B2 FEH EI8E UNIX XHFRFHTE System Manager H7

//J\\Hﬂvu':l:n'ﬂ)”UEEij_ EFIEEFHNHEZMNIFRNE, ARG, ENIHZ82mAY B - i
SR LUAIR IS,

S

1. HEE WL R P Al B P S AR F W HZ /A RIR,

2. £ UNIX BB XM £, £ root BF7E%E EI&E UNIX FRERFIIER,

3. £ System Manager 1, RS HRERIMAIF NFS B imiHRHEZAIFN,

a. 1%&#% Storage Virtual Machine (SVM) , AFEE *SVMIEE *,
b. 7£ * ZRE& * Bi&H, BE * FHEK
C. EES5ERBHTH R,
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d. 1 * SEMN * E-RH, 28E RN HEE—HEF i,

e. 7 * MUZRE| *i&F . 2 LUELMNTEAREFAIREEENBFN Z EHITo
f. FEFR*NFSv3*,

0 IEEFRIIFRIFAEE, AREE BT, *

A LB BN FRAR P IRRFREF/S AR 10.1.1.0/24 fEA*Client Specific*, FHikH
B&*Allow Superuser Access*/MNYFRA 18] £ 1EAE,

Create Export Rule w

Client Specification: | 10.1.1.0/24

Rule Index:

Access Protocols: | CIFS
I WFs |« NFSv3 [ MFSv4

LI Flexcache

f you do not zelect any profocol, sccess iz provided
through any of the above protocolz (CIFS, NF5, or
FlexCache) configured on the Storage Virusl Machine
[SVIM).
Access Details: |#| Read-Onhy |#| Read/\rite
UM ] [+
Kerberos & ] ||
Kerberos Si |+ ||
NTLM ] ||

LI Allow Superuser Access

Superuzer secess iz 2ef fo &l

4. EUNX BPIGL, UEENARENAFRZ—SHER, HRIEEEERIEREHIEN G

¥ NFS &7 I0ZIB AT NFS Y SVM

¥ NFS ERMEIBAET NFS By SVM B MEIZMEES, CIESFHEREEUNMM UNIX E
B FAIUEIAE, AN, EAILIEDE NFS B FiRiAIEl.

Fraz Al
WTE SVM E52IGE NFS

BIZHRES

BB — FlexVol EUEE IR, ErILUERENENFHINZEIEL, HEXEMN
BENZERAHEN, BUALLEFEEREERRATIEFMEIAGE, Bl Storage
Virtual Machine (SVM) HiREE,
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S
1. SRl * &> T,
2. B~ QI * > * 83 FlexVol *

LB R BRI E X EE,

3. MNREFENL A EAFMN BBERFRIARIR. BIREMBM. F1I0 voll,
4. WEEE—ERS.

o FHEEHIAN.

6. BE QIS

RAIABERT, 7 System Manager FEIRMEFRIFTEEHSERERMMENIESRMEHIIRE L. NFS &
PIREEHEREREAREMZE BT,

7. MBEARFEEENT SVM WIRER, BEEHMESENEH R TEFHUE:
a. SfnE R =E B
b. MTFHIZFEAIERE * SVM*
C. BEHECEH,
d. 1 * #HHE * WHEEF, IBESE, HEESBRENEMUNBEHENZESRRZ,
e. £ * B =iE * HOFRIEFIES KRR,

MRBRFELEEHRERN data WEET, AJLKEHE "vol1" " MREBTNE] " data " Fo

Path - Storage Object Path = Storage Object

45/ B vslexamplecom_root F B velexamplecom_root
“§ data B data 4 "L data B data
% voll 8 ot = voll 8 ot

8. BEEEMNRERN, HREFEHITEL:
a. £+ & @0d, EENNLIRNE, ARRE * FwE "

ggaﬂ%iﬁ-\éﬁﬁ%iﬁ%fﬂi, HPETRTENEMRLRN, ELR2RAZM SVM RENZ LRIV

b. HRE 2R UNIX o
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Edit Volume X

General Storage Efficiency || Advanced

Name: woll
Security style: NTFS hd
UM permissions s Read Write Execute
UMD
Owner .
Mixed
Group
NEBEF LR

E1EA NFS ZFIREERIHIRIE 2R, BN NELIEFERE, FIAFEEENIARN
RN, H 53 S RN A T 5.

-

1. SME * SVM* T,

2. B * SVM g E * %I+,

3. BIERH S IR
a. 1f * HREg * Wi, B SHER*, ARRE Q.
b. 7 * QIS HREE * HOHP, IBEREEEM.
C. £ * SHMN * T, B R * AIHEBEARMIN,

| Create Export Policy

Policy Name: ExportPolicyd

| Copy Rules from

Export Rules;
I_'Tq'}'.'_; Add Edit X Uzisl= | ¥
Rule Index Client Access Profocols | Read-Only Rule

4. 7E * QIESHMN * WFEP, IE—PAWERRBIRE DN SHEITTRR AR

a. {EEBEMPEESHER P #HutsE A& R, B4 admin_host o
b. JEIZF*NFSv3*,
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C. MIREIXEFRE * X/ 5 * HRIFAE R UK * RiF8RAF AR * .
Create Export Rule ¥

Client Specification: | admin_host

Access Protocols: ¥ CIFS
Ll NFS  |# NFSv3 ] NFSw4
|| Flexcache
If you do not zelect any profocol, sccese iz provided
through any of the above protocolz (CIFS, NF5S, or

FlexCache) configured on the Storage Virual Machine

[SVI).

Access Details: || Read-Only |#| Read/rite
UMD I v
Kerberos 5 I |w#]
Kerberos Si I Cal
MTLM I |

|| Alow Superuser Access

Superuzer secess iz 2ef fo &l

d B8F*HE*, ARBE *IE "
BB SR A S o SRS e AR I

SAE - s R =E - B0
EREHBET * BERFHRE
C. EFHTRBSH BT * B
*HEXER

S. B SHERENATHE, WEBERIVAILUARILS:
a.
b.

JUIEM UNIX BIZEHFHITHY NFS i8]

M UNIX EIEFEHIGIE NFS i8]

EECE XS Storage Virtual Machine (SVM) BY NFS AR, ENEREI NFS BRI
FM SVM iEXEUIEFH A SVM B ABIREFR IR S

FreaZ Al
* RPRAKH AR RAIEENTHAN AT IP ik,
* ETAE root BFIVERER.
3
1. ML root AF B ERIEFHRT.
2. %N ... cd /mnt/ BERBANEHXHR,

23



3. {EF SVM 1Y IP sthiit el H a3k
a. N ... mkdir /mnt/folder UUBIEHHEI,

b. 3\ ... mount -t nfs -o nfsvers=3,hard IPAddress:/volume name /mnt/folder %

EHEHER.
C. BN ... cd folder AIFERBEANIXMHE,

LIRS EI— N2 testt BISTHETE, HIE test! HHICHIEHY 192.0.2.130 IP #ititabiEE; vol1 %
, AEERNH test! HR:

host# mkdir /mnt/testl
host# mount -t nfs -o nfsvers=3,hard 192.0.2.130:/voll /mnt/testl
host# cd /mnt/testl

4. glE—MNIXE, BIEZXHREFEHRESAXA:

a. N ... touch filename LABIEEMNASIH

b. 3N ... 1s -1 filename URIEXHREEE,

C. B ... ‘cat >filename’F, BAN—LEXZR, AFRCHrI+DREXAT NN 4,
d. 3N ... cat filename UERNAXEFHIRE,

e BN ... rm filename LAMIBRMIRSC

LN ... cd .. BEIRBR.

host# touch myfilel

host# 1s -1 myfilel

-rw-r--r—-—- 1 root root 0O Sep 18 15:58 myfilel
host# cat >myfilel

This text inside the first file

host# cat myfilel

This text inside the first file

host# rm -r myfilel

host# cd ..

R
TEMIAERBAX SVM B NFS 58,

FREHIIE NFS B imiAR (& NFS HRINEIBAT NFS B SVM )
ERWFE, ELUEEE UNIX BEIEEN EIKE UNIX XHNPRFHTE System Manager A

AN HAN R NEE R P inik TR EZRIHENR. e, SRR MmEYRF A
AR LR E,
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T
1. EBE RN E P imflBE P AR T A HZRIA R,
2. 7E UNIX BEEEAMN L, A root BF7EE LIZE UNIX FREFIINER,
3. 1£ System Manager 1, RS HEEERIMAIF NFS B imihR =8980,

a. j&t#¥ Storage Virtual Machine (SVM) , ABFREE * SVMIE *,

£+ 5RBE * Jigh, BE - SHEREE

RS SRS H IR,

£+ SHAN xR, BE R FEE—HEF .

e. A MRS *®F * o 2 UELFNTER TR R EIE NN Z FHiT.
f. R NFSV3*,

o IEEFMERIFIIFAER, AERE * HWE, *

=

e o

ERI LB RN FRATFIHE TR/ SIHRNE 10.1.1.0/24 #E/*Client Specific*, FiftH
FR*Allow Superuser Access*SMNIFRA 110 £ 1EE,

Create Export Rule w

Client Specification: | 10.1.1.0/24

Rule Index:

Access Protocols: ] CIFS
Ll NFS e NFSv3 L] MFSv4
|| Flexcache
o If you do not eelect any profocol, sccese iz provided

through any of the above protocolz (CIFS, NF5, or

FlexCache) configured on the Storage Virusl Machine

[SVM).
Access Details: |#| Read-Onhy |#| Read/\rite
LN |+ [+
Kerberos & ] ||
Kerberos Si |+ ||
NTLK 4 ]

LI Allow Superuser Access

Superuzer secess iz 2ef fo &l

4 UNX BRIGL, UIEENGERENAFRZ—SHER, HFRIEEEEREREHIEN G
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