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NFS BCE#iR

f&aT LUE B ONTAP System Manager 2R E ( ONTAP 9.7 RERRRA) EMEHINE
B9 Storage Virtual Machine (SVM ) LEHRFIZEXFER NFS 58],

NRBFUTHNECEXN SIS, EEALIIRESE:

* NFS iniaRpdd NFSv3 #1T, MAZET NFSv4 31 NFSv4.1 #1T,
* BABERARELE, MASNRENAREDR.
* EHEIEMSERROIA IP =iE], BT RN EAKERSAE.
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WNRETHEHE XONTAP NFSIMYIHEESEERIFME R, 15BN "NFSEE A",
7 ONTAP A fT IR ERYEL b 75 7%
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1. W ANURL https://IP-address-of-cluster-management-LIF HERAEHNEHEERZEE

F|System Manager.
2. SfE *BE 'O
3. Bt el *
4. wIRREE EIRAGEAZIA RAID-DP ELERIERE, AEET * 6l *,

Create Agaregate

To create an aggregate, select a disk type then specify the number of disks.

Mame: aggr2
9 Disk Type: SAS | Browse |
Number of Disks: 2 g Mzx: & fexcluding 1 hot spare), min: 3 for RAID-DP
RAID Configuration: RAID-DP; RAID group size of 16 digks Change
Mew Usable Capacity: 4,968 TB (Estimated)

&
LR EREENEERIZRS, HAEEMIZIREEONRETIRF.
HRERRLEENE

EEIEH NFS B2, BHIHERSRKEMERINE Storage Virtual Machine
) oh, WSR2, FLAEE SVM FRENESE, AR REENTIER,

1BIES B
* MREBEHH SVM LEEEE, BEIE—BAT NFS 83 SVM,
"SIEBAT NFS 893 SVM"
WNRIMA SVM KZHA NFS , MpAZaskesE s
* MREATERAEREE NFS WA SYM LEEES, BEEINE SVM LEE NFS A,
"FEIA SVM LEEE NFS ihia)"
NREACE HMM N RIZRUIRES EEIZE SVM , WEHIXMIER,

(SVM

* MREBHECETLEENAHIT NFS iFEMILE SVM LEEES, 158 NFS SHRMEIBAT NFS #9 SVM

M,
"B NFS &RMMEIZHET NFS 89 SVM"



SIEZEE AT NFS 895 SVM

WEBEBAT NFS By SVM # K fER NFS EFFHEIZEFHE SVM , FTH SVM {REHRIZRIA
SHEEE, JAFM UNIX BIEEHIUE NFS hRl, ARG, ErUEIE NFS ZFiRiAE,

fEF NFS EHFHEIEHBY SVM

EAIUER— 1 RSFESETM L TEIE: 83 Storage Virtual Machine (SVM) ,
MEFEZZRS (DNS) , SIEHEZEZO (LIF) , BEANFS, mLERE NIS, RAE
BIEMS S,
Faazai
* BEREMLE, HEXIUREXYIR L CIEZ SRS,
© SBRATT R SVM SR LU T P R4S 20 14 -
° BREHIEZEEO (LIF) NTRURZT R ERSERO
o BEMHECELUE LIF IP bR 7, siE S LUAEE S ECLEUE LIF BU4SFE IP ik
° NIS 58, WMIRENIEAFER NIS #1178 FRARSS o5 FRER ST

* FRHIATEEAEINKZESRS (NIS) , BRBRIARMIY (LDAP) , Active Directory (AD) A
DNS EARSFRERAIPIE SMBARSS 28

* BAUEMECE SNBSS, 7 aEhRMLEARSS.
* AD fg#zhlgs, P A SVM ERBTEAE R DRI ED .

gl

1. S - svM* &,

2. BE O, ¢

3. £ * Storage Virtual Machine (SVM ) Setup* ¥HEEH, BJiE SVM :

a. 5% SVM HYME—R R,
2FpRRTERERS (FQDN) , HEEF/EMAE, UHERIFEEHFEH—H,
b. EREMEIFNEARLRE SVM LERNFIAENIN, BMEERAIEEEFIE i BE it

MNRBRAREE CIFS HiAl, MMM IZENERE * CIFS *, LUE CIFS # NFS B ima] U ZFEEIIVEEE
LIF o

. REFINMESIRE C.UTF-8,

@ INRIESZFF7E NFS Ml SMB/CIFS B FinH ERERFA, BEEMER * UTF8MB4* IES
15, ZAEIM ONTAP 9.5 Friate(it,

HESEHEHEENSHSE, HET EENEMES,
d. Bi%: WMRBATCIFSY. IBBREERER* UNIX %,



4. £ * B2 & CIFS/NFS iy *

ZINBERT, 1EF CIFS NS BReEIRE N NTFS
e. miE: EREBEESSVMIEEMNIRERE
NIREERNBREFSHENIEENUE, THEREEREN, RASBMARIEENERS.

Storage Virtual Machine {S¥M) Setup

o () o

Enter SWh basic details

SVM Details

@ Specify a unique name and the data protocols for the Sk

WM Mame: wslexdmple.com

@ IPspace: 7

(@ DataProtocals: M QFs W nFs [T iscsl [T FOFCoE T

@ Default Language: | CUTF-8[ c.utf 3] v

The language of the Sk specifles the default language encoding setting for the Sk and

Itswolumes. Usinga settingthat Incorporates UTF-2 character encoding 15 recomme nded.

(@) security Style: UNIX M

Root Aggregate: | data_O1_aggr i

f. 72 * DNS ECE * XiH, HIREAIN DNS BREFM MRS HZLEZRTIL SVM BIFI 2 MRS 25,
DNS Configuration

Specify the DNS domain and name servers. DNS details are reguired to configure CIFS protocol.

y Search Domains: example.com

":.,l Name Servers: 1892.0.2.145182.0 2146 192.0.2.147

g B IRRHMEE

LB eI SVM , BRRECE Y.

a. NMEIEEMNFWERNA LIF 98 IP #uht, siEFrpig Al
b. & * W * FHERES LIF XEMT Sk,

TImEAY * #4E LIF B2& * o, IBEEFFImATIHREIEN LIF BiFHAER:



< | Data LIF Configuration

¥ Retain the CIFS data LIFs configuration far MES clients.
Data Interface details for CIF:S

Assign IP Address: | Without a subnet v

IP Address: 10.224.107.188%  Change

?)Port abccorp_1:elb | Browse... |

S MNRFET * NIS IEE * XiF, iBREE .
6. INREHVILESER NIS #HITRIRARS B MBRGY, IFHEE NIS ARSS2RAVIAN IP ik,

| NIS Configuration {Optional}

Configure M5 domain on the 5%Wh to guthorize MFS users.

Domain Mames: example.com

IP Addresses: 182.0.2.145,192.0.2.146,152.0.2.147

7 ) Database Type: v Eroup 7 paszwd v netgroup
7. QIR HELIHIT NFS 517

a. WF * LB, BA—IRM, ZBFRRNASHBMANER IRk
b. B A XHHBHIK/,

Provision a volume for NFS storage.

Export

Mame: Eng

Size: 10 GB |+
Permizzion: Change

BEFANERERS, ANecBiTFIATERZNES L.

C. £ * MR * FERH, Bk Bk, ARKEE—ITSFHMN, HMNATA NFSv3 #2534 UNIX EEEN
BUITIEANIR, BUEEELR A P IHRAR,



Create Export Rule

Client Specification: | admin_host

Enter comma-=eparated values for multiple client specification=

Access Protocals: [ CIFS
= =0 B =20

[T Flexcache

ﬂ Ifywou do not =elect any protocol, access is provided
through any of the abowve protocols |CIF5 MFE or FlexCache)
configured on the Storage Yirtual Wachine {34 hi).

Access Details: v Fead-Cnly ¥ Readinrite
UNIX W v
Kerberos 5 r v
Kerberos 5i r ¥
Kerberos Sp r ¥
MTLM r v

I allow Superuser Access

Superuzer access is =8t to all

A LIR—MER Eng B9 10 GB %, FESHA Eng , AERM—KHN, % "admin_host " &/
ST HS MR LIPFNR, SEBRERBERR,

8. B IRRFME
HEEE R LU TR

° L SVM Sh R RYERIE LIF , /B3R " nfs_lif1" "
° NFS fR528
I FARAZERZNRE LHNE, HEMESHBRNAE, HUEE " nfs_volume™ " 4
c HEHSH
° 5SHBRMMERNS L
9. M FETRHNREEMNNEENE, FRE * Bl * HHEFEE MY

10. 27 *SVM E12 * TTERM, BEFERAI SVM EEERHNEER:
cEBhd r, AERBEEHGREEER,
s MNERNES, AGRT * RFHME

M. EF*HE* A, CTHETREENEFER, AERE HE .

NFS B inEERNELIE LIF 89 IP ik,

#R
LEBHE I — 13 SVM , HAR NFS RSSREE— M AHEERFHNHE,



FT7 SVM IREMNSHREE (BI32BHE T NFS 895 SVM )

B MREIASHEREE AN —FAN, U FRrEEFimEE NFSv3 #1Tih10, MNREE
IHEFEN, NMI=ELLFRE NFS B imihia) Storage Virtual Machine (SVM ) &ME%,

KX FUES
EREFRE NFS ipaiEE NRIASH KRR, HEMNBIHRENEEIEBE X S HRIERRET 2N EHIHE.
B
1. SME * SVM* T,
2. B * SVM IR E * &R,
3. 1% * HREg * AgR, BE - FHEEK Y,
4. FFERR * FIN * NSHER, ZHRRFEAT SVM RE,
S. L NEREMEH, BE Ao
6. 7 * QRS AN * 3HFEH, SIBZ— M, LUEHN NFS BFRHITHXMPIE R P imAYIAR
a. EBEPIHISE FEF, AN 0.0.0.0/0 UEMNEBZSFAERF I
b. MMZRSIERIAEREBR * 1%,
C. JEFFE*NFSv3*,
d. 7BB& * RIR * Tk * unix* EiEELIMYFRE E3EE,
e. B HE *
Create Export Rule 4
Client Specification: | 0.0.0.040
Rule Index: 1 3
Access Protocols: L) CIFS
Ll NFS ¢ NFSw3 || MFSwvd
|| Flexcache
.-'Dh do not zelect any Ll tocol, sccess iz ErowT ided
through any of the above profocolz (CIFS, NF5, or
FlexCache) configured on the S.‘::-rsgs- Virtual Machine
SV
Accezs Detals: |#| Read-Onhy | ReadnNrite
UM [ )
Kerberos 5 I =
Kerberos 5i [} =
MWTLHM - =
I Allow Superuser Access
Superuzer sccess iz zef fo all
2



WTE, NFSv3 ZFRIHA]LUIAIETE SVM ERIEZERE,

fcE LDAP (BI3E/ZF7T NFS 8931 SVM )

WNRIEFHLE Storage Virtual Machine (SVM ) METF Active Directory BV 2 B Fifia) i
I (LDAP) HIREVAHF{EE, MATEIEE LDAP ZEFPi%, N SVM BRLtZEPig, FHE
LDAP (A FEMBFERR.
Fiaz a7l

* LDAP E2E £ Active Directory (AD) o

INREEREMEE LDAP , MATEAS<ITRE (CLI) MEMXEKEE LDAP . BXIFAES
, BB "LDAP EARER",

© RRATT R AD AR B UN U THERER:: FMHIIEERS, SEAFMZELD, Bt DN # LDAP &%,
TE
SME * SVM* B,
EIRFREREY SVM
BE * SVMIRE * &I+,
1% & LDAP B iR LA SVM /A :

> w0 D

a. 7 * fRSS * @&, BE * LDAP BFIR * o

b. 7£ * LDAP ZFIRECE * WO, B2 * M *o

C. {£*Create LDAP Client*& 8Y*GeneraliIii++, BALDAPEF IHECERIRHR, 140 vsOoclientls
d. N0 AD 155 AD ARS3 28,

Create LDAP Client

General Binding

LOAP Client velclient
Configuration:

Servers

#* Active Directory Domain example.com

Preferred Active Directory Servers
Server Add

182.0.2.145

Active Directory Servers

e B 4E ", AREESMNIIER?, FERAMEN, 4 DN MiKH.
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Edit LDAP Client

General Binding

Authentication level: sasl W
Bind DN (User): uzer

Bind user password: 00000 | seses

Base DN: DC=example,DC=com

Tcp port: 389 ﬁ

ﬂThe Bind Distinguizhed Mame (DN} is the identity which will be used to connect the
LODAP =erver whenever a Sterage Virtual Machine reguires CIFS user information
during data access.

f BF* REHXA "
LB R E— M RE PR, HAM SVM ER.

5. 4 SVM EF#H LDAP B F i%:

a. ESMERF, BE *LDAP K& *,

b. &g * 4wiE *

C. HAfRTE * LDAP B IREFF * FIEET NIRIGIEZAE F i,
d. %% * 5 F LDAP B % * , RARRE *HE *.

Active LDAP Client

LDAP client name: valclientl hd
|#| Enable LDWP client

Active Directory Domain example.com

Servers

SVM fERFTRY LDAP & P if,
6. {# LDAP (R FEMAREER, HIIIMEEERS (NIS) MUIKAtAFFIA:
a. M3 * SVM* B,
b. %% SVM HEE * RiE *
C. BBF * fRSS * &Ik,
d. 7£ * MRS FFX * T, 18T * LDAP * {ENEUEER A E EZ FFIRS FXR,
e. B * REHXA .



Edit Storage ¥irtual Machine

Details Resource Allocation Services

Mame service switches are used ta look up and retrigve usear infarmation tao
provide proper gccess to clients. The order of the sendices listed determines in
which order the name seryice sources gre consulted to retrieve information.

Marne Service Switch

hosts: files ¥ |dns hd
narnemap: Idap ¥ files d
Eroup: Idap ¥ files ¥ nis 7
netgroup: Idap ¥ iles ¥ |nis hd
passwd: Idap M [ files ¥ | nis h

LDAP 2t SVM LR RARSFZ BRI EER P E 8K R

M UNIX BIEFENLIEIE NFS 3519

7EECE X Storage Virtual Machine (SVM) BY NFS Ihialfg, ENEREI NFS EIEFEMN
FHM SVM IZEEEFH R SVM B NEIERIGIEECE,
VAR, =P
* BRIBAFMAEGLAIEENS LN 21589 1P ik,
s BATNER root BPHERER.
T
1. Y root BF BHERIEF IHRS.
2.5\ ... cd /mnt/ BERERNEHXXHEFE,
3. fEA SVM BY IP ik SR HIEH I A< :

a. N ... mkdir /mnt/folder UUBIEFH I,

b. 3\ ... mount -t nfs -o nfsvers=3,hard IPAddress:/volume name /mnt/folder %

EHEHER.
C. BN ... cd folder AIFBERBEANIXMHE,

LIRS EI— N2 testt BISTHETE, HIE test! HHICHIEAY 192.0.2.130 IP #itibabiEE; vol1 &
, AEERNHR test! HR:

10



host# mkdir /mnt/testl
host# mount -t nfs -o nfsvers=3,hard 192.0.2.130:/voll /mnt/testl
host# cd /mnt/testl

4. gIBR—MIXMH, BIERXHREFEHEES AN

a. N ... touch filename MABIERMNRASIH

b. 3N ... 1s -1 filename URIEXHREEE,

C. A ... ‘cat >filename’ ', BA—LEXZAK, AFIECHI+DIFXARE NUIA Mo
d. 3\ ... cat filename UERNIAXEFHRE,

e BN ... rm filename LAMIBRMIRSCHF

f BN ... cd .. REAIRER.

host# touch myfilel

host# 1s -1 myfilel

-rw-r--r—-—- 1 root root 0O Sep 18 15:58 myfilel
host# cat >myfilel

This text inside the first file

host# cat myfilel

This text inside the first file

host# rm -r myfilel

host# cd ..

#EER
BEfmAEEAXM SVM B9 NFS 418,

BeEFISIE NFS BEFimIAE (BIEEHET NFS BT SVM)

ERWFE, ETLUEEE UNIX BEIEEN EIRE UNIX XHNPRFHE System Manager A
TS AR AT P BT ZRIHIAIR, AF, GRS HmNERRA
=& A LLAIRILtEE,
T

1. WEEAWLERE P i A P AR T 3 H = /hRAER,

2. £ UNIX B EH L, £ root BF7EE LIRE UNIX FRE AR,

3. 1£ System Manager 1, RS HEBEERIMAITF NFS B imARIHEZ8FN,

a. &% Storage Virtual Machine (SVM) , AFEE * SVMIEE *,
b. 7£ * HRE& * BN, BEH * FHEKEE *,
C. 1EE5EREHN S H R,

11



d. 1 * SEMN * E-RH, 28E RN HEE—HEF i,

e. 7 * MUZRE| *i&F . 2 LUELMNTEAREFAIREEENBFN Z EHITo
f. FEFR*NFSv3*,

0 IEEFRIIFRIFAEE, AREE BT, *

TR LB BN FRAEFiHR TR/ S IHRNE 10.1.1.0/24 fE7*Client Specific*, FitH
B&*Allow Superuser Access*/MNYFRA 18] £ 1EAE,

Create Export Rule w

Client Specification: | 10.1.1.0/24

Rule Index:

Access Protocols: | CIFS
I WFs |« NFSv3 [ MFSv4

LI Flexcache

If you do not eelect any profocol, sccese iz provided
through any of the above protocolz (CIFS, NF5, or
FlexCache) configured on the Storage Virusl Machine
[SVIM).
Access Details: |#| Read-Onhy |#| Read/\rite

UM ] [+

Kerberos & ] ||

Kerberos Si |+ ||

NTLM ] |l

LI Allow Superuser Access

Superuzer secess iz 2ef fo &l

4. EUNX BPIGL, UEENARENAFRZ—SHER, HRIEEEERIEREHIEN G

ECEX A SVM B9 NFS i4]d)

79 NFS BRImAMMIAE SVM BUiF R FE S & EE SVM A0 NFS BcE, F1H SVM 1R
HNSHER, ALHEREIE LDAP LIKRM UNIX BIEEAHIIE NFS iR, ARG, &1L
BoE NFS ZFimifinl.

AINFTILE SVM Y NFS 357]

ANIMAE SVM 70 NFS ipial5 KR eIEEE LIF , eHAZFECE NIS , BdEE, SHEUKA
BT R,

FaZ Al
* BRIT #E SVM K E R LU HBLE LS 4R 14+ ©
© BRlEHEZEREO (LIF) T RMAZT R ERNSERO

12



° BMHERESUE LIF IP #utiF W, SEGHIILUEREDELAEEE LIF BSE IP ik
* RIUEMEE TN ASE, 7 EEIARIMLEARSS .
* SVM L@ iFER NFS il
BXPFMER, BN "WEEET",
il
1. SREIAESE SVM Y AKX :
a. EEFERERN SVM .
b. £ * FEE * BEF, BE * Y * ZHH * NFS *,
Protocols: © wrs  [IECECEEN
2. 7£ * BZE NFS WY * IHEES, BIELHEE LIF
a. NMEIEEMNFWERNA LIF 28 IP #uht, siEFapig AL,
b. B * & * HERES LIF BT S wE,

= | Data LIF Configuration

V¥ Retain the CIFS data LIFs configuration for MFES clients.
Data Interface details for CIFS

Assign IP Address: Without a subnet h

IP Address: 10224107188 Change
2)Port ghecarp_1:elb | Browse... |
3. SNREAVILE S FER NIS HITRMRARSS A TRIRGY, IBHEE NIS ARSI ZAVIEA IP sthitk, FHEFEARM NIS &
AR SS IRBV RS E,
« | NI5 Configuration {Optional}

Configure M5 domain on the 5%Wh to guthorize MFS users.

Domain Mames: example.com

IP Addresses: 182.0.2.145,192.0.2.146,182.0.2.147

9NR NIS IRSBSARIA, B7NZHNEHITEE. 1R NIS [RSEEARS, NageshilkEREBIEFIE
Ei7iR)iR) o

4. QIEMSEELUATT NFS 150

a. WF * FHBM*, BA—IRM, ZBFRKRNHSHBMANER IR
b. EE BB S XHHIBEHIAN
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Provision a volume for NFS storage.

Export

MName: Eng
Size: 10 GB v
Permission: Change

BEFNERERS, ANEcEUTIATERSNES L.

C. £ * MR * FBH, BE*ER*, ARKBE—ITSHMN, HMNATA NFSv3 #2534 UNIX EEEEN
BOITIEANIR, BRI P IHRAR,

Create Export Rule

Client Specification: | admin_host

Enter comma-=eparated values for multiple client =pecification=
Access Protocals: [ CIFS

M wes 8 MEsw3 T mFSwd

[ Flexcache

ﬂ Ifywou do not select any protocol, access is provided
through any of the abowve protocols {CIF5, MFE or FlexCache)
configured on the 3torage Wirtual Machine {34}

Access Details: ¥ Read-Only ¥ Readiwrite
UMY v v
Kerberos 5 r 3
Kerberos 5i r v
Kerberos Sp r v
MTLM r v

I allow SUperuser Access

Superuzer access is =8t to all

TR LARNZE—PR 7N Eng B9 10 GB &, HIHSHN Eng , ABRRIM—FAN, 9 "admin_host " EF
IR TR FHNTRIHRNR, SEBRAFHIRNR,

o Bl T IRRFXRH *, ARBE HE "
177 sSVM RENFHREE (BECEXIA SVM BY NFS 58]

AN EENASHRERIN—FAN, UAFFIERFmET NFSv3 #1Tiha, tNR&
LRI, MSIEL4FRAE NFS & imihia] Storage Virtual Machine (SVM ) &ES,

KFUIES
ENOREFRA NFS IFREENAUAFHRES, THENET N2 NELE B E X FH R KIRFIN BN SRR

p
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1. SfnZl * SVM* F O,

2. E* SVMIEE * %Ik,
3. 7£ * ZEBE * WA, B - SHHEE
4. FFRA * BIA  NSHRR, ZRBRBNAT SVM RE,
S. ETHEEP, BE*AHM*,
6. 7 * IR S LEAMN * INEER, SIE— N, UEA NFS B IHITAXIE R iRIARE
a. EBFIHIEFERF, BN 0.0.0.0/0 UEHMNERHSFAERFiH.
b. MNZRSIFEIAERE S * 1%,
C. IEFE*NFSv3*,
d. 7BB& * Ri% * Tk * unix* EiXELIMYFRE EiEE.
e BE*HE ",
Create Export Rule
Client Specification: | 0.0.0.0/0
Rule Index: 1 3
Access Protocols: | CIFS
Ll NFs ¥ WFSw3 || MFSvd
|| Flexcache
:"Ii'.-:s-ugh;'. ='.'I'._'.rI S'f'_n':i;;l;t':'r.e _ﬂ-lﬂor'ds-:l;:-:;lf‘:-'FSl. -";.'FS. I::-r
FlexCache) configured on the Storage Virual Machine
SV
Access Details: |« Read-Only | Readnrite
UM |+ =
Kerberos 5 [ [
Kerberos Si [} ||
MNTLM - =
LI Allow Superuser Access
HZR

WTE, NFSv3 ZFFIRA]LUAIETE SVM ERIERERSE,

BCE LDAP (EEEXIIA SVM BY NFS ifia))

AR IEAHEE Storage Virtual Machine (SVM ) METF Active Directory BV E! B FiAa)th
W (LDAP) HIRENAEFEE, MHHt)E LDAP ZEF iR, 1 SVM BRILEF iR, HfE
LDAP e FEHMAFERIR.
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Feazai
* LDAP ECE X J{EH Active Directory (AD) o

NREFEREMAERR LDAP , WATERS<ITRE (CLI) MEMNIREE LDAP . BXFHAES
, BB "LDAP ERHER",

© BT R AD ARG B UNMUTHERES:: FHIIEERS, SPEMAFFZELD, Bt DN # LDAP &%,
SB
1. S * SVM* T,
2. EEFRER SVM
3. BE *SVMIZE * M+,
4. 1% E LDAP EFiH LU SVM M
a. £ * RS * B, & * LDAP B * o
b. £ * LDAP ZFIHACE * @A, & *HM~.
C. 7£*Create LDAP Client*®& H#9*Generalit Il =9, ALDAPEFIHRECERIZHR, B3 vsOclientl,
d. 0 AD 153K AD ARZ5 28,

Create LDAP Client

General Binding

LOAP Client valclientl
Configuration:

Servers

#® Active Directory Domain example.com

Preferred Active Directory Servers
Server | Add |
192.0.2.145

Active Directory Servers

e B HE, ARBESHIIERS, BEBFAMEE, B DN MiKO,
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Edit LDAP Client

General Binding

Authentication level: sasl W
Bind DN (User): uzer

Bind user password: 00000 | seses

Base DN: DC=example,DC=com

Tcp port: 389 ﬁ

ﬂThe Bind Distinguizhed Mame (DN} is the identity which will be used to connect the
LODAP =erver whenever a Sterage Virtual Machine reguires CIFS user information
during data access.

f BF* REHXA "
LB R E— M RE PR, HAM SVM ER.

5. 4 SVM EF#H LDAP B F i%:

a.

b.

ESMERT, B * LDAP RE *,
B YRiE <,

C. HHfRTE * LDAP B IRZ M * Az T NINISIZHE 7 ik,

d.

eHE * B LDAP BFiR * , ARSRE *HE * .

Active LDAP Client

LDAP client name: valclientl hd
|#| Enable LDWP client

Active Directory Domain example.com

Servers

SVM fERFTRY LDAP & P if,

6. {£ LDAP (L TEHMAFEER, FIMNNEEERS (NIS) UKt FAFA:

a.
b.

C.

SiE - svM* B0,

WEE SVM H BT * g .

B RS * TR,

£ * BMRARSHX * T, $8E * LDAP * {E SRR B E IR B MRARS FF X R0

B REHXRA
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Edit Storage ¥irtual Machine

Details Resource Allocation Services

Mame service switches are used ta look up and retrigve usear infarmation tao
provide proper gccess to clients. The order of the sendices listed determines in
which order the name seryice sources gre consulted to retrieve information.

Marne Service Switch

hosts: files ¥ |dns hd
narnemap: Idap ¥ files d
Eroup: Idap ¥ files ¥ nis 7
netgroup: Idap ¥ iles ¥ |nis hd
passwd: Idap M [ files ¥ | nis h

LDAP 2t SVM ERZRARSFZ RGN EE R = 8K R

M UNIX BIEFENLIEIE NFS 3519

7EECE X Storage Virtual Machine (SVM) BY NFS Ihialfg, ENEREI NFS EIEFEMN
FHM SVM IZEEEFH R SVM B NEIERIGIEECE,
VAR, =P
* BRIBAFMAEGLAIEENS LN 21589 1P ik,
s BATNER root BPHERER.
T
1. Y root BF BHERIEF IHRS.
2.5\ ... cd /mnt/ BERERNEHXXHEFE,
3. fEA SVM BY IP ik SR HIEH I A< :

a. N ... mkdir /mnt/folder UUBIEFH I,

b. 3\ ... mount -t nfs -o nfsvers=3,hard IPAddress:/volume name /mnt/folder %

EHEHER.
C. BN ... cd folder AIFBERBEANIXMHE,

LIRS EI— N2 testt BISTHETE, HIE test! HHICHIEAY 192.0.2.130 IP #itibabiEE; vol1 &
, AEERNHR test! HR:
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host# mkdir /mnt/testl
host# mount -t nfs -o nfsvers=3,hard 192.0.2.130:/voll /mnt/testl
host# cd /mnt/testl

4. gIBR—MIXMH, BIERXHREFEHEES AN

a. N ... touch filename MABIERMNRASIH

b. 3N ... 1s -1 filename URIEXHREEE,

C. A ... ‘cat >filename’ ', BA—LEXZAK, AFIECHI+DIFXARE NUIA Mo
d. 3\ ... cat filename UERNIAXEFHRE,

e BN ... rm filename LAMIBRMIRSCHF

f BN ... cd .. REAIRER.

host# touch myfilel

host# 1s -1 myfilel

-rw-r--r—-—- 1 root root 0O Sep 18 15:58 myfilel
host# cat >myfilel

This text inside the first file

host# cat myfilel

This text inside the first file

host# rm -r myfilel

host# cd ..

#EER
BEfmAEEAXM SVM B9 NFS 418,

BLEAIUIE NFS EFimiAE (ECEXIAE SVM B9 NFS iia)

EEFE, ERILUEEE UNIX BN LI8E UNIX XHERIRHE System Manager #
NS EANEAIEE R P imiR TN HEZRIHRNR, 7AfF, ENAZRma9E P sid
LA ARt E.
HB
1. BEE NWPLEE F s A P AR F N HZAIEER,
2. 7£ UNIX I L, A root BFTEE LIRE UNIX FrBAAIALR,
3. 7£ System Manager 1, RS HRERIMAITF NFS B imiHRHEZAFN,
a. j&#% Storage Virtual Machine (SVM) , ZAlG%& * SVMIRE *o
b. 7 * 5B * WA, B S
C. ERS5ERBHNFHRE,
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d. 1 * SEMN * E-RH, 28E RN HEE—HEF i,

e. 7 * MUZRE| *i&F . 2 LUELMNTEAREFAIREEENBFN Z EHITo
f. FEFR*NFSv3*,

0 IEEFRIIFRIFAEE, AREE BT, *

TR LB BN FRAEFiHR TR/ S IHRNE 10.1.1.0/24 fE7*Client Specific*, FitH
B&*Allow Superuser Access*/MNYFRA 18] £ 1EAE,

Create Export Rule w

Client Specification: | 10.1.1.0/24

Rule Index:

Access Protocols: | CIFS
I WFs |« NFSv3 [ MFSv4

LI Flexcache

If you do not eelect any profocol, sccese iz provided
through any of the above protocolz (CIFS, NF5, or
FlexCache) configured on the Storage Virusl Machine
[SVIM).
Access Details: |#| Read-Onhy |#| Read/\rite

UM ] [+

Kerberos & ] ||

Kerberos Si |+ ||

NTLM ] |l

LI Allow Superuser Access

Superuzer secess iz 2ef fo &l

4. EUNX BPIGL, UEENARENAFRZ—SHER, HRIEEEERIEREHIEN G

¥ NFS ERINEIZ AT NFS By SVM

¥ NFS &RMEIBHAT NFS By SVM S REIZMELES, CIESHREEUMM UNIX E
BEHIIEIEE, AE, EaILIERE NFS EFimihial,

Faz Al
WATE SVM E52IRE NFS

SIEHAES

B BIE— FlexVol ELUEESHEE, ErILUABRENENRINZSIEL, HEXEMN
BENZ2REXH AN, EHAILLAREREEGRTEIFMNEIALE, B Storage
Virtual Machine (SVM ) BJ1E%5,

p

20



o o &> »

8.

- SME & '

B - 8 * > * €U FlexVol * o
LB R B R eI SR EE,

NREZEN LB HAMIBSBIEBES RRIRIAR IR, IBHEEM B, 30 voll,
NEEE—TERE,

EESHIAR/]

BECeE,

FAIABERT, 7 System Manager FEIRMERIFEEHZERERMENESRMERZIRE L. NFS &
FPinfEEHERERESRENZESREM,

MRERHBRSEMUT SYM WIRE R, BEHEENEHETEPHAE:
a. SfnEl * R =E * o

b. MTFHIFEHIERE * SVM*,

C. B HH <,

d. 1 * #HHE * WHEEP, I8EE, HESRENEMUNBERENEGRRZ,
e. £ * mBTiE * BOPRIEHIES KRR,

NRBBREESBRATERN data WEET, BTLRKHE "vol1' " MREBEDE " data " Ho

Path - Storage Object Path = Storage Object

45/ B vslexamplecom_root F B velexamplecom_root
“§ data B data 4 "L data B data
R 5 voll o wvoll 8 ot

BEEENRERN, HREFEHITEN:
a. £ & @09, EENNILIRNE, ARRE * FwE "

%Nﬁiﬁﬁﬁ%ﬂﬁﬁ,E¢Eﬁ?%%%ﬁ§éﬁﬁ,kﬁéﬁﬁ%Mswwﬁ%%§éﬁﬁ%%

b. HREERHA UNIX o
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Edit Volume X

General Storage Efficiency || Advanced

Name: woll
Security style: NTFS hd
NTFS
UM permissions Read Write Execute
UMD
Owner .
Mixed
Group
NEBIESH RS

E1EA NFS ZEF InRERRIHIRIE 2R, BN NELIEFERE, FIAFEEENIARN
M, FRFHSERBNATE,

gl

1. S * SVM* T,

2. B * SVM g E * %I+,

3. BIRH SRR
a. 1f * 5REg * WP, B SHER*, AFEE Q.
b. 7 * QIS HRE * HOP, IBEREEM.
C. £ * SHHMM * T, & * RN * A ERBSRIFN,

| Create Export Policy

Policy Name: ExportPolicy1

I Copy Rulez from

Export Rules;
L‘T.!;}'.'_; fadd Edil - X O=lst= | 4 Mo
Rule Index Client Access Profocols | Read-Only Rule

4. 71 * QIESHMN * WFEF, IE—PAWERERBIRE DN SHEITT2 TR

a. IEEEMPEESHER IP ltsE P iRE R, 40 admin_host o
b. FEAF*NFSv3*,
C. WIREIEERFAE * %/ B * IHEIFEAER UK * RIFBEAF AR ¢ o
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Create Export Rule w

Client Specification: | admin_host

Arccess Protocols: ¢ CIFS
Ll NFS  |# NFSv3 L] NFSv4
I_| Flexcache
If you do not zelect any protocol, accese iz provided
through any of the above profocolz (CIFS, NF5, or

FlexCache) configured on the Storage Virdwsl Machine

SV

Access Details: || Read-Onty |#*| Readfirite
LINEE [ L]
Kerberos 5 [ ||
Kerberos Si I ¥

£

WTLM J

|#| Allow Superuser Access

Superuzer sccess iz 2ef fo all

d 8&~HE*, ARREES
LB B 3 S th SRR R AR
5. BHSUHRBNATHE, WEEERENALUAELS:
a. FE * e =iE * HHo
b. EREH B * ENTFHREE *
C. EERHTIRBSH BT FR
* EXER

ISUEM UNIX BIBEHNHITE NFS if)8]

M UNIX BIEFENLIEIE NFS 7519

7EECE XS Storage Virtual Machine (SVM) BY NFS ihialfg, ENEREINFS EIEFEMN

FM SVM iEEEEEF A SVM B ANEUERICIEEE,
FFeaZ Bl

* BRIRRSFNINERLAIEENSEMN 2IFH 1P ik,

s IBNTEE root HRFMNEZRER.
HIE

1. B root AR BN EREIBZFHmRS

2. 8N ... cd /mnt/ BERERAEHXXHEFE,

3. {#F SVM B9 IP st 3R FHIE SRS 45
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a. N ... mkdir /mnt/folder ABIEFHFR,

b. N\ ... mount -t nfs -o nfsvers=3,hard IPAddress:/volume name /mnt/folder &

EHIIIFFE R
C. BN ... cd folder A EHRER NI XHK,

UTaSEAE—INEN test! BIXET, HITE test1 HHXMHEFAY 192.0.2.130 IP HinitabiEE vol1 &
, AN testt BHR:

host# mkdir /mnt/testl
host# mount -t nfs -o nfsvers=3,hard 192.0.2.130:/voll /mnt/testl
host# cd /mnt/testl

4. I, BIEZXHREFEEHBRESANAE:

a. B\ ... touch filename MABIEEMIEAIM,

b. #N\ ... 1s -1 filename MIIEXHREFEo

C. B ... ‘cat >filename’ N, BA—LENZ, RBEKRCUr+DFE AT NS o
d. 3\ ... cat filename UERMIAXHHAR,

e BN ... rm filename LURIBRINIE ST,

fLEIN...cd .. BREIRBR.

host# touch myfilel

host# 1ls -1 myfilel

-rw-r--r—-—- 1 root root 0 Sep 18 15:58 myfilel
host# cat >myfilel

This text inside the first file

host# cat myfilel

This text inside the first file

host# rm -r myfilel

host# cd ..

&
REHRIAEBAX SVM B9 NFS iAlal,
BRE HIGIE NFS Z R4 (% NFS &RMNEIEET NFS BJ SVM )

ERWFE, ERLUEEE UNIX BN EIKE UNIX XHNPRFHTE System Manager A
RIS EMNRAEERFIHR T RHHEZIHRNR. A, SRS 0maY AP A
EEAIAEILEE

p
1. WEEAWLR P inF AR AR T HHZRHERR,

24



2. £ UNIX BEEEHNLE, /A root BFTES LIZE UNIX FRE AR R,
3. 7£ System Manager 1, FISHKRIERMAEF NFS B iRiARIFEZAFN,

a. 1%&#¥ Storage Virtual Machine (SVM) , AFE8E * SVMIRE *,

£ * 3~ BigHP, BT SHHKEE

RS ERB NS H K,

£ * SUAN * ®m-RR, B8E * R0 - HIEE—ARF in.

e. A MUES| * ;F *, 2 BN R IFIA R EIE NN Z FHiT.
f. FEFE*NFSv3*,

0 IEEAMBFMIFIFAER, AGRE *HWE, *

o

o .0

EA LB AN FMAR P IRR T2/ SihRMNR 10.1.1.0/24 {EJ*Client Specific*, FHikh
F&*Allow Superuser Access*SMYFRA 18] £ 1EAE,

Create Export Rule 4

Client Specification: [ 10.1.1.0/24

Rule Index:

Access Protocols: | CIFS
I NFS | NFSv3 L[| MFSv4
Ll Flexcache

f you do not zelect any profocol, sccess iz provided
through any of the above profocolz (CIFS, NF5, or
FlexCache) configured on the S.‘::-rsgs- Virtual Machine
SV

Accezs Detals: |#| Read-Onhy |#| Readiirite
UMK 4 |+
Kerberos & (] ||
Kerberos Si ] ||
MTLM 1+ L

I Allow Superuser Access

Superuzer sccess iz zef fo all

4. 7Z UNIX BRIG L, UIIEENGHRENARZ—8HER, HRIEERS I MUEHEHEIEX G

£ VSC 3 ESXi ECE NFS

{EFAVSCHESXIBl ENFSHLA

£/ ONTAP System Manager 813 E ( ONTAP 9.7 REERA) , ErILUfEA
ONTAP %7 ESXi EHRRIGE X EIEFHEEER NFS 510,
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FEUTER T ERLLRETR:

s BIEEFERSZIMRAAERT VMware vSphere B9 Virtual Storage Console (VSC) RECEHIETEEE
MelEs.

> MVSC 7.0 FF#4, VSC BF “EFF VMware vSphere ] ONTAP TE" B#ig%E, G ERTF
VMware vSphere Y VSC , vStorage APIs for Storage Awareness ( VASA) Provider #1 Storage
Replication Adapter ( SRA) IhgE,

° JBBITE "NetApp BI2EEFR T A" LUIIAZE] ONTAP 4S5 VSC A& Z B HIFR A 4.
s WHEIBRMEERZGA IP iE], BOAT B ENARIEER B A,
R IBHEIERMKRERIEIT, MXLEIRIANNREFTE LIF THEK H ISR 7] LUE Mt T fE%is, R
ERERRIANNR, BN "WEEE" BXRUAEE LIF BEKEEZNER
s BB LBFEREHAT VMware VAAI B9,

° j@id VMware vStorage APIs for Array Integration ( VAAI) , &RILRITEIZENE A= EITE, &M
F VMware VAAI B ERLLIIRERIZR S ENIERE, ENIREATE®ET ESXi M, FLLaILF]A
ONTAP AR5 & =Bl FNBY 8] AV se P& ThEE.

o BR{EMUEZ(ER VMware VAAI #H{TEIRTREERE .,
° JEATF VMware VAAI B9 NFS iR MFREX "NetApp 25" ihea
* NFS piR@id NFSv3 #1 NFSv4 #1T, LUES VMware VAAI £ 51,

BXEAER, FBN "TR-4597 : AT ONTAP HY VMware vSphere" IRGIER TR VSC ks8I t4,
iEAF ESXi B9 NFS ZF inBCE TIER

fEF NFS A ESXi EVIRHEMREE, EILUERELRES, ABM ESXi EHEEE
NFS S,
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Verify that the entire configuration is supported.

v

Complete the NF5 client configuration worksheet.

ra

Install VaC for VMware vSphere and register with vCenter.

—

Add the storage cluster to V5C, if necessary.

ra

Configure the NF5 network for best performance.

|

Configure the ESXI host,

—

Create a new aggregate, if necessary,

here to provision the volume?:

On the storage | | |

cluster Existing 5w with NFS anabled Existing S¥M without MFS gnablad Hew SV
. . Enable MF5 on an existing Create a new SV and
Ve that NF5 bled.
rify tha = Enable SWhA. enable MF5.

Provision a datastore and its containing volume.

«—

Verify NFS access from an ESXi host.

On the E3Xi host

—

Install the MetApp MFS Plug-In for Vidware VAAIL

v

Mount the datastore on the ESXi host.

PRt E R B

AT HRERREAT S, BOIKIEREZFENCE, 5IH T NFS A Virtual Storage
Console ZHVECE.

p
1. BENSIIERTABRHNIUTARAS:

"NetApp BifEM4RTA"

° ONTAP %4
° NFS 77ty
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° ESXi & 1FRSThRA
° FIRERGLEBMARA
(VSC) I
° JEATF VAAI B9 NFS &
2. BEHEERENEE R,

ZREMNFAESBEREREFAEESEOF.
3. EFEUTEMRHNES:
o JERE:
FIHRE T ENRENEEERMNES.
° SRBEFLEN
IRMHFTE NAS ECER—RZAEN,

IS NFS B inAc & T{ER
FHIT NFS BERIRECETES, EEENEMIIEFREIIEESE.

BRMI4HE

BEE—FM, HPhEEmN IPiit, AFEEDES I TR NFSHUE LIF, ATERUSTAY, NERR
PNEIMAIMLE, TR0 SVM ZIEFEIEE LIF B, ONTAP S ECHSER IP Hitit,

SNIRATRE, ERAREWIEMAEL VLAN ERIRSRE D o

LIF B9
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i R EI 32 R
MBYTIR3L LIF

T 1/LIF &
B3] 1

TS 2/LIF &z
B33 1

EERIHANM
TE3/LIF

EERI AR
T ER4/LIF

TR B 34289
TE1/LIF

EIER A28
TE2/LIF

EE RSN 289
TE3/LIF

EE R 20Y
TR4/LIF

FHEECE

IP thik WL FERD

(BIES

VLAN ID

MRBESMEEE, BEILMERERZH; SN, EILREFZLIRE(]:

TELUAE NFS &

Aggregate name

name

NFS SHEER

FHAN
SHEH (FJiE)

ShiREER (FIE)

FixA



SVM{ER

NRERERIE, WFEEUTSEARECIERN:

SVM name
SVM IREMERE SVM HF& (F]i%)
SVM Z&15 (F]ik) SVM B2 LIF (&)%)
Subnet
P 3isit
P& 1ERT
TES
Home node
EoE

Virtual Storage Console fore] BEIHITEESXiEH _EERFEFIENIFZERENEEFE
%, == vCenter Server By

Feazai
BB AT EIE ESXi X8 vCenter Server NEIE R EIE,

KXFUIAES

* Virtual Storage Console {ENEINIZE RS, HAEHE Virtual Storage Console , vStorage APIs for
Storage Awareness (VASA) Provider 1 Storage Replication Adapter ( SRA) for VMware vSphere
IjJHbo

p
1. FTHEMREFRA. MEREERT AR

"NetApp "

2. FEEINIGEFIEIB_ Deployment and Setup Guide HIRIF B#HITECE.

BTEESEEHARE) VSC

EREGEFROPRY ESXi ENECEE — M EUIRFMEEZR, BT ERFIIETE Storage
Virtual Machine (SVM) #RNNEHEAF VMware vSphere B Virtual Storage Console
R, BIARINERE, EaIUTEREFPRIER SVM LEEEEE,

Fiaz Al
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T BB ENMINEFEERINEER TR,

KFILAES
RIECHVECE, FIEE BohAIER:, BrIReERMER.

T
1. &% 3| vSphere Web Client .
2. EF - BIEEERE *
3. EE EERSK *, AREE * HM * Bir.
A4 1 * AINFERS * MhEEDR, WAGFEERANEVZNEERER, ARRE *HE *S
Ao B LS LIRS RIEMERE
UKL MEEEEREKR. BRI LU AT EN A EE R ARE IS NS4 EE,

p
1. B EMMTFE O EEDRE— WK,

RIFIEZ IR

2. EFrENRSRERO.
=RIFFEH 10 GbE EMRNIHH. EADFEE 1 4 GbE im0,

3 MNBREBEHZIMESF, ERHAERM,
3F ESXi ENMEERSE, BERMA MTU & 9000 , MxdF ARSI, BERMA MTU R 9216
o BUERIEHHMIFFEMLEIEE (B35 ESXiNIC , 7ZfE NIC FI3SHEA) #MAZiEERM, HENHWEER
A MTU E#1TECE,

BXBFEAGR, BN "MOELEIN EHINEIRE" DRI 7 301,

FCE ESXi EA

FCE ESXi NI RECE RO vSwitch LUK fER ESXi ENREREKIRE, WIEXEIRE
RRIEHRE, EIURIRREHAEERLEERE,

Ao & EAHOF vSwitch
ESXi FNEEFAMSZIROA @I NFS EREFEER.
XFIES

BiINEA IPIB&EEAN NIC 4EREE, XFBEE— vSwitch EERA—1 VMkernel ix0,
BT NFS BEN s O FREER IR ONINER—FMWNH AR IP Hit,

ESFIHTEE ESXi ENHNBETE, NRFEFIFMVIEEE, 5 NERTER ESXi itdsHY VMware H
k%) Storage -
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1. & 5% vSphere Client , ARMBERERPIERE ESXi 4o
2. £+ BB+ EME L, B WEIEE

3. BB AINMLEIERE *, SARIEE * VMkernel * §1 * €l vSphere trER M * LLEIE VMkernel IO
vSwitch o

4. J3 vSwitch BRBE &M ( MTU X/\J 9000 , WNREEA)
Fo® ESXi THIBIELHISE

B THAIR ESXi ENERIERBEISEIEN, LUE ESXi RIS IEMEIE NFS EiESFE
B EK.

5
1. 7£ VMware vSphere Web Client * 1T * TWEMH, £ * vCenter * > * E4] *,
2. AEBEHEEN, SABEE * 121F * > * NetApp VSC* > * REBREINE *
3. 7 * NetApp BiIIKE * FIFEF, MERBERMEED, ARRET * BT *o
MPIO IEBEFEAT NFS . B2, MNREEAEMMN, NNHEREIEZEFREIED,

vCenter Web Client I ERESHE,

BIERS
MRABERUERE, JURIBE—MHREG, UENBEENGRUYIEFE.
KTFUAES

NREEERTHENINERS, WaLBLIIHRIEP R,
P
1. 8 NURL https://IP-address-of-cluster-management-LIF FEATHNEREIEREIEEFT,
2. SfERBEEO.
3. BiE el *
4. BRRE LIHEAFEREIA RAID-DP BRESIERES, RGBT * I,
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http://www.vmware.com

Create Agaregate

To create an aggregate, select a disk type then specify the number of dizks.

Mame: aggr?
€ Disk Type: 545 | Browse |

Mumber of Disks: 8 g Mzx: & fexcluding 1 hot spare), min: 5 for RAID-DP

RAID Configuration: RAID-OP; RAID group size of 16 disks Change

Mew Usable Capacity: 4988 TB (Estimated)
#R
B EREEVEEIRERS, HEEMIZFIREEONRETIRF,
HETALEERE

RIFTR

s NREEHH, HRBEEMAE SVM LOIEBR T NFS 5 B#H1T2E,
"BIEB AT NFS B SVM"

NRILE SVM KRB NFS , AR %L,

* MRBEERSRAEKREKE NFS WIIE LECES, HRBEENIAE SVM Y NFS 158D B 1TIR(F,

"EEEXINA SVM BY NFS i)

NREIRBULIRET ROIZE SVM , MSEIMXIENR.

ZRIZE NFS £2h1, BUITHERSKEETNAEST, WRE, TH4IHEMFNEE
£, IWREFREZHIIER,

* MRBEETEEENTNHIT NFS iFRNIE LEES, BRBENKIENE SVM ERIKEMHRITHNTS B

FHITIRE

"IUEELE SVM LRYIZE"

SIZSAT NFS BYHT SVM

REMISVMIE R EBIZEFHRIAM B ANFS, A/, &e]LUER Virtual Storage Console 7£
ESXi E#1_EACE NFS ifinl, HIRIEEEE N ESXi ZA NFS,

Faz Al

* BUIECEWLR, F BTG XYIRR CEEEINSE,
* A IAIE RS A LA T R P48 4B 14 -
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© BRIgHEZERED (LIF) T RMAZT R ERNSERD
° BEMPECEEIE LIF IP #UEAFR, siEEHILUREREDECLEIE LIF BU%TE IP it
* WIUERECEERIMNBPIALE, 7 EEIIRMLEARSS.

KFIAES
ERILUERRSFKIERETMENE SVM , ECE DNS , IZEHE LIF M2 A NFS I,

T
1. Sz - svM* FH.
2. BEBIR,
3. 7£ * Storage Virtual Machine (SVM ) Setup* @O, Bl SVM :

a. }§%E SVM HIME—R TR,
HEMBARTLIREE (FQDN) , REBBEMATE, URKRSIEEHPIME—H,
b. REIRINIESE * NFS *
INREITHITER—SVM EERHEA Y. MESEZFX LMY, BMEEA B ARE i 1 2itt,
C. REMINESIRE C.UTF-8,
IESHEHEIRNSHE, HET AEREMES.
d. \]i%: WRBATCIFSHMY. BEELLERXEHA* UNIX %
RINERT, %8 CIFS MXEBRELEHILBE N NTFS .
e Flit: MEBEOSREIRES.
AR EENRETRMERIREHUE.
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Storage Virtual Machine {5¥M] Setup

o (1) O
Enter SWM basic details

VM Details

@ Specify a unigue name and the data protocols for the SYA

WA Marme: wslexdmple.com

@ IPspace: ~

(@ pataProtocalss M aFs B nFs [T iscsl [0 FOFcoE T

@ Default Language: | CUTF-2[ c.utf_2] i

The language of the Swh specifies the default language encoding setting for the Sk and

tsvolumes. Usinga settingthat Incarparates UTF-8 character encoding |5 recommended.
@ Security Style: LML v

Root Aggregate: | data_01_agsr h

f. ADE: 72" DNSECEXIFEH. HAREIADNSIERIFM ZFRARSS B2 E A T UHLSVMAEAZ RARSS 28,
DNS Configuration

Specify the DNS domain and name servers. DNS details are reguired to configure CIFS protocol.

y Search Domains: example.com

":‘,l Name Servers: 1892.0.2.145152.0. 2146 1592.0.2.147

9 BT IRAHULE *
EQUE, 1Eﬁ*@a§1m‘i>‘{o

4. 12 * BCE CIFS/NFS thiX * TUmER * #dE LIF BCE * B9, BEE—MEEGFMEENSE — M EE LIF A9F

HERo

a. NEHEERNFM BRI LIF S IP #itlk, siEFapimAtitt,
b. B * A * FHAFES LIF BRI =m0,
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< | Data LIF Configuration

¥ Retain the CIFS data LIFs configuration far MES clients.
Data Interface details for CIF:S

Assign IP Address: | Without a subnet v

IP Address: 10.224.107.188%  Change

2)Port gbccarp_l:elb | Brovse... |

BNRNEREEKREES. ErUEEEREESIEEFEE
o B IRRFME
LRI LA TR

o PSR " nfs_lif1" " BISp R RUEUEE LIF

° NFS fR%523
6. WFERNAMBEEMINMYEEDTIE, FRE * Bhd *, AEHEEBEEMN
7. Bx* SVM B * TUEAY, MREZHHEAL SVM iEE 2R EER:

c BB, ARREREHGREEER.

c MINERMES, REHE * RHME
8. TEHE @, iCRHEFREENEMAEE, ABRE HAE .

NFS B imnEEMELIE LIF 89 IP ik,
&R
B IE—1 BB T NFSEIFTSVM,
FIXINAE SVM 89 NFS 517

E@IMESVMIARIINFSIAR].. Sl BB ZEZEO(LIF). AkE, ErILTE ESXi EH
FEIE NFS A8, HEH Virtual Storage Console IiF2E B ESXi B NFS .
FeaZ Al
* B UEN B R (5 LA TR LE P48 2 14
° BOIEEIE LIF W H sz R ERFEIRO
o EMAECELUE LIF IP #lta 7R, sE SRR LURRE DAL R LIF BSFE IP ik
© WU REE R INEBRAAIE, 7 BEIARIMAEARSS .
* SVM LEAFsRIFRER NFS thilo

NRFEREE MDY RIZIRIRETREIZE SVM , NS EIXIER.

TR
1. SMEMFAE R TR, FHATURESVMATTHX:
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a. EERERCEN SVM,
b. 7 * FMER * EHP, BE * hil * BFBAI * NFS*,
Protocols: | wEs  NECESEEN
2. 1 * EcE NFS 1Y * SHEHES, BUZLIE LIF :
a. NEIEERFRBEshA LIF S8 1P ik, 30EFohis A\ttt,
b. B * K * FHERES LIF XA =m0,

“ | Data LIF Configuration

¥ Retain the CIFS data LIFs configuration for MFS clients.
Data Interface detdils for CIF;

Assign IP Address: | Without a subnet i

IP Address: 10.224.107.198  Change

?J Port: gbcoorp_1:edb | Browse... |
BNRNEAEERIEESE, EALUEEEH Virtual Storage Console Bt & BT EE
3. B *RRHXMA *, REEEHE .

WIER S ETIESVM_EZFANFS

NRIEFFERIME SVM , MRATAEIEREEE SYVM EEA NFS . RS, ErRILUfER
Virtual Storage Console {8 ESXi ECE& NFS A0 HEIEREE N ESXi BA NFS

P
1. S * SVM* O,
2. B * SVM IE * IR,
3. 1 * Y * B, BEHE*NFS*,
4. I NFS BB ETRANERBR.

NRKRBANFS , NATEREREIERH SVM o

CEMEFEEFCZEEENE

PEEFMEERS ESXi TN LRVEIMNEE VMDK o ESXi EH ERVEIREMEEZREFME
SEF LT LECER,

a2z Al

W Z2E5E B FVMware vSphere for (VSC)RVirtual Storage ConsoleF & E 1 2 EIBESXiEHBIvCenter
Serverd,

VSCAR BBHIER S EIEA REEIEERNISVM LEIE S,
KFIES
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VSC A BRECE IR iEE, SIEEEER SVM LEIEE,

T
1. 7£ vSphere Web Client * 71 * TTEH, 2& * FHMERE *,
2. ESMERP, BABRRESIRFEMEENEIER .
3. BB E ESXi £H, FAEIER * NetApp VSC* > * FRBEHIBIFMEE * o

&, GHALEERERNGRE TSRS, ERIEFEEDHESRTHREENNER,

4. EESPIRHREBEEER:
‘n Notkop Otasiore inomsoning Vizard il

CldisgE Sy At

Specify the name and type of datasicre you want Lo provision,

1 Detalls ou will bo abie 1o selec Mia slodage syslam for your datksiors in the ned page of this witand
4 Ready o compheis

Hame

Type » [0 NFE I VMFS

Cantel

WIEM ESXi EHLH#ITAY NFS Vi)

FEHIEFEER, EALBIEZIEFEE L IZEPWIHITAEBIRRKIRIE ESXI
FHEEEE NFS 7RIR,

TE
1. 1£ vSphere Web Client * 51 * TWEM, B * ENFEE *,
2. HEMERT, BFEED ORISR EIREMEE,
3. i QMBI * HERSPIREFREES.

EI0E NFS ihia], EROEZFAFICIREEERL, ESXi ENMEUEZMEE,
MG £ R1E vSphere Web Client 58,

4. BEIESML

ZRE5EHATF VMware VAAI B9 NFS 154

IHEHFR— MM E, BEMT ESXi TN LRER VMware [EIAEEF, @I FTHHR
FIERT VMware VAAI BY NFS #ifF, &RTLUERRIAENFAN 8] T B ETURIE S e b2 15
ERY %8B,

KXTFULES

ERELRE NFS AR ESXi A ERIEIMURH—EE0IHRNIR, &R UTEITRIN4ErRELES B a R
% NFS &t

p
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1. FEIEATF VMware VAAI B9 NFS 154,
"NetApp Z#F"
&N FEEXHHRSPE) (NetAppNasPlugIn. vib)
2. WIFREBEAESE ESXi TN LB VAAI,
7£ VMware vSphere 5.0 RE@hAF, VAAI ZHALTFBBRE.

3. £ Virtual Storage Consoled. ¥#%E*TA*>* NFS VAAITA*,
4. BESEFREXH A LE NetAppNasPlugIn.vib X
S BEHEr kR,

2%E %) uploaded successfully HEo

6. BE* EENLERE ",
7 EBRBRRIEFR ESXi £, BEwE Y, ARRE HBE
8. EH/ZEh ESXi NS ALk,

ZEIESE, TRREMBR ESXi 4, ARABEETHREE.
T RENBohFERS

TN LR

BEHUEFEE NGRS hRFE. BEMEGFHEER, XEHIEEFMEER BohiEE
Bl ENSHEREF, BFEVFME VMware K185, ERIEEER TV LEHIUEEERE,
TB

1. 7£ vSphere Web Client * £ * TWEH, £ * FHMEEE ~ .

2. TEMERF, BASEEENBEBIER:

3. AREEIN, SAFIER * NetApp VSC* > * HHIIEEFME * .

4. EEFBEHNBIREEE, ARRE HE .

° EXER

"T&FF VMware vSphere BY Virtual Storage Console , VASA Provider #1 Storage Replication Adapter EIE
9.6 hiR"

SMBJ/CIFS 1 NFS ZihiXECE

SMB #1 NFS ZihiXEd & Bk

£/ ONTAP System Manager 28R E ( ONTAP 9.7 NEERhRZA) , Ea]LIEHEI
EH Storage Virtual Machine (SVM) _ERFIZEXHER SMB F1 NFS ihial,
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NRBIUTHNECEXN SRS, BEALIIRESE:

* NFS iniaR@id NFSv3 #1T, MAZET NFSv4 31 NFSv4.1 #1T,
* RABERARELE, MASKRENAREDR,
* EREIREMLEEREOA 1P =6, BN BEMROAKER B A,

INREHIBIEMBIERETT, NERAXLEIRIANRATHRTEHER ISR LIF sES5 IEMMEITHRER %,
NRENMERARINNR, NER "WHEE" HEXRIMATEE LIF BRERFEEBEHER.

* LDAP (%08 fEA) H Active Directory 12t
WNRIEFEHB X ONTAP NFS #1 SMB X IHEESEREENIFHAER, ST X!

" "NFS &1
* "SMBEIE"

£ ONTAP FHITIIRERIE A

ERITUUTES, EHRITUTIRE . BB ...

EHZITH System Manager (GEFF ONTAP 9.7 Xz "{£F NFS #l1 SMB /3 Windows # Linux ECE NAS 7Z
B ARAS) fi&"

ONTAP < 1TRE "ERSITAEMASMBEE"

“ERHSTREME NFS BEE"
"REBRREPMR A"
"ESWIEFFER, XEMNEREHRIANE"
ZXECETIER
BcE SMB/CIFS 1 NFS BY, {EREZFCIERE; WAILUEECIEMB SVM NEEERE

SVM ; tliEH, HEMNSH,; UKIIEM UNIX F1 Windows EIEEAFHITHIAR. ARG
, BBaTLTHF % SMB/CIFS #1 NFS & F 5891510
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Create an aggregate, if necessary.

Where to provision the
volume?

MNew SVM

4

I
Existing SVM

\ 4

Create a basic SVM.

Add CIFS and NFS access
to an existing SVM.

 J

Open the export policy of the SVM root volume.

v

map the CIFS server name to the data LIF IP.

On the DNS server,

v

Configure LDAP, if necessary.

v

Map UNIX and Windows user names, if necessary.

BIERS

MRANEERNEREG, ALUEIE—THRE, WENEEENGRHEYEFE.

Existin'g SVM
without CIFS and NFS enabled with CIFS and NFS configured

\

L 4

Create and configure a volume.

v

Create a share and set its permissions.

v

Create an export policy for the volume.

v

Verify CIFS access as a Windows administrator.

v

Verify NF5 access from a UNIX administration host.

v

Configure and verify CIFS and NFS client access.




KFIAES
MREHEATHENNBRS, WAILBLT HRFPE,

p

1.

WMIAURL https://IP-address-of-cluster-management-LIF HERENEREIERZREETR
F|System Manager,

2. SE RS Eo
3. BE v, *
4. 1RERESE LRI BAEARIA RAID-DP BB RIER S, ARRE *IE .

“

Create Aggregate

To create an aggregate, select a disk type then specify the number of dizks.

MName: aggr?
9 Disk Type: SAS | Browse |
MNumnber of Dizks: 8 g Mzx: B fexcluding 1 hot spare), min: 5 for RAID-DP
RAID Configuration: RAID-DP; RAID group size of 16 disks Change
Mew Usable Capacity: 4558 TB (Estimated)

AR EREENEECIERS, AREMIZIRSEONRETIRF,
HEEMAEENRE

ERIEFBNZIMNEZ R, EUARERTIEZEMEEINE Storage Virtual Machine  (
SVM) &, MNRZE, EHIMHE SVM FrENEE, WRERREENIIER.

1BED R

* NREEH SVM LA EE, BRE—IEZK SYM,
"BIEEA SVM"
WRIMAE SVM LR EBA CIFS # NFS , MMARERR IR,

* MRETEE/EA CIFS M NFS BRARNEHITEERNIME SVM LEEES, 1B5ETIE SYM LRI CIFS
NFS Aial,

"EILE SVM 70 CIFS # NFS ifia)"
c MREBECSTLEENAHIT CIFS #1 NFS ZiiXGhRIIILE SVM LEEES, MR UEIZLEMEES,
"R E L
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BIEEZA SVM

TR ER— 1 RASRIESETHR U TERE: G Storage Virtual Machine ( SVM
), EEBEEZ RS (DNS) , SIEMIEZEZEO (LIF) , ECE CIFS iRS528, BA
NFS UKEZE NIS (F[iE) o
Frih 2
* BUFECBEMSR, FENTIGEX IR O SRR,
AT R SVM S50 FE LU T AR A Y -

c EOIEEBIBEIEED (LIF) 89S URiET S e

o EMAECELUE LIF IP #lta+M, sE SR LURRE DAL R LIF BSFE IP ik

° It SVM EINRY Active Directory (AD) 13, WUK@EESFZRIN SVM FrEERE

° NIS {58, INREHIIESMEA NIS BT FRARSS o2 Frosd

* FRKATERINEE SRS (NIS) , BEBRiFEMIY (LDAP) , Active Directory (AD) #
DNS FEiRSFRIFI B IMEBARSS 250

* WIUERECEERIMNBBIALE, A REVIIRIMLEARSS.
* AD f3#zhlgs, FF A SVM ERBTEAE R D HARKILEY .

XFIAES

ERIZAT ZhilGARIM SVM B, RRZ{EF Storage Virtual Machine (SVM) &BEHOMEESRS, ZE0
KBEFENE, MAR—MNEBZMULRNSE. EUEEELERATRES.

T

1. Sz - svm* FH.

2. B oI, ¢

3. 7£ * Storage Virtual Machine (SVM) Setup* XHEIER, Bl SVM :

a. 8% SVM HIME—Z#R,
ERMmpTETERER S (FQDN) , HEEBEEMLE, UHRITESEEFPEH—,
b. EREMEITNEARARE SVM EERNFE NN, BMEEFAIEEERPIE MY BE Lt

C. (REEINESIRE C.UTF-8,

@ MNRELZIFE NFS A1 SMB/CIFS BEF i B RERFER, 1BEEMFER * UTF8MB4* i85
K15, %M ONTAP 9.5 FriaiR(t,

d. mk: WERRRERNIRENEREETL
FAINBRT, &8 CIFS hNSRRERIVIREN NTFS 6
e Aik: EREEAESVMIRENRES,
NIRBEENREFHERIEENMUE. BIEENRERBERSTBRREMIEE,
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4.

44

Storage Virtual Machine {S¥M) Setup

o (1) o

Enter SWM basic details
SVM Details

@ Specify a unique name and the data protocols forthe S

A Marme: wslexdmple.com

@ IPspace: ~

(@ pataProtocals W CFs W MRS W iscsl W OFOFCoE T

@ Default Language: | CUTF-8[ c.utf_2] ¥

The language of the Sk specifies the default language encoding setting for the Sk and

tsvalumes. Usinga settingthat Incarparates UTF-& character encoding |5 recommended.

@ Security Style: MTFS ~

Root Aggregate: | data_01_agsr ™

f. &J%E: 7£* DNSECE* XIFH. HRIIADNSIERIAM RS RSB A T LSVMEYSAN R TRERSS 25,
DNS Configuration

Specify the DNS domain and name servers. DNS details are reguired to configure CIFS protocol.

2 Search Domains:
2 example.com

":J Name Servers: 192.0.2.145152.0 2146 192.0.2.147

g B~ IBRRHLUE: <,
LEEPEBIE SVM , B RECE MY,
7£ * BCE CIFS/NFS ¥ * T1mey * #4E LIF BE * B9, IBEREFPmATIAREIERN LIF fiFAER:

a. NEEERFMEEH LIF 238 IP ik, 30EFohi A\ttt
b. B * K * FHXFES LIF BRI =m0,



< | Data LIF Configuration

¥ Retain the CIFS data LIFs configuration far MES clients.
Data Interface details for CIF:S

Assign IP Address: | Without a subnet v

IP Address: 10.224.107.188%  Change

?)Port abccorp_1:elb | Browse... |

5. 1 * CIFS BR5523ECE * 880, EX CIFS ARSS2BFHREAE ke AD 15:

a. /9 CIFS BR$3233EETE AD I HPME—MIZ R,

b. 5% CIFS BRS585 7] LUN Y AD 35i#Y FQDN o

C. HNREXEX AD IRAY2RLRE M (OU) , MAE CN=Computers , g OU,

d. {5 BB EBINRRE CIFS fRS2FME| OU NEIRMF B & FRAIZRI,

e. NREWRITUL SVM LRFRIEHEZHITREFRNDIAR, EEZEFER SMB 3.0 MNZEIBAYIED

| CIFS Server Configuration

CIFS Server Mame: vl example.com

Active Directory: ALTH.SEC EXAMPLE CON
Crganizational Unit: Chl=Computers
Administrator Mame: adacmin

Adminiztrator Pazzword,  sesssss

6. Bkid * 7 CIFS FEERES * X, EAENA CIFS HREEES, MARASMNHREES.
7. MNRFET *NIS BE * XiF, HEHEHEF
8. IREAILLRERA NIS HITRIFARS BAFRIET, BIERE NIS ARSS2RAVIAN P hht,

~|NIS Configuration {Optional}

Configure NIS domain on the 5¥M to authorize NFS users.

Domain Mames: example.com

IP Addresses: 182.0.2.145,192.0.2.146,182.0.2.147

3.-*' Database Type: ¥ Eraup ¥ passird ¥ netgraup
9. Bd * 7y NFS L E S * XKif, EANEXA NFS LREES, MARASMIAREES.
10. BB * fRSTFFURER * o
AN ES 3PP WP HE

° L SVM s 2 IEE LIF , 28R ™ cifs_nfs_lif1" "
° BF AD 1HJ CIFS PR 28
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° NFS fR5588
M. MHFERNFFEEMNEERE, BRE * Bl * AHEEEEENL.
12. 875 * SVM B2 * A, EEHHERNL SVM B8R EER:
c BE ke, REREFEHEEEEER,
CHNERNER, RRRE * BRIHLE
13. EF @R * 0@, L THETEFRNEIMER, ARRE HWE
DNS EERFEHE CIFS BRS528 R FRFEIE LIF 89 IP #otik, Windows ZFIHFHRERIE CIFS RSS2H9E
R. NFS E P immRZ2AIEE LIF B9 IP 3k,
&

HEHE I —NE SVM , HFFEA—1 CIFS RS SA— MBI AIRLIE LIF 5515080 NFS RS,
T

HAE, EMTHTF SVM REH S8,

R

FTF SVM IRBIS RS (BIEZEMAT NFS 37 SVM)

NI AE SVM BY CIFS #1 NFS 518

AIE SVM 700 CIFS/SMB 1 NFS h R R X Bl EM3E LIF , BCE CIFS fRS528, B
F3 NFS LUKEEE NIS (FIiE) o
Friaz Al
* WAIT R SVM 1S ER LU HRLE LR AR 14
° BRIEHUEZERZND (LIF) WHRMUKRZT R EMNSEROD
° BMHPECEHIE LIF IP Mt FR, sEGEHILUREE D AR LIF B4E IP it
° Itk SVM EfI B Active Directory (AD) i3, WUKREEFFHIM SVM FrEEE
° NIS 58 (MREMLRER NIS HTRFRARS XA FRIRST)
© WIIEMBECEERIMBBAASE, 7 BEISIRMLEARSS .
* AD igi#zH2s, FFImA SVM LMY EAE A S AR EY .
* SVM L&A YFER CIFS M NFS 7MY

NREREE MY RIZRUIRES REIZE SVM , NS HIXER.
KFUES
ECE CIFS 1 NFS M SR M2 RBIMIEE, FUIIREPBRS, HIKEE CIFS , AIRBEE NFS,

T
1. SREIAERSE SVM Y AKX :
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a. EEERLELN SVM .
b. 7£ * FAER * EAEF, B * thil * iRy * CIFS*
Protocols: | MES ciFs | ECiEEcE |
2. 15 * B CIFS WY * SHEAES * SR LIF B2 * 389, % SVM AURMIE LIF :

a. NEIEERFRBEGhA LIF S8 1P ik, 30EFohim A\ttt,
b. B * X * FHEFES LIF BRI =m0,

“ | Data LIF Configuration

¥ Retain the CIFS data LIFs configuration for MFS clients.
Data Interface detdils for CIF;

Assign IP Address: | Without a subnet i

IP Address: 10.224.107.198  Change

?J Port: gbcoorp_1:edb | Browse... |

3. 1 * CIFS BR5523ECE * 880, EX CIFS ARSSSBFHREAE ihIa AD 15:

O}

- 73 CIFS BRS3231EETE AD I HME—RIZ R,

- $87E CIFS BRS328 R LAMNAAY AD 159 FQDN

- WNREXEL AD IHHRIAL RN (OU) , AR CN=Computers , iFkIN OU,

- IEE BB EBNRRE CIFS ARS328ANEI OU NEIRIKF B2 FRFI 21D,

- NREERITUE SVM _ERNFREHZH#HITRERINAFIR], EEFFERA SMB 3.0 INZBEIERTIED,

| CIFS Server Configuration

o O (op

0]

CIFS Server Mame: vl example .com

Artive Directory: AITH.SEC EXAMPLE (O
Organizational Linit; CH=Computers
Administrator Mame: adacmin

Adminiztrator Pazzword, | sesssss

4. QAT CIFS/SMB IhRMEHETH LicEH=:
a. ap# CIFS/SMB & Fimi B F LR &R,
EAHZRNNRIFBREBEERT,
b. FEEHRIKR/,
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Provizion a volume for CIFS storage (Optional).
Share Mame: | Eng

Size: 10 GB v

Permissicn: Change

BEFNEEERS, ANeEcBMUTIRATERZNERES L.

S. Bkt *  CIFS FERCES * XI5, EANTNA CIFS iFRiESE, MARAZIMMFREES.
6. i~ BHXE *, ARREHE .
7. BFANFS:
a. M SVMETEH, ERERNEBANFS B SVM , REHE * B,
b. £ * ¥ * B, BH*NFS*, RERE*BA S
8. MNRERILSFEA NIS HITRRARS ARG, IEACE NIS :
a. £+ IRSS *®EOF, BEH*NIS*,
b. £ *NIS* &OH, BEHE*BIE*,
C. 8% NIS fRSS 28091,
d. 7RI0 NIS ARZS286Y IP bk,
e. ¥R * BUE Storage Virtual Machine* fig, A& SE * I *,

Create NIS Domain ¥

MIS domain: rexample.com

NIS Servers

Server Address | Add
192:0.2.145 =

192.0.2.146

19202147

[#| Activate the domain for Storage Virlual Machine

A Storage Virlual Machine can have only one active NIS domain. The
current active domain will become inactive.

T—Di5E
177 SVM 1REH F i SR,
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177 SVM IRENFHEREE (BIZ2EA T NFS BIH SVM)

RPN S HERBEARIN—ZAN, UAFFrEREF mEd NFSv3 #1758, tIREH
LRI, MIsiE48FRA NFS & IRi418 Storage Virtual Machine (SVM ) KEZ%,

XFIES
ERGFRE NFS IHIREEARIASHRIR, HEMNBTABENEEEBTE XS REERRSH X B NS5,
S
1. Szl * sSVM* HO,
B * SVMIE * I+,
£ RBE - EigHh, BE - SHER <,
EEEA * BOA * NSRS, ZREENATF SVM 1R5,
ETBEEP, 2 FmM-.
£+ QUERSHEAN * 3HEED, SIE—MIN, LUEA NFS BEFIBITAMFIER A IR

o o M 0 DN

W)

- ERPHRISEFEF, WA 0.0.0.0/0 UMEMNERSRFAEEF N
b. MZRSIMEINERE R * 1+,

C. JEFFE*NFSv3*,

d. J&BR * RIE * Tk * unix* EiELIIMIFRE EiEE,

e. BE AT

Create Export Rule *

Client Specification: | 0.0.0.0/0

£ .Y
Rule Index: 1 v
Access Protocols: [# CIFS
I WFs |« NFSv3 [ MFSv4

Ll Flexcache

If you do not 2elect any protocol, access iz provided
through any of the above profocolz (CIFS, NF5, or
FlexCache) configured on the Storage Vidusl Machine
SV
Access Details: [#| Read-Only || Readnirite

UMLK Ld =

Kerberos 5 I )

Kerberos Si I I

MTLHM I =

| Allow Superuser Access

Superuzer sccess iz zef fo all

“
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WTE, NFSv3 BEFImA LUAIRTE SVM EEIENEAS,

7E DNS fR5528 LIGY SMB ARS3528

&uh 289 DNS RB23IEE— 1% E, BT SMB IrRSZ 252 FRF1E("] NetBIOS 5133
SAEEE LIF B9 IP #utlk, LUE Windows I AT LU IR GhE8 RS EI] SMB RS 28 & R

FIaZal

g%\iﬁﬂﬂ‘ﬁﬁﬁﬁ’\] DNS AR5 AR BIRIHRNIR, NRELEEERHNE, MHMEK DNS EEAHITILE
ZJo

XFUES

SNRIEXT SMB AR5 28R FREE NetBIOS 3%, NEIFAETHIBREIE DNS BRSZSFAO R

PR
1. &% DNS AR 23,

2. giZIEMm (A-#HER) Mk@E (PTR-185HER) BHRFE, K SMB IRS5EAMRIRGTZIEIE LIF 89 1P
ik,

3. YNERFEH NetBIOS 317, HRIE—MHIBIMERIR (CNAME FRIER) EHEH, UEES5BMET
Z| SMB ARSS23B9%E LIF 89 IP 3idit,

“
METTEMEREREZE, Windows P BJ LU IREh2SBRETEI SMB ARS528 2 FREE NetBIOS 5%,

A& LDAP (BIZEEBFR 7T NFS BYH SVM)

WNREHEE Storage Virtual Machine (SVM ) METF Active Directory B9 2 B Fifin] i
I (LDAP) HREXAEFER, NHLMElE LDAP EF s, /9 SVM BRILEFin, FHE
LDAP i FHEMAFERIR.

Feazai
* LDAP E2E X fEF Active Directory (AD) o

INREEREMIEE LDAP , NAMERHSITRE (CLI) MEMNILREE LDAP .
"NetApp i ARIRE 4067 :  { NetApp ONTAP HfJ NFS ) "
"NetApp i ARIRE 4616 :  (RF3 Microsoft Active Directory #J ONTAP 518y NFS Kerberos ) "
"NetApp Az S 4835 :  (UfAI7E ONTAP FECE LDAP ) "
* BT R AD IANARSS B AR U THEE R BHRIERS, SEMAFMELD, £t DN # LDAP %,

3

1. SME * SVM* T,

2. JEZFRERM SYM

3. B * SVMIZE * %Ik,
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4. 1% E LDAP B imLUH SVM A
a. 71 * RS * B8, B * LDAP B * o
b. £ * LDAP B imicE * SO, BH*FHM .

C. #£*Create LDAP Client*& A#Y*GeneraliEllikH, BALDAPEFPIGECERIRR, HIU vsOclientlo
d. 780 AD 153K AD AR5 288,

Create LDAP Client

General Binding

LOAP Client vslclient
Configuration:

Servers

# Active Directory Domain example.com

Preferred Active Directory Servers
Server | Add |
1892.0.2.145

Active Directory Servers

e B HE *, ARBESHIIERS, BERFAMEE, B4 DN MK,

Edit LODAP Client

General Binding

Authentication level: sasl

w
Bind DN (User): User
Bind user password: e
Base DN: DC=example, DC=com
Tcp port: 388

] 4

oThe Bind Distinguizhed Mame (DN} is the identity which will be used to connect the

LDAP server whenever a Storage Virtual Machine reguires CIFS uger information
during data access.

f BE* REHXA
LRSI — P HE PR, HAId SVM £/,

5. 4 SVM B FE#H LDAP B F i%:
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a. ESMERF, BE * LDAPEE *,

b. B * RiE * o

C. HAfRTE * LDAP B IRSAFR * ks T NI BYE 7 i
d. &% * 5 LDAP B % * , ARRE * HE ¥

Active LDAP Client

LDAP client name: velclientl hd
#| Enablz LDWP clignt

Active Directory Domain example.com

Servers

SVM fEFEFTRY LDAP & if,

6. {£ LDAP (LA THMAFERR, FIMNREERRS (NIS) UkAtAEFFA:

o

SME * SVM* B

CER SVM HEBE B

c. B * RS * &M+,

d. 7 * BMERE I X * T, 15 * LDAP * {ERSURER BN EER TIRS T X R,
B REHXE

(on

0]

Edit Storage ¥irtual Machine

Details Resaurce Allacation Services

kame service switches are used to look up and retrieve user infarmation tao
provide proper access to clients. The arder of the services listed detarmings in
wihich order the name service sources are consulted to retrieve information.

Marne Service Switch

hosts: files hd dns hd
narmemap: Idap ¥ fileg "
Eroup: Idap ¥ files ¥ nis K4
netgroup: Idap ¥ files ¥ |nis h
passwd: Idap ¥ files ¥ nis w

LDAP 21t SVM ERFRARS AR MR EER P EEKIR,
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M5t UNIX 1 Windows FBF &

INRERILE =BT EAB Windows 1 UNIX BRI, R {5E 23 FRERET KB {R Windows
R RILUAIRIERSR UNIX XXHNRRIS A, FHER UNIX AR R LRI ER NTFS X4
FRAYSC . RFRBRGY I REH R PR TCRET, EIEMNFIZIABPHNERAS,

XFIAES

QB HENIER BB ARRIVRATHY Windows 1 UNIX AP IKFES, Bl Windows P & BV B higds5 UNIX
AP BAILECEY, AR ERAIRIELS R, PILUERA NIS , LDAP St P RINITIIR(E, WIRMAER A RILED
, NIRZBCE & MRBREY

p
1. ZRUTEHEER, BERWIRIBITE—LFRRETEEIRMAN, FIARF RS HFHE

° B ANERENREIR— AR RZRRAZ—TAFPR, NREBEEMRFIEHREREAR], X—
=IFEER.

50, EEILCR UNIX AP BT 23RS Windows FBF, RZ7TMR.
° EARIARF A MUy R zlBREY 52 FRBRGT R SR NI BRES HIPR B FA P 2 EC A o
B SVM #BE—1RA "pcuser " BIEAIA UNIX BB, EXBEEIA Windows B,
SHE * SVM* &0,
ERZEREN SVM .

B * SVM IRE * EHR,
Al BIERFUNIXA Pk P A Windows FA P KR RY B FRBRET. R ZTRFA:

o &~ W BN

a. 1£ * EAAFAMA « B, B~ J[MBRE

b. B * RN *, REEIAK * M Windows EI UNIX* A, AGEIE—NMEMNRA, LUETE Windows
FRAZEIRIFRIEER UNIX SXE RIS AE AL UNIX iR,

ERUTHER ENG ZHBIEMR Windows AR HBARERZR UNIX BF. RIUENG\\ (. +) BHAR
AIZRVEfAIWindows B & ENG\\ "I\ 1 @3 MR P 2 LIMNIFRE A KB ZUNIXARZS,

Add Name Mapping Entry

Direction: Windows to UNLX N7
Position: 1

Pattern: ENGW.+)

Replacement: Vi

C. B "™ A", & "UNIX B Windows* " AH, FAGCIEMENAYMET, LUETE UNIX BFRZ=iAREA
B NTFS XHINPRAISXHBY 4 BY Windows EiE.

FERUTEBERBEE UNIX BP9 ENG 5HERZ A Windows FAF . R (. +) EHEAUNIXZFR
FOERIN ENG\\\ 1 BT $EN B WindowshrZs ENG\\ TEF & Z i,
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Add Name Mapping Entry

Direction: UNIX to Windows w7
Position: Z

Pattern: (.+)

Replacement: ENGNT

a. AFSMINBUERE T MAMRMNBIRE, FENEELSRARINZIFET SRR,

MName Mapping

@ Add EFedit B oelete ooswap | TR Refresh

Pogition « Pattern Replacement

= UNIX to Windows
2 [+) ENGWI

= Windows to UNIX
1 ENGW(.+) Vi

b. EE S E5bF|5dLAMETSVM ERIFRA I Z FR.
6. mJiE: BIEBIAWiIndowsFHF :

a. 7£ SVM B LDAP , NIS ¢zt = F€liZ Windows A1k
NRERAAHAF, WAL " EAAFMA " G468 * Windows * TEIRIKF,

b. JEILE * WX * EARAHIERER * nfs* > * 4RiE * HENAP ZFILREBIA Windows AR,
AT LLBIE— N A "unixusers' " BYZs# Windows FEP IS HIGE HIZRIA Windows A,

7. 9k MREHELEAFP SBIAMEEN" peuser "HF)ARE. EECEZVIAUNIXAF,
a. £ SVM B9 LDAP , NIS Zi At i 63 UNIX BFIKF,
WRFEAAMAR, MeTLTE " EVBEFFIE " EEA "UNIX " eI,

b. @IZ7E * ¥ * BARFIERE * CIFS* > * %I * FHINAFP ZFIEBEIA UNIX B,
BRI LABIE— 1R R "winusers’ " BYZH UNIX FEPHEELSE NEA UNIX B R,

T—DiEfF

NREEETRINAR, WEREELERPEEX IR, NIRERAIA Windows FAFFIZFAIN UNIX BFRY
R,
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IEHEES

BATBIE— FlexVol EUESEIE, BrLUARERENRINZSER, LHIEXEMN
BENZERAHEN, BUALLEFREREEGRRATIEFAEIAGMLE, Bl Storage
Virtual Machine (SVM) HIR%,

S

1. SME % T,

2. B BIE > * BllE FlexVol *

BT BRI B IHEE,

R EHE KL F AT R B R BA R, BIEEHBIR. HH0 voll.

HEEE—IEE,

FEEBHIA,

B plER v,

o o &~ W

AIAMBR T, 1 System Manager FE|ZNEFFEHEREINENZERIEHEIRE L, FEE
CIFS £E8, ERILUERZEAREMZESRIR, M NFS FF RNEEHEERZESREMES M,

7. Nk MRAFEEMUTSVMBIRE R, BEMEENAERRTEPHMUE:
a. SAE * ap &= * B
b. M TFHIREHIER * SVM* .
C. B v HH Y,
d. 7£ * HHE * WEEDR, EEE, HESRENZMUREEHENZESEREZ.
e £ * R * BOPIIERIE SRR,

MRBRFELEEARERN data WEET, ALRKEHE "vol1" " MREBTNE " data " Fo

Path Storage Object Path Storage Object

45/ B velexamplecom_root 44 B velexamplecom_root
“§ data (5 data 4 "L data [ data
% voll 8 ot = voll 8 ot

8. EEEMRERN, HREFEHITEN:
a. £+ & @O, ERNRICIENE, ARRE " RE .

ggﬁﬂ‘ll?ria_-\éﬁﬁ%ﬁiﬁﬁ, HPERTENHMRLRN, KLR2RAZM SVM RENZ LRI

b. EREENNT2EN, ARRE * REHXA
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Edit Volume X

General Storage Efficiency || Advanced

Name: woll
Security style: UMLK hd
NTFS
UMLK permissions Read Write Execute
UMD
Owner Mixed
W ixe
Group |:|

BIEHZHITEHNR

£ Windows RFipEEZ R, EEE LI CIFS HE, H@EIEMHZ/IARIEH
FIFR (ACL) RIRHIXHZERIIAGIEL,

X FLES
HFWLEN, BRRAFEERFN, HE, ERIAGEERZE, EBRIUAFRNESEF .
i—@%
SHE - H= &0,
2. BIEHZE, LUE SMB BFFImA LIARILLS:
a. BEreEEE ",
b. 7£ * BIEH=E * IHFER, 2L *HE *, BERGRTERREN, RAEERLHIENS.
C. MNRFBEHZZIEERINARE, HERAHEZR,
d #BF e,
BIEHL=Z0Y, Everyone £HRIERIA ACL i&E 7 Full Control o
3. BB HE ACL FREIFMHZRAIR]:
a. %F/\?’ g\k:}éﬁi * éﬁgﬁ * o
b. 7 * AR * MR, EF * EAA* A, AREE * Bk~
c. B A, ABRBAEES SVM B Windows Active Directory i5{HE X FIE IR R HRIZ FFo
d EFMEERAR, NEHEFFRENR,
e BEH*REHXHA ",
EFENHEZIHENRIEIITE " H=ZHEES " &R,

NELES R

E1EA NFS ZF InRERRIHIRIE 2R, BN NELIEFERE, FIATEEENIARN
M, FRFEHFSERBNATE,
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B

1. M3 * sVM* HO,

2. B * SVMIRE * %I,

3. BIRH S LR
a. 1 * tREg * BiIgP, B - SHRK*, AREE -,
b. 7 * QIS LR * HOHP, IEERIEET.
C. £ * SN * T, & * RN * ARG RNFN,

| Create Export Policy

Policy Name: ExportPolicy

I Copy Rulez from

Export Rules:
By ada [B eait X oeie= | @
Rule Index Client Access Protocols | Read-Only Rule

4. 71 * QIESHEMN * IHEES, QIE— D AFEREREIRE TS H#H T2 hRAYFEN ;
a. IEEENTERSHERN IP it E A wmZFR, F%0 admin_host o
b. 3%&#% * CIFS* 1 * NFSv3* ,
C. MIREIEIRFAE * i/ 5 * HaFAE BN * AFBRBFIAE * .
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Create Export Rule w

Client Specification: | admin_host

Access Protocols: [# CIFS
L] NF5 |« NF3v3 || NFSv4

Ll Flexcache

If you do not zelect any protocol, accese iz provided
through any of the above profocolz (CIFS, NF5, or
FlexCache) configured on the Storage Virdwsl Machine
SV
Access Details: || Read-Onty |#*| Readfirite

UMLK I L]

Kerberos 5 [ ||

Kerberos Si I ¥

MTLM I L]

|#| Allow Superuser Access

Superuzer sccess iz 2ef fo all

d 8&~HE*, ARREES
LB B 3 S th SRR R AR

S. BISHRENATHE, WEBERTVAILIARILSE:
a. SfE * s R =0aE * BH.
b. EREH B * ENTFHREE *
C. EERHTIRBSH BT FR
I9IE SMB & Fififin]

EBESHRAEHBHZEENMERLIEEEEIEREE SMB . ENERA SMB iR
ZIRFIESA NetBIOS 3& KMt 171w

I
1. ZF 3 Windows & i,
2. {3 SMB AR5 282 FRMIAiA18):

a. fEWindowsHIREIEE . FRIATAETVERENSEIRETFIHZ \\\SMB_Server Name\Share Name
SNRBRETARERTN, NFTAE DNS BRET I KRZERIBNMWE, B MTEEEER SMB ARS8 & 7RIS A,

AR SMBARSS 288 AIvs1.example.com. MEEH Asharel. MMNEMAUTAE: \
\vs0O.example.com\SHAREL

b. FEHEIZAVIRRNEE L, SUBR—NRAXH, ARMFRZS M.
TEfERA SMB RSB RMIIENHENT NiHiE,
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3. JHEf NetBIOS FIREESE 2,

M UNIX EIEENILIE NFS 17317]

TEECE XS Storage Virtual Machine (SVM) BY NFS Ihialfg, ENEREI NFS EIEFEN
FM SVM iEEXEUIEFH [ SVM B AEIEREIEE S,

Faz Al

* BERIRRRYMEERAHEENSHMAN IFRY IP ik,
* B EA root BRHIERIER.

p

1. LA root AR B EREIEFIHRT.
2. N ... cd /mnt/ FEREANEHMHGR.
3. fF SVM RY IP st B HE s 5k .

a. N ... mkdir /mnt/folder LURIEHXHI,

b. 3\ ... mount -t nfs -o nfsvers=3,hard IPAddress:/volume name /mnt/folder %

EHEHRER.

C. RN ...

cd folder AI¥FBERERNIHXMH K,

UTan R eIB— DR test1 BIXHR, FHE test1 HEHHRAY 192.0.2.130 IP HutikAbER vol1 &
, PAIGECNIHRY test1 BR:

host# mkdir /mnt/testl
host# mount -t nfs -o nfsvers=3,hard 192.0.2.130:/voll /mnt/testl
host# cd /mnt/testl

4. IBR—NIXM, BWIERXHREFEHEEE AN

a kA ...
b. FgX ...
C. BN ...
d. BN ...
e BN ...
g ..

touch filename LABIEEMIAS M

1s -1 filename UIIEXHREET.

“cat >filename’ T, BA—LEXA, AFRCiI+DIEX AT XML K
cat filename UERMIAXHHRE,

rm filename LAMMBRANASC .

cd .. REIRBR.
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host# touch myfilel

host# 1ls -1 myfilel

-rw-r--r-- 1 root root 0 Sep 18 15:58 myfilel
host# cat >myfilel

This text inside the first file

host# cat myfilel

This text inside the first file

host# rm -r myfilel

host# cd ..

&k
EEMmIAEEAXM SVM B9 NFS 418,

ECEFHIIE CIFS fl NFS B itiA)

AEIE, A LUETIRE UNIX 3¢ NTFS SR, 23 E ACL BURARINS HRENIR
EEEE AR, AR, BNNAZEMEEF KBRS A LIGE LS.

5B

1. B ML A A P SRR T L IR AR PR,

2. ERSENR LRI HIRE AR

MREHNREERN ... HATIERIE ..

NTFS a. LEEEBEENENEERGMNERE
Windows EFim, MEIE NTFS 1R,

b. T_ Windows & A ﬁ%ﬁqﬂ E%@%E@[Eﬂg‘ga

REEE* B r¢ *
C. ERTEMIEN|, ARIRIESERAZRANAR
HNELIEE,
"unix" £ UNIX EIEEM L, £/ root BREELIRE
UNIX FrERFIR R,

3. £ System Manager 1, {EEHEZE ACL LT Windows B F 343 HZ /A RIPR
SHEl - HE* &
b. EEHZ, AERE *HiE
C. JEHE * AUPR * kIR, HAAFSHARTHEZRIHRNR,
4. 1 System Manager #, @S HKREEARMDIF NFS B imihm =%,

a.

a. j#&t#% Storage Virtual Machine (SVM) , REEREE * SVMIKE *,
b. 7£ * HREE * B, BE * FHEKE ~,
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RN T 500 S H RS,

£ SHAN *EER, B RN FHEE—AEF iR,

e. 7 * MUWZRS| * % o 2 LUELMNAEAYFAREEENAHN Z EHIT
f. 3%&#% * CIFS* #1 * NFSv3* ,

0 IEEFRIFRIEAEE, ARRE BT, *

a o

TR LUBE BN FNAE FimiE T2/ 5iREMR 10.1.1.0/24 fEA*Client Specific*, FHikH
FR*Allow Superuser Access*SMNIFRE 1517 & 1EHE,

Create Export Rule *

Client Specification: | 10.1.1.0/24

Rulg Index:

Access Protocols: | CIFS
|| NF5 ¥ WFSv3 || MFSvd

Ll Flexcache

If you do not 2elect any protocol, access iz provided
through any of the above profocolz (CIFS, NF5, or
FlexCache) configured on the Storage Vidusl Machine
SV
Access Details: [#| Read-Only |#| Readnirite

UMLK Ld 1+

Kerberos 5 [+ ]

Kerberos 5 (] ||

MTLM [ L]

| Allow Superuser Access

Superuzer sccess iz zef fo all

o. 7£ Windows ZFi L, UMAANRLEHENXANAFRZ—BHER, HRIEEESUAREZEHE
Bt

6. F UNIX BFiH L, LUIEBIARENAFRZ—SHER, HRIEEESTUEREHCEX M.

SMBI/CIFS Bc&

SMBI/CIFS ECE iR

£/ ONTAP System Manager 28R E ( ONTAP 9.7 NERhRZA) , & LIEHIERI
EH Storage Virtual Machine (SVM) _ERFIGEXHER SMB/CIFS iiial,

NREBFUUTHNECEXN SRS, EEAIIRESE:
© BREFEARERXE, MAENRESNIRAED,

* ERYBUEMSMEREOA IP (6], BAI B ERASRERS A,
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NRIENEIENBESIZTT, WERAXLEBIANRAIHARTEHER HILERY LIF SE05 IEMH TR,
NRERMERRINNR, NNESE "WEEEE" BXRIMAERE LIF RIZHEERENER.

* BEANTFS X REFRIFHEHN R 2,

INREFERX ONTAP SMB HMNEEEREIBIFRER, 152 "SMB ZZ#iA",

7E ONTAP FHITIRIEBYE M55

BHATUTES, BRITUUTRE .. BEW ...

EFILITHY System Manager (AT ONTAP 9.7 & "{EF SMB /7 Windows AR5 25E2E NAS 7Zfi&"
EEhkas)

ONTAP &<$1TRE "SRG REMASVBES"
SMB/CIFS Ed& T {E

AdE SMB/CIFS FEXFRCIRES, AEEFESETENBHRNIER—CBBHT
CIFS B9%r SVM , EEEXIIAE SVM BY CIFS i8], 2t&E REE CIFS &MNEIE el &
HE#TT CIFS ihEIMILE SVM .
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Create an aggregate, if necessary.

Where to provision the
volume?

New SVIV

.

Existing SVM
without CIFS enabled

v

Existing SV
with CIFS configured

v

Create a new
CIFS-enabled SVM:

Create a new SVM with a
CIFS volume and share.

Configure CIFS access
to an existing SVM:

v

Add CIFS access
to an existing SVM.

On the DNS server,
map the CIFS server name
to the data LIF IP.

v

L 2

On the DNS server,
map the CIFS server name
to the data LIF IP.

Verify CIFS access as a
Windows administrator.

v

i3

Verify CIFS access as a
Windows administrator.

Configure and verify CIFS
client access.

v

Configure and verify CIFS
client access,

Add a CIFS volume
to a CIFS-enabled SWYM:

Create and configure
a volume.

v

Create a share and set its
permissions.

v

Verify CIFS access as a
Windows administrator.

v

Configure and verify CIFS
client access.

BIERS
MRABERUERE, JURIBE—MHRE, UENBEENGRUYIEFE.
KTFUIAES

MRERERATHENNBRS, WAILBLT HRFPE,

p
1.

B
7K.

WMIAURL https://IP-address-of-cluster-management-LIF HERENEHREIEREZREETR

F|System Manager,
S BE8 &0,
B e, ¢

BRFES LIREAEARIA RAID-DP BRERIERE, ARRE eI,
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Create Agaregate

To create an aggregate, select a disk type then specify the number of dizks.

Mame: aggr?
9 Disk Type: SAS | Browse |
Mumber of Disks: 8 g Mzx: & fexcluding 1 hot spare), min: 5 for RAID-DP
RAID Configuration: RAID-OP; RAID group size of 16 disks Change
Mew Usable Capacity: 4988 TB (Estimated)

&R
AR EREENEECERE, AREFMNZIRSEONRETIRF.

HBEERLEERE

TERIEHHEY CIFS 28, BHIAE RS REMEREILA Storage Virtual Machine
SVM) H, MNRZE, EHXAHE SVM FAFENERE, RERAEENITIER.

E
* IRBAEFMSVMLEEES. 1HEIEZ— 1 ERACIFSHIFSVM,
"Bl BB ACIFSHFISVM"
NRMESVMEKBHCIFS, MATHEFRLLIET,
* MREFTEESAEKREE CIFS WA SVM LEES, i5EIA SVM LEE CIFS/SMB iAidl,
"EIAE SVM LECE CIFS/SMB ij3ia)"

INRIEERIRIETEEIE SVM LUETT SAN 1318), MIRZZER I,

* MREFEEELEENRI#HIT CIFS HRINIIA SVM LERES, 151 CIFS &HRMEIEREA CIFS B SVM

o

"¥& CIFS &RMEISAT CIFS By SVM"

SIS AT CIFSEIFSVM

CEBERBT CIFS 195 SVM 5 &{EMA CIFS BHHEZ 613 SVM , 7 DNS fRSEZ28 L7
ANRRET LUK M Windows BIREHIEIE CIFS A0, ARG EalLABRECIFSE Figifinl.

£/ CIFS HEMHEZCIEFEY SVM

A LUIER RS RIS E A2 Storage Virtual Machine (SVM) , EEBIHZ RS
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(DNS) , tIE#EZEEO (LIF) , EE CIFS RRSBUKSIEMNHEZEMTE,
FreaZ Al
* M ECENLS, F BRI XYIRR EZRINS,
* RRTT R SVM S AERE LU T MRLE AR 4R 14 -
© ERIEHIEZEEO (LIF) MmRURZT R EAFERO
° BEMAECEIIE LIF IP Mt 7R, sEEHaLUREE D EAEUE LIF BI4SE P it
° Itk SVM B INNBY Active Directory (AD) 15, LUNEEAZFRI SVM FRrEEMEIE

* FRAAETEEEIIMEEERS (NIS) , BEERAEREMIY (LDAP) , Active Directory (AD) #I
DNS EiRSFTEMFI B IMEBARSS 28,

© BAUEMECEEMIMNBLAIE, 7 aEhRMLEARSS.
* AD fg#zhlgs, P SVM ERBTEAIE R D FHREKILED .

3

1. S - svM* &,

2. BE O, ¢

3. £ * Storage Virtual Machine (SVM ) Setup* ¥HEEH, BJiE SVM :

a. 5% SVM RYME—R R,
2FpNRTERERS (FQDN) , HEEF/HEMAE, UHERIFEEHPEH—H,
b. EREMEIFNEARLRE SVM LERNFANIN, BMEERAIEEEIE i tBE it

MNRFBAEE NFS i8], MAZRIZENIERF * NFS *, LUE CIFS # NFS B F i el AHZHEIAVEIE LIF

o

. REFINESIRE C.UTF-8,

@ INRIEZFF7E NFS Ml SMB/CIFS B F inHR ERERFA, BEEMER * UTF8MB4* IES
5, ZAEIM ONTAP 9.5 Friatg(it,

IHESRBEHEEENSS R, HETEENENES.
d. mNk: EREEESVMBENRES,

NIRBERENREFIMERIEEIME. EHEREFMHEN, R4 EhEREESHRS,
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4.

66

Storage Virtual Machine {S¥M) Setup

o (1) o

Enter SWM basic details
SVM Details

@ Specify a unique name and the data protocols forthe S

A Marme: wslexdmple.com

@ IPspace: ~

(@ pataProtocals W CFs W MRS W iscsl W OFOFCoE T

@ Default Language: | CUTF-8[ c.utf_2] ¥

The language of the Sk specifies the default language encoding setting for the Sk and

tsvalumes. Usinga settingthat Incarparates UTF-& character encoding |5 recommended.

@ Security Style: MTFS ~

Root Aggregate: | data_01_agsr ™

e mJi%: £ DNSECE XA, HRIIADNSEFIAM A MRS 2322 AT LLSVMENRAN B FRAR S5 280
DNS Configuration

Specify the DNS domain and name servers. DNS details are reguired to configure CIFS protocol.

2 Search Domains:
2 example.com

":J Name Servers: 192.0.2.145152.0 2146 192.0.2.147

f. B~ B HME: *,
LEEPE I SVM , BRERECE NN,
7£ * BCE CIFS/NFS ¥ * T1mey * #4E LIF BE * B9, IBEREFPmATIAREIERN LIF fFAER:

a. NEIEERFMEEH LIF 38 IP ik, 30EFohi A\ttt
b. B * K * FHEFES LIF BRI mAMim O,



< | Data LIF Configuration

¥ Retain the CIFS data LIFs configuration far MES clients.
Data Interface details for CIF:S

Assign IP Address: | Without a subnet v

IP Address: 10.224.107.188%  Change

2 )Port abccorp_1:elb | Browse... |

5. 1 * CIFS BR5523ECE * 880, EX CIFS ARSS2BFHREAE ke AD 15:

a. /9 CIFS BR$3233EETE AD I HPME—MIZ R,

b. 5% CIFS BRS585 7] LUN Y AD 35i#Y FQDN o

C. HNREXEX AD IRAY2RLRE M (OU) , MAE CN=Computers , g OU,

d. {5 BB EBINRRE CIFS fRS2FME| OU NEIRMF B & FRAIZRI,

e. NREWRITUL SVM LRFRIEHEZHITREFRNDIAR, EEZEFER SMB 3.0 MNZEIBAYIED

| CIFS Server Configuration

CIFS Server Mame: vl example.com

Active Directory: ALTH.SEC EXAMPLE CON
Crganizational Unit: Chl=Computers
Administrator Mame: adacmin

Adminiztrator Pazzword,  sesssss

6. BT CIFS/SMB iRMEHEH FRCEH =
a. an % CIFS/SMB EF niF AT AR HEE,
EBHHZRANZIEEREERZT.
b. EEHERIRo

Provizion a volume for CIFS storage (Optional).

Share Mame: | Eng

Size: 10 GB v

Permissicn: Change

BITENERERE, BNESBHUTrRRTERRZMNES L,
7. @k BT ERIEZEACLIREINEZMAIE):
a. MR *FEHP, BH*FH*,
b. %% Everyone B, FAIGEE * Mibk * .
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C. Bl BEAHIN*. ABRMANEESVMAIWindows Active DirectorylsithE X U E IR RBARI R TR,
d. EEFINEERAE, AGERE * T2ITH .
e. BE * RIFEHXH ",

8. B IR

LRSI LA T IR

° L SVM s &MIEIE LIF , B8R " cifs_lif1™ "
° BT AD B CIFS ARS523%
(IFAATERZNREG LG, HEMESHZZMTE, HLUGES " cifs_volume " 45
° HLWHE

0. W FERMAEEMMYEENE, FRE * Bhd * HEGEE DN

10. /8 *SVM B12 * TTEM, EREFERAL SVM EEERMNEER:
cBEBd r, ARREBEREEHGREEER,
s WNBERNES, AERT * RFHHE

N EEWHE*TIAE, BTHEURRENERAES, AERE HE

DNS EIERFEHE CIFS ARSS|[RFRAMEUE LIF B9 IP ik, Windows B IHFREAIE CIFS ARS52EM
EHRM,

2R
LB RIZ— 1 E SYM , HA CIFS RS B#BEE— M HERHE,

£ DNS AR5528 LiRET SMB ARS52%

@uh 589 DNS fRZ 23 IEE—1N% B, BT SMB IREZ 252 FRF11E{"] NetBIOS 5133
SEEIE LIF BY IP i3k, LUE Windows FA P BT LUSIRGH2EMRETE] SMB ARS528 2 1o

FHaZ Al

,‘gl‘\?ﬁiﬁﬁﬁ,ﬁﬂ’ﬂ DNS AR5 A A EIEIARINIR, NRELEEEARNIR, MHHMEK DNS BIERHITILE
ZJo

XTUIES

INRIEX SMB ARS528 R FRER NetBIOS 7%, NEIF ST HIREIE DNS BRSBF[AOR.

HIB
1. Z 3% DNS IR 28,

2. gIBIEM (A-#HHER) Mk@ (PTR-1EHIER) &HFKE, ¥ SMB IRSB[AVREIZIEIE LIF 89 1P
Hodik,

3. YNERFEF NetBIOS 3%, HEIE—MHIBAERR (CNAME BHIRIER) THEE, UWERSI 5B
Z SMB ARS32389%K4E LIF 89 IP stk

“
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BUNTEMEREREZE, Windows AP FJ LU IREh2RARAT 2 SMB BRS5 28 2 FREH NetBIOS 3I%o
JIIE SMB & 5519

BB AR EEHREZEE NSRRI S EIERECE SMB . EN{EH SMB k%2
ZFFF{EMA NetBIOS F& Mk iA(a],
P

1. ZR 3 Windows & i,

2. f£F3 SMB RSB 28R TR A

a. fEWindowsFREIEE R, HUATRTVSRENEIRESEIHZ \\\SMB_Server Name\Share Name
WIRBRESARERTN, MIETEE DNS BRET I REHER B INWLE, EHERER SMB RS 282 RNt ER,
MR SMBARS 288 Sovs1.example.com. MEER& Asharel. MNEAUTRE: \

\vs0O.example.com\SHARE1
b. EHEIEMIKENEE L, BIBE— MY, SARMERZ M.
TEfEA SMB RSB RMIIENHZNT NiFiE,

3. 3{Efa] NetBIOS BIRESFE 2,

B & FHIGIE CIFS & P imifia)

HEFE, EEILLUEEE Windows FREELEFIZE NTFS X FEFHE System
Manager &8t = ACL , ﬁLEg)ﬁlﬁﬁ?“%ﬁ#QE’JlﬁlﬂWf‘Eo RE, EBMRZ5
MBS P HE S BT AR Iﬂlﬂ:%o
B
1. T B RMPLE P imH0 A P AR T HEZRIEER,
2. £ Windows & £, FEASIERMAENAP AR T I XS IBIR,
a. LEARHEENRNERERZSHERE Windows EFUH, MBI NTFS PR,
b. £ Windows #HIFEIE2RF, AREL IR, AREE*EME .
C. EHE * Rl AWK, ARREFERABANAFRNELIEE.
3. 7£ System Manager 1, {82 ZE ACL LT Windows B F 3 4A 3 HZ /A RIPR.
a. SfiE * #H= &,
b. EEH=Z, AERE *HE
C. E#F * PR * EWR, HAAPHARFHHZAIHENIR,

4. 7£ Windows EF i b, UMEANGHRHZENXENARZ—8HER, HARIEEESILURRHEZHE!
B,
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FCEXINE SVM 89 SMB/CIFS (7]

79 SMB/CIFS B imAIIX A SVM BYiFRAN RS X EIE SVM 700 CIFS BdE, 1
DNS BRZ385 L 7RNARET AR M Windows BIEFANISIE CIFS AR, AR, &0 LUED
BCIFSEFimifainl,

AN I B SVMBICIF ST

AWMA SVM 710 CIFS/SMB iR PR X 82 E53E LIF , BCE CIFS ARSS28, BLES,
HESUNRBEEEZNER,
FeaZ Al
* IRRINT R SVM R AER LU HRLE AR 4R 14 -
° ERIEEHIEZEEO (LIF) NP RMUKRZT R ERNRERO
° EMPECEEIE LIF IP it F/, SEEH eI LUERE D ECA#UE LIF BYISE P ik
° Itk SVM EANNBY Active Directory (AD) 13, MUKREEAZRI SVM FRrEEfEHE
© WIEFRECE EAIIMERRA A&, A RETRIRIAEARSS .
* SVM_E# 7 i E A CIFS MY,

NRIEARILRIRES BEIZE SYM KECE SAN thill, MSHIXMIBE.

B
1. SMETEE SVM AKX :
a. EEERERN SVM
b. 7 * FAHMER * B, B * Y * FiAW * CIFS*,
Protocols: [ CiEs  NECIECSENN

2. 72 * BCE CIFS thi¥ * XHEIERY * #44E LIF BCE * #B5H, 79 SVM BIZEEE LIF
a. NEIEERFMBEEhA LIF S8 1P ik, 30&EFohim A\ttt,
b. B * K * FEFES LIF XEXRIT R A0,

“ | Data LIF Configuration

¥ Retain the CIFS data LIFs configuration far MES clients.
Data Interface details for CIF:

Assign IP Address: | Without a subnet i

IP Address: 10.224.107.185%  Change

2)Por gbccarp_l:elb | Brovse... |

3. 12 * CIFS BR5523CE * BB, EX CIFS ARSSBFHREEE ihIE AD 15:

a. /§ CIFS AR$3 2845 ETE AD A ME—RY B FF,
b. 57 CIFS PR32 7] LUINANABY AD 1389 FQDN o
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C. YNREXEX AD iHAPAYLALRE (L (OU) , MAE CN=Computers , gk OU,
d. s BB BBNIRE CIFS RSZ2/AME OU HNEEKF B2 FRAIZE,
e. NREWEITUL SVM EHIFRBE R ZFHITRERINGVAR], 15EFFER SMB 3.0 INEHIRELIEI,

& | CIFS Server Configuration

CIFS Server Mame: vzl example com

Active Directory: ALTH.SEC EXAMPLE CON
Organizational Lnit: CH=Computets
Adminiztrator Mame: adacmin

Adminiztrator PFazzword, | sesssss

4. QAT CIFS/SMB i5RMEHETH LicEH=:
a. 854 CIFS/SMB B Fimf A FinnErHER,
TRAEZMANNR B BIEER T,
b. FEEHRIKR/,
Provision a volume for CIFS storage (Optional).

Share Mame: | Eng

Size: 10 GB v

Permisgicn: Change

BEFNEEERS, ANecBUTIRATERZNES L.

5. mNik: @B HEZACLIREIFHZRIIAIR]:
a. £ MR *FEH, BEHEH .
b. %% Everyone 4H, fAEEE * Blbk * .
C. mk: IR, ARBANEESSVMAEIWindows Active Directoryldi 7 E X B E IR R AR R TR0
d EIFMMEIERAE, AEEE * BeiFdl .
e. BE*REHXA .
6. BFH Y IERXHXA Y, RAERE *HBE *

7f DNS AR5328 FRRST SMB BRS5 28

=AY DNS IRSB[/OMEF—1%E, BT SMB k5322 FME NetBIOS 51#
1EMEME LIF /Y 1P Hohit, LUE Windows R AT LUK IR Eh 28R E) SMB ARS5 88 & FF.

FaZ Al
Tt uh =B DNS ARS8 AB EIRHRNIR. MRELBEERIFRIR, MWHHEKR DNS EEGZHITIE

71



o

XFIES
WREFT SMB ARS8 2 FREH NetBIOS 3%, NRFAEN 526132 DNS IREIAO =,

PR
1. &R% DNS AR 23,

2. gIEMm (A-#HER) Mk@E (PTR-185HER) BHRFKE, K SMB RSS2 MIRGTZIEIE LIF 89 1P
Hoik,

3. INRfEFA NetBIOS 58, BHRIE—THNBMEEF (CNAME HRIER) THFKE, UEESFB5
| SMB ArS52509EHE LIF B9 IP dthdik,

=R
IRETEMEREIEZIS, Windows AP ATLUSIRENSMEIE) SMB IRSSEFELHE NetBIOS 51,
IiE SMB Z/ i1

BB IR HEHEARES NSUERRII SR EEHECE SMB . &R SMB AR5z
ZFRFN1E(R] NetBIOS 314 Mzt 35181,

BB
1. ZF %] Windows & i,
2. {FF SMB RSB ZFRMIA A1) :

a. EWindows XIREIESEH. U TV TNZZMETEIHZ \\\SMB_Server Name\Share Name
SNRBRETA AT, MIPTEE DNS BREY i RIZIE BB NRILK, L MTHGHEEA SMB ARS8 2NN G0

IR SMBARSS 28 fovs1.example.com. MEER& Asharel. MNEAUTRHRE: \
\vs0.example.com\SHAREL

b. 7EFEIEMIRENZE £, SIE— A, ARRIERIZ .
B fEA SMB fRE 23 A MMBIERNEZMNTE NifiA)o
3. IHEfA] NetBIOS BIREEFE 2,

Ao & HIVIE CIFS & Fimifin]

&GS, ERILUBITE Windows ZHREIERTIGHE NTFS XHRIRHTE System
Manager FEREE ACL , NIEEE P BETHESNFTNR. R, CRILSY
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