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Update the HBA driver, firmware, and BIOS, if necessary.
On the
ESX host +
Configure ESX host multipathing and best practice settings.
Create an aggregate, if necessary.
Where to provision the volume?
On the
storage [ | |
cluster Existing SFM with Existing SVM with New SVM
FC configured FC not configured l
"u"enf',r t.h at the_ FC Configure FC. Create a new SVM.
service is running.
- I |
Onthe FC [ Y
" t © Zone the FC switches by the host and LIF WWPNs.
switches [ +
Create a datastore and its containing LUN and volume.
On the
ESX host +
Verify that the host can write to and read from the datastore.
WIEEE > FC icE

Verify that the entire configuration is supported.

v

Fill out the worksheet.

<

Install VSC for VMware vSphere on a Windows server.

<

Add the storage cluster to VSC, if necessary.

<
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Create Agaregate

To create an aggregate, select a disk type then specify the number of dizks.

Mame: aggr?
9 Disk Type: SAS | Browse |

Mumber of Disks: 8 g Mzx: & fexcluding 1 hot spare), min: 5 for RAID-DP

RAID Configuration: RAID-OP; RAID group size of 16 disks Change

Mew Usable Capacity: 4988 TB (Estimated)
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WWNN: 20:05:00:20:98:29:18:76

FC/FCoE Interfaces:
Network Interface WWPN Current Port Status
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FC_1_2 20:04:00:a0:98:29:18: 76 innovate-02:0a & Enabled
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1 NetApp Datastore Provisioning Wizard: (7] B

ey 1 Name and type

2 Storage system

Specily the name and type of datastore you want to provision,

3 Dotalls You will be able 1o select the storage system for your datastore in the ned page of thiz wizard

4 Ready 1o complala

Hame « |E3x_1_DS2 |
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VMFS Protocol | w (o) FCFCoE 1BCsl

Select the storage capability profile you want to use 1o provision a new datastors.
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On the
host

On the
cluster

On the FC
switches

On the
host
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Verify that the entire configuration is supported.

v

Complete the worksheet.

v

Install the HBA utility from the HBA vendor.

v

Update the HBA driver, firmware, and BIOS, if necessary.

L4

Install Linux unified host utilities and
optimize /O performance.

v

Record the WWPN for each host FC port.

v

Configure DM-Multipath.

v

Create a new aggregate if necessary.

i 2

—

Where to provision the volume?

Existing SVM
with FC configured

v

Verify that the FC
service is running.

v

Create the LUN.

Existing SVM

with FC not configured

!

|
MNew SVM

l

Configure FC and
create the LUN.

Create a new SVM
and LUN.

Zone the FC switches by the host and LIF WWPNs.

v

Discover new SC5| devices (LUNs)
and multipath devices.

Configure logical volumes on multipath devices
and create a file system.

Verify that the host can write to and read from
a multipath device.




IEREXF FC BB
AT HRREFAIRE, SRR EIFE FC BB,

B
1. BEORMEMERURDIEEESTAES NI TAGAES:
° ONTAP {4
° ENITEN CPU 281 (ERAFIRENSRARS28)
c RFENIERTI A RRS RS (ERTTIRARSR)
° FC EMLRLLIEE28 (HBA) BSLUINRIRENIER, Ef4H BIOS R4S
° TEEMY (FC)
° Linux $&1ER SR

° DM-Multipath Z{4€1
o Linux Unified Host Utilities

2. EFRETER BN E B
ZREENFAEEBETEREFREESEO .
3. EELUTRTRHHESR:
o AR
FIHBEFENRENEEERNER,
BEERUBEIRER SRR,
° HRBEFIAEN

HFFE SAN ERERMH T —REN,
125 FCEEETIER
EHIT FCBEEMRESR, BFEE FC BropiEFMBR WWPN LUINEFEHREEE R,

FC 41 WWPN

Port WWPN
EZE FC L 1 BIEEhER () O

EREIFCRIRN2B9 B B2 (E MmO

FC BEl#F WWPN

EHPNE I REIFER FC #E LIF . 728 Storage Virtual Machine (SVM ) HA[EIBI LIF BY,
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ONTAP &4 WWPN ,

LIF WWPN
&R FC 32 1 BYTI= 1 LIF

=3
E

_,,
E

MEEZE] FC 3L 1 9T = 2 LIF

=3
E

MEZEIFCRARMITI R3 LIF

_,,
E

MEEZE|FCAIEMN1AY T =4 LIF

=
E

MEZEIFCRIRA2 T =1 LIF

=3
E

MERZEIFCAHRA2BY T 2 LIF

,,,
E

MERERIFCRIRA2RY T =3 LIF

s EZEIFCRIAM2H T =4 LIF

FEECE
NRELIRREM SVM , BEIMERERH; BN, EAILMRESZZSIRE]:

TIRLUEAE LUN

Aggregate name

SVM name

LUNEE
LUN X/
LUN &# (A]i%)

LUN (B (RI3E)

SVMEE
MREARERIE SVM , NEIEFH SVM EELUTEER:

SVM name
SVM IP ==[g] SVM IREMERS
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SVM name
SVM BBF & (F]i%) SVM 85 (AJ3iE)

SVM B LIF (E]3%)
Subnet

|P ik

A£E Hh

TIPS

Home node

T4 HBA 1R HAY HBA SERERF

#@d HBA SEAER, EAILEES FCimOMe@AimO& M (WWPN) o %55
ZFIER] T3t FC [RIRHTTHPEHR.

KFUES
1 HBA N EEFS N HE FC HBA 1I21f—1 HBA LB EF. BN FEISATENIRIER S CPU BIIEHAR

o

THEYIH T E5 HBA SERER:

* Emulex HBA Manager (LLEi#F9 OneCommand Manager ) , F8F Emulex HBA
* 1&FF QLogic HBA Y QLogic QConvergeConsole

p
1. M HBA R R iL T & AER B SR A2 o
2. BT RERFHRBIRTTRRE,
° BXER
"Broadcom ( Emulex ) Z#FALFNITEH"
"Emulex HBA Manager"

"QLogic : NetApp FZ"

E¥ HBA IREhiZERF, E4F BIOS

9N5R Linux EHFH FC ENELEECes (HBA) B1THVIREhIZRE, E4H BIOS hRAsF
23255, Mg Bt T8
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https://www.broadcom.com/support/download-search?tab=search
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https://www.broadcom.com/support/download-search?tab=search
https://www.broadcom.com/support/download-search?tab=search
https://www.broadcom.com/support/download-search?tab=search
https://www.broadcom.com/products/storage/fibre-channel-host-bus-adapters/emulex-hba-manager
http://driverdownloads.qlogic.com/QLogicDriverDownloads_UI/OEM_Product_List.aspx?oemid=372
http://driverdownloads.qlogic.com/QLogicDriverDownloads_UI/OEM_Product_List.aspx?oemid=372
http://driverdownloads.qlogic.com/QLogicDriverDownloads_UI/OEM_Product_List.aspx?oemid=372
http://driverdownloads.qlogic.com/QLogicDriverDownloads_UI/OEM_Product_List.aspx?oemid=372
http://driverdownloads.qlogic.com/QLogicDriverDownloads_UI/OEM_Product_List.aspx?oemid=372
http://driverdownloads.qlogic.com/QLogicDriverDownloads_UI/OEM_Product_List.aspx?oemid=372
http://driverdownloads.qlogic.com/QLogicDriverDownloads_UI/OEM_Product_List.aspx?oemid=372

FaZ Al
T HEEd R EER TRERECHNRE S FNREIER, EfFH BIOS R4S,

"NetApp BigfFiExRIT A"

XFIES
IXEHIZRS, EfE, BIOS #1 HBA SLFETERFH HBA Y FFiRH,
TIE
1. {FF HBA IV F1RHtsY HBA SLARERYIH B REMN HBA IXEhiERF, EHF BIOS hrds,
2. IRIEFEM HBA HN B IFiL = N HHLEVIREITER, E4H BIOS .

RERPAUN IR E AR ELBIEFI A T HIRSF.

%2%% Linux Unified Host Utilities F{L{k 110 145

Linux Unified Host Utilities3X {4 &+E sanlun SSFATEF. —NetApp LUNIRE TR, ®]HA
FERBEXLinuxEN ENFEEEET S EV S LEA 2 (HBANE R, BIEATIE
Linux EH LB BAEMIRSSREEE S, LUK NetApp EE4EEE,

Froa 2 &

T E A B R EMRAE EAECE SZHFHY Linux Unified Host Utilities ks, EIEMAAE tuned BA4EL.
ERLNuIRIERA D ZRHI—ED. B8 tuned-adm <. ATFEEN LIRBERSR[EEE XK.

T
1. M NetApp Z#Fihm FEIZ#FAY Linux Unified Host Utilities kizZso

"NetApp F&i: "

2. IRBBREE RS PRIHBEZREE Linux Unified Host Utilities k{4,
3. YNR tuned MHBRETE, BMALUTHS: yum install tuned

4. JFFYIEFEMN. BHREIKE enterprise-storage BLEXMH: tuned-adm profile enterprise-
storage

S WFEIEN. BHAREIRE virtual-guest BLEXMH: tuned-adm profile virtual-guest

"3 Linux Unified Host Utilities 7.1"

1BRETEMN FC IwOH WWPN

EY FC RNHA TR XHEIR A FENIFRE LUN 89 igroup , EEFERASEGERIKO
2 (WWPN) .

Friazal

B ME N ENFE HBA REMWER HBA LA, HABRIE HBA BE IEEIETIEVECEFA S5 E]
2R, EHF BIOS iz,
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https://mysupport.netapp.com/matrix
https://mysupport.netapp.com/matrix
https://mysupport.netapp.com/matrix
https://mysupport.netapp.com/matrix
https://mysupport.netapp.com/matrix
https://mysupport.netapp.com/matrix
https://mysupport.netapp.com/matrix
https://mysupport.netapp.com/matrix
https://mysupport.netapp.com/matrix
https://mysupport.netapp.com/matrix
https://mysupport.netapp.com/matrix
https://mysupport.netapp.com/matrix
https://mysupport.netapp.com/matrix
https://mysupport.netapp.com/matrix
https://mysupport.netapp.com/matrix
http://mysupport.netapp.com/NOW/cgi-bin/software
http://mysupport.netapp.com/NOW/cgi-bin/software
http://mysupport.netapp.com/NOW/cgi-bin/software
http://mysupport.netapp.com/NOW/cgi-bin/software
http://mysupport.netapp.com/NOW/cgi-bin/software
http://mysupport.netapp.com/NOW/cgi-bin/software
http://mysupport.netapp.com/NOW/cgi-bin/software
http://mysupport.netapp.com/NOW/cgi-bin/software
http://mysupport.netapp.com/NOW/cgi-bin/software
http://mysupport.netapp.com/NOW/cgi-bin/software
http://mysupport.netapp.com/NOW/cgi-bin/software
https://library.netapp.com/ecm/ecm_download_file/ECMLP2547936
https://library.netapp.com/ecm/ecm_download_file/ECMLP2547936
https://library.netapp.com/ecm/ecm_download_file/ECMLP2547936
https://library.netapp.com/ecm/ecm_download_file/ECMLP2547936
https://library.netapp.com/ecm/ecm_download_file/ECMLP2547936

EFUES
WWPN BFFrEEE, BEEECREeHERAT AT (WWNN) .

P
1. BITIEATFER FC HBA £EH HBA L.
2. FEEHBA,
3. IBREMNHOM WWPN ,

M TRFIZZRT Emulex HBA Manager , LARI#E/9 OneCommand Manager o

~~ OneCommand™ Manager (Local-Only)
File Edit Yiew Port Discovery Batch Help

SR EIE

= sl Host1
=1 42C2071
= Port 0: 10:00:00:00:C9:73:5B6:90
== Port 1: 10:00:00:00:C9:73:56:91

QLogic QConvergeConsole FH fthS- BIEF Az EERE Lo
4. WFENHEN FC HBA EE LR S E,
ELinuxHP. B 0] LUBIEIE TRIREXWWPN sanlun SEFER.

UTFRBIERT HRYEE sanlun 85<:
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# sanlun fcp show adapter -v

adapter name: hostO

* *WWPN : 10000000c9813al14**

WWNN : 20000000c9813a14

driver name: lpfc

model: LPel2002-M8

model description: Emulex LPel2002-M8 8Gb 2-port PCIe Fibre Channel
Adapter

serial number: VM84364896

hardware version: 31004549

driver version: 8.3.7.34.3p; HBAAPI(I) v2.3.b, 07-12-10
firmware version: 2.01A12 (U3D2.01A12)

Number of ports: 1

port type: Fabric

port state: Operational

supported speed: 2 GBit/sec, 4 GBit/sec, 8 GBit/sec
negotiated speed: 8 GBit/sec

OS device name: /sys/class/scsi host/host0

adapter name: hostb5

* *WWPN : 10000000c9813al15**

WWNN : 20000000c9813al5

driver name: lpfc

model: LPel2002-M8

model description: Emulex LPel2002-M8 8Gb 2-port PCIe Fibre Channel
Adapter

serial number: VMB84364896

hardware version: 31004549

driver version: 8.3.7.34.3p; HBAAPI(I) v2.3.b, 07-12-10
firmware version: 2.01A12 (U3D2.01A12)

Number of ports: 1

port type: Fabric

port state: Operational

supported speed: 2 GBit/sec, 4 GBit/sec, 8 GBit/sec

negotiated speed: 8 GBit/sec
OS device name: /sys/class/scsi host/hostb5

AicE DM-Multipath

DM-Multipath AIEIE Linux FEAMIFEEEE ZBINZ M ERR. WRE LUN EECE DM-
Multipath (£ Linux EN EEEE/RA SCSI &%) , M Linux ENLATAERF A HH
MBS IR B SR ERY LUN

ez Al
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S eidEd B EER T AREFTER DM-Multipath hRZs,

"NetApp Big{Fl4ERTA"

BIER, EE M MEENSLARRNE M RRER MR, X, ARSI
() EdESmERT, RERARELN, FET Windows BIBIERGHR, NENHYIIMEOER
HBES (LAG) o

TE
1. 4§48 /etc/multipath.conf X, W FFAR:

a. WMEREFEEHIRRMVIE NetApp SCSI 1% (BERE)
XS EEERANAZER sanlun lun show 83%:

* WNREHEFFIENetApp SCSIIRE. TBTERIERR REFD Pl AX LR FHNEIKBARIRFF(WWID)
multipath.conf X

E 2 TIFNetApp SCSHEERIWWID, BEZAIRANIRE LA a2, B
SCSI_device name EBEIEEMILHE:

/lib/udev/scsi id -gud /dev/SCSI device name

g0, if /dev/sda REHPRIVIENetApp SCSIIEE. NAAUTAR:
/lib/udev/scsi_id -gud /dev/sda

LB R RISEHIWWID, RIS E S HIHMILEIF nultipath. conf X

FEUTRAH,. B RBEREBEESD multipath. conf filev EBWWIDBIIENetApp SCSIEHE
3600508e000000000753250£933¢cc4606 ANEIFE:

blacklist {

**wwid 3600508e000000000753250£933cc4606**
devnode "“(ram|raw|loop|fd|md|dm-|sr|scd]|st) [0-9]*"
devnode "*hd[a-z]"

devnode "~cciss.*"

° MELGEEHRIIZE. BEMFRIBR_WWID_ 1T multipath.conf X
a. ERohMERFNAZITREMMUTFRTE. LUSANetAppZiX 8IDM-Multipathi& & :

rdloaddriver=scsi _dh alua
2. BEIDM-Multipath<FF#1E

/etc/init.d/multipathd start
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https://mysupport.netapp.com/matrix
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3. BZRERSANEIBHFIIP. UESHRETIFHETRABIHAEREEE:
chkconfig multipathd on

4. FEFRET) Linux T4

S WIFREE rdloaddriver B1TH. WIHHAEERIZE cat /proc/cmdlines

o rdloaddriver REEBRAERLRZEILN5IFETZ—:

# cat /proc/cmdline

ro root=/dev/mapper/vg ibmx3650210104-1v_root rd NO LUKS LANG=en US.UTF-
8 rd NO MD rd LVM LV=vg ibmx3650210104/1v_root SYSFONT=latarcyrheb-sunlé6
rd LVM LV=vg ibmx3650210104/1v_swap crashkernel=129M@0OM KEYBOARDTYPE=pc
KEYTABLE=us rd NO DM rhgb quiet **rdloaddriver=scsi dh alua**

ellfed =y
MRABERUERE, JURIE—MHREG, UEANBEENGRHYIEFE.
p

1. B NURL https://IP-address-of-cluster-management-LIF HERATNEREERAFIEESR
F|System Manager.

2. B RBE*HO
3. R BIEE, ¢
4. B RE FARBERRRIA RAID-DP BB QIRES, AETE 8,

Create Aggregate

To create an aggregate, select a disk type then specify the number of dizsks.

Name: aggr2
&) Disk Type: gAS | Browse |
Mumber of Disks: 2 g Mzx: 8 (excluding 1 hot spare), min: 5 for RAID-DFP
RAID Configuration: RAID-DP; RAID group size of 16 disks Change
Mew Usable Capacity: 4558 TB (Estimated)

#ZR
LR EREENEERIZRS, AEMIZIREEONRETIRF.
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HBERFALEES

FEESUEE LUN 28], BEERTEESRERIEIIMEA Storage Virtual Machine  (
SVM ) B ANELIEMI SVM ., BAEEXREEFTINE SVM LEEE FC,

EF IS
WMRIA SVM BEECEFRENY, HFEEERMNENIFRA LIF, NEBRME SVM 2EH1{E,

TR LARIZ—THE SVM , DUIERIENEESFREEFNEMAR 27, ERARMAY SVM KD RARBIT
WHEMLE.

E

* WREFCEERE FC B SVM LERES, NHMKIE FC fRSEHIEEIEIT, AFTE SYM LEIE LUN .
"ISIE FC ARSEBEETIE SVM i7"
"[ETEBIZLUN"

* WMREFTCEEA FC BEKEE FC BIIE SVM LECES, 157EME SVM LECE iSCSI .
"EI%E SVM LEE FC"
INREFLE H AN HRIZR IR ES BEE SVM , MAHIXFE R,

* MRBAEHH SVM LERES, 61 SVM,

"BIEFTHEY SVM"

I FC RSS2 EEEIMA SVM LiE1T

WRIEZFRERINE Storage Virtual Machine (SVM) , MAZER ONTAP R4 EIEES
FELE SVM _EREBIETEIETT FC BRS. LbIh, BHMIIEEEEEIE FC #iEEO (LIF
) o
FrHa 2 Bl
BB R B E AR LUN B9IE SVM .
18
1. SfE * svM* FO,
2. ERFRERI SVM
3. 3%&#E * SVM I E * EIR,
4. 7E * ¥ * BN, #E#F * FC/FCOE” .
5

- IE FC RSB A ETIETTo
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W Edt () ctart O stop | 3 Refresh

Status: © FC/FCoE service is running

WWNN: 20:05:00:20:98:29:18:76

FC/FCoE Interfaces:
Network Interface WWPN Current Port Status
FC_1_1 20:10:00:a0:98:29: 18: 76 innovate-01:0b & Enabled
FC 2_1 20:11:00:20:98:29: 18:76 innovate-02:0b @ Enabled
FC_1_2 20:04:00:20:98:29:18: 76 innovate-02:0a © Enabled
FC_2_2 20:03:00:20:98:29:18:76 innovate-01:0a © Enabled

9N FC ARS3KIETT, 1RAEEH FC ARG EEIRFBI SVM -
6. WIFg M NREDTIHAED FCLIF o

MRENTEM FC LIF DFFEA, 15EH SVM £ FC EEE S FC BIEHEI SVM .

RIZELUN

TR LAEALIZE LUN mFEVE LUN o tRIFIEZEIZ igroup FRF LUN BRESE igroup ,
MTEETE EANBEIZIHIEILL LUN o

Fiaz gl
s WIRE—1NEE BB BT EMNREREIM LUN
* WIFIER AT FC MY FHRIE THENIZIEEZO (LIF) BY Storage Virtual Machine (SVM) o
s BAMEIEREN FC BOAMLIKBEABOZIR (WWPN)
KFUES
MRIEHALEESRIAE, NNIREZHNAEN LUN , EE5EAZTR. TN, BNESERIAZTR.
g
1. Sf13 * LUN * B,
2. ¥R, ¢
3. NEHFHIEFRBEESGE LUN BJ SVM .
A 2 REIE LUN BS.
4. 71 EMBEMY * TIE L, 7 Linux EAEZERA LUN & LUN 228 * Linux *

REFARET * FEEE * EiEE,
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g You can specify the size of the LUN. Storage will be optimzed according to the type selected.

Type: Lirx -

Size: 750 |GB v
] Thin Provisioned

5. 7£ * LUN Container* TiE L, EFRIWAEM FlexVol Ho
BARRETE BBNTE, NENEELSEEBNAATE, EaUtlEHE,

6. 1 * BohiEFMSY * TUE L, @&F * RMBEHRERFE Y, T B AR ERANRRES, ARE B
2R * R LRI RAEN FC InOBYFRIE WWPN .

7 WIAEAER, ARER * 5T * ST S
c HEXER

TIE SVM LEE FC

&R LITEI A Storage Virtual Machine (SVM) EERE FC, FER—IMASEIZE LUN
KMEFRENE, HMEE SVM EE FC thi¥, B r'uikﬁﬂ%ﬁﬂh}io ERERTENH
FEEZ MIERKECE FC BY SVM

FaZal
WIECE FC MELEN, FEUIREFRRRIR R EETIZMEEN,

B

1. 8z * svMm* F0,

2. EEFEREN SVM,

3. %s VM* FAER * B&H, 8IE * FC/FCoE* BEUMBERER, XRTMNERA, BHERTLA

9NR * FC/FCoE* URFBERER, MXRTF SVM BECE,

Details

Frotocols: FFS CIFS FCAFCoE 15051

4. EREFREBESEM * FC/FCoE* WXz,
tEHE B RACE FC/FCoE thilE Mo
5. M * B2E& FC/FCoE thi¥ * TREECE FC ARSH LIF :

a. ke * y FC* EEETUE LIF &%,
b. #N ... 2 BT RAILiIfs B FERH,
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BT URFERD LIF , LUISRABEMEES .

C. EFE *1RHXHA * .
Configure FC/FCoE protocol

_?_JE-:nﬁg'.lre LIFs 1o access the data using FOFCOE protocel
Data Interface (LIF) Configuration

Both FC and FCoE enabled hardware found. Click on the sppropriate checkbox io configure the FC andior FCoE LFs

@] Configure Data LFs for FC

LiFs per nade 3 Prowision a Lun fior FCP storage (Optionad)
{hMimimum 1, Maxivmeas 2) Lun Size GB v
LUN OS5 Type: | Linux -
Host Initiade

| Revisw or Edit the inferface Assocation

"] Configure Data LFs fior FCoE
6. EE*WE*THE, BRLFEERE, ARER"HBE ",
BIEFHAISVM

Storage Virtual Machine (SVM) 12t FC Btr, EAEE S ZBE4RGR LUN . Bl
SVM BY, E&6I3EPIEZEO (LIF) UK LUN REFRENS, EaTLleIE SVM LUEH
PSRN EIEIge S & B P EM B PR E1EIgE 2 R .
Faazai

* WAECE FC WKL, FENIUREPREYIRR O EREIZME AN,
TE

1. SfE * SVM* B,

2. T B,

3. £ * Storage Virtual Machine (SVM) Setup* @OH, B SVM :

26



Storage Virtual Machine {5¥M] Setup

o (1) O

Enter SWM basic details

VM Details

@ Specify a unigue name and the data protocols for the SYA

WA Marme: wslexdmple.com

@ IPspace: ~

(@ pataProtocalss M aFs W nFs W oiscsl W OFOFCoE T

@ Default Language: | CUTF-2[ c.utf_2] i

The language of the Swh specifies the default language encoding setting for the Sk and

tsvolumes. Usinga settingthat Incarparates UTF-8 character encoding |5 recommended.

(@) security Style: UNIX v
Root Aggregate: | data_01_aggr i

a. 87 SVM H9rE—Z R,

R IUETTEREE® (FQDN) , HEEBEMAOE, UBHRBMMEEEFPIHE—H,
b. 3% SVM FRIERY IP =8,

NREFHAEAZ IP =N, MEMEA Default IP =8,
C. REBRMINEREIER,

SAN X3z ¥ FlexVol %o

d. EEREIRE T RHENFIE YA FTEETE SVM LAY, BMEERRILENEEPIA it 24

o

Bl SVM BFiE#E NFS # CIFS RILUEX A MMUEZAER LIF o FHERMZXEDNAAFENHE

LIF o
IR CIFS BIEEFMNINZ —, MEZLERFIEERN NTFS ., BN, ZLBIVIFIEE N UNIX o

e. REMINESIRE C.UTF-8,
L XEEGE SYM IRENFABRRS,

HIEENRERBERES BHERIER,

9. S FRRFHMER
BRI SVM , {ERKRECE DN,

4. NEBFEET CIFS 3 NFS ME T * AtE CIFS/NFS #hiX * Ti@E, 3% * Bt * , AGHEERE
CIFS B¢ NFS,
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S. MNRAFFEAT ISCSI MET * BEcE iSCSI ¥ * TiE, 15%EF * Bkid * , AGHEEBEE iSCS|,
6. M * B2E FC/FCoE thi¥ * TIEEE FC IRSHBIZE LIF, LUN MEFES:

a. & * ) FC* BEEHUE LIF Ei%4E,

b. I ... 2 TE* BT AMLifsEFEEH,

B TNREERDLIF, LR BENESIES .

C. £ * U FCP Zf#ECE LUN * X, JAFRFREY LUN K0y, EHEBMENSEHIERFE WWPN o
d. i RATHARE ¢
Configure FCIFCOE protocol

7 Configure LIFS 1o access the data using FOFCoE protocol
Data Interface (LIF) Configuration

Both FC and FCoE enabled hardware found. Click on the sppropriate checkbox io configure the FC andior FCoE LFs

] Configure Data LFs for FC

Lifs per node 3 Provision a Lun for FCP storage (Optional)
{Minimurn 4, Maximory 2) Lu Size: cB "
LUN O5 Type: | Linux w
HoSE Inkialor

=| Revew or Edit the intérface Assocabon
| Configure Data LIFs for FCoE
7. 87 * SVM BIE * BY, EALE SVM BEE RN EIRA:
EEFECBND *, MRFE, WEHBEEEERA,
cHMNIBERNER, AEERE B HME
8. EE*MWETHE, BRLFEE, REEEHAE *.

EANM LIF WWPN 3t FC SSHAN#HITH X

BERX FC MANHAITHX, ENAILUEZEITFMEH IRGIBRZ. ErIUERRBAE
IR O SHRAEIT D X

Fria2 8

- BRFRAEHNEERERE,

* AT ARBIEE LUN B9 Storage Virtual Machine (SVM ) MIENENIBEEFHROME FC LIF Y
WWPN ,

XFUIAES
BXRWZRHEITH KAFMES, ES IR N BRI,

g WWPN #1172 K, MARKYEROHTIK, 81MBEMiEFHEAHOAUT—MRIRBOXS, H
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BAEFRBEHENYERmH,
LUN =BREYZE igroup R —ER D BahiER, LABRBIMEMNZE LUN BUERIZEL
* BUIABRT, ONTAP AR LUN BREME LUN REE@ET LUN FRB T = A E HA EC3 T3 = _ERYER IR
17im1els

* ARG E N TR ERIPRA FC LIF #1799, LASEIL LUN #%apte, LIRS LUN BRI &8s —1
TR

* BEIEE LUN B, ARSI Z ATECUEREM LUN BREHR S TT R,

TEERTERINTRERNEN. BRTIX, —IMRKUKLEERT, —TIXKUELERT. 810 XEHE
B TREENHNBHEFM—PREENMFET R LIF .

BAERBAR LIF B WWPN , TIAZERET = Y2 FC i WWPN o LIF WWPNIITEIZEERN
2x:xx:00:a0:98:xx:xx:xx. HP x 2B+ #HHEF, FIEYEREOWWPNBEIZEER
50:0a2:09:8x:XX:XX:XX:XXo
P
1. BRE FC RN EERER, AEEFESXEE X,
2. IE— MO, EFEEE— 1 EiEFRUNS BiEFEERIE— FC ZIMMIAIFRE FC LIF .
3. AENHFMEN FC BoiiEFelEHEMMS X,
4 RESX, AEREHFNPXEE,

RIFHHY SCSI k& (LUN) MZBREFIRE

TFAEEEEE EAY LUN 7 Linux EHFERA SCSI 1&%&, XLEi&&EE DM-Multipath B&Z!
MR Z R FRIIIEE P /0 B2, ENAEBohRIMERINE RS HRIF SCSI 1%
% (LUN) . BumFEHPAEE(AgERMEN.

FHaZaEl
T NEABEMNEIAR rescan BIA. iIFH sg3_utils WHEE,

TE
1. ZIFBISCSIZE(LUN)F NLUNBIRBN F 2 RRi%E: /usr/bin/rescan-scsi-bus.sh
2. 193FDM-MultipathEt & :

multipath -11

LERHF 2R LA R Y L, HPFIE TS NetApp LUN BIBIGRE !
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3600a0980324666546e2b443251655177 dm-2 NETAPP,LUN C-Mode
size=10G features='4 queue if no path pg init retries 50
retain attached hw handle' hwhandler='l alua' wp=rw

| -+- policy='round-robin 0' prio=50 status=active

| |- 0:0:1:0 sdb 8:16 active ready running

| |- 0:0:0:0 sda 8:0 active ready running

| |- 1:0:0:0 sde 8:64 active ready running

| "= 1:0:1:0 sdf 8:80 active ready running

"—+- policy='round-robin 0' prio=10 status=enabled

|- 0:0:3:0 sdd 8:48 active ready running
|- 1:0:3:0 sdh 8:112 active ready running
|- 0:0:2:0 sdc 8:32 active ready running
- 1:0:2:0 sdg 8:96 active ready running

EZRIRE LIEZEEHCIEXHRY

3 Linux EHE? w@%MSmmu%(um)ﬁ,aﬁﬁtiiﬁ%%OW%gﬁﬁe
PEHZRRIZILE, BAFMNEKE SCSIIRFHTTHK, EAEEEEEZRFZKE L
ZiZEE, HEEEEXFRY,

ez Al

Linux EHHAAE LRI SCSI & EFEM K ZBREFIEE,

KXTFULES

ZE=/DN7TE SCSI i&& _EALE DM-Multipath o B&T DM-Multipath Z4b, FAEMEBEEEAIEN, MREERIT
ET’@EEE, IR X, EZHEIEE LEETESUNCEXXHRS, HEEUTIE. BX Linux sHIFH
58, 1525 Red Hat Enterprise Linux X#4F1FA T,

p

1. EFAESXMNZRFIRE. BHELAFERANKESCSIEEHTTHEX fdisk H parted KAER,
2. fERRIEENMNZBEDK kpartx KARERF.

3. EAZIEEEER (LVM) oM SREZRE LEIRIFES.

4. ERAEETESHSRIFIRE LOEXHRS. Hlilext4FAXFS mkfs KAERF,

IEFENEE AU ZRFRIKEFHTTE NFIRE

EERAZRZIREZ, BNWIEENEE ISR NSRS R/EREL,
Fria 8
B Linux EH| EABIFRETFEEERT RAZE DM-Multipath o

KTFUAESS

MR ZRIZIRE N NAFHEEET R A USRS EIHEN T R, WAZIEET R THRERS R 25 3R
. MRFEEBEREFIMEPER, WAIRELEARITIINIE,
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p

1.

2.

_F_
SNRAERIMIRKNY, IBILIIE FC ARSS

110

EIEENZRIFIRE LIE1TT—LI0:!

dd if=/dev/zero of=<multipath device name\>

FIN/OETE Z R iFigE LifT. HEERMSIHE SN E (BN, SR —R. NEFMT):

iostat 2

3 /0 EZRIFigsE LIE1TH, ERILIERIEM 1/0 TRt chSEN, 187 /0 T RIFIRE LRIhE

1T
avg-cpu: %Suser %nice %system %iowait $%$steal %idle

0.00 0.00 0.01 0.00 0.00 99.98

Device: tps Blk read/s Blk wrtn/s Blk read Blk wrtn
sda 0.18 1.34 2.29 832606 1428026
dm-0 0.37 1.29 2.29 801530 1427984
dm-1 0.00 0.00 0.00 2576 0
dm-2 0.00 0.00 0.00 1770 24
sdd 0.17 1.18 17.87 734688 11128584
sde 0.17 1.18 18.01 734560 11219016
sdf 0.00 0.00 0.00 1344 0
sdg 0.00 0.00 0.00 1344 0
dm-3 0.68 4.71 71.96 2932496 44816008
sdh 0.17 1.18 18.22 734360 11343920
sdi 0.17 1.18 17.86 734272 11124488
sdj 0.00 0.00 0.00 1344 0
sdk 0.00 0.00 0.00 1344 0

WRATRE. 1BIETT takeover FEEHT S FHEH<:

storage failover takeover -ofnode <node name\>

EINET. URIEIOREMEZREFILE LiTiTiostat 2!
1817 giveback FEEET R LHHS:

storage failover giveback -ofnode <node name\>

KE iostat M LURIEI/ORTINEEIT.

TIRIF

BRIERIETT, AEEHINE DM-Multipath BZE U KR ZIRIFIEEH FC B
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iEFAF Windows B FC Ei &

iE AT Windows B9 FC ERE LA

&I LATE Storage Virtual Machine (SVM ) EIRFRIZE FC BRSS, BCE LUN , HER
ONTAP System Manager ZERHE ( ONTAP 9.7 B FHxrZs) 7£ Windows EAITEH
EfFF FC HBA & LUN AT H,

NRBIMUATIER, BEAIEIESRE SVM LigE FC RSS!
* IEFRIEIES FC HBA A1,

RS BAREELUTER:
* SRR EEDAERIAAN FC BiRiRH,

MREFCFIUTA2 (EFRH enp)is AR F LGB R AIEERN. XEHROMERESRE ONTAP G THREH
e, HRESBEARIMULHITA,

* KR EIE FC SAN B5b,
s BRBEINLLTEE (VFC) 5 Hyper-V B ESX FRSGEAFEH.

£ ONTAP FRITIHIRIFRYE M55

BRITUTES, BHRITUTHEE ... BB ..

EHi&itAY System Manager (GERITF ONTAP 9.7 & "9 Windows ARSS525EE SAN 726&"
EShRA)

ONTAP &< 175/RE (CLI) (/A CLI & LUN B IT{ER"

HithZR
* "NetApp X#4: Host Utilities"

FCECE TIFA

£ FC AENIRHIFMER, BFEEE Storage Virtual Machine (SVM ) EERES
LUN , SARMENEREE] LUN,
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On the
host

On the
storage
cluster

Onthe FC [

switches

On the
host

Verify that the entire configuration is supported.

v

Fill out the worksheet.

v

Install the HBA utility from the HBA vendor.

4

Update the HBA driver, firmware, and BIOS, if necessary.

\

Record the WWPN for each host FC port.

v

Install the Windows Unified Host Utilities on the host.

\

Create a new aggregate, if necessary.

~ Where to provision the volume?

Existing SVM with Existing SVM with

FC configured FC not configured

v

Verify that the FC l
service is running.

New SVM

v

Create the LUN.

Configure FC and create Create a new
the LUN. SVM and LUN.

Zone the FC switches by the host and LIF WWPNs.

v

Discover the new disk (LUN).

v

Initialize and format the LUN.

v

Verify that the host can write to and read from the LUN.
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WIFRE I FC BB
ATHRRIEEASE, SOMIEREZFEN FC BiEE.

R

1. RERIRMEMRUEIIERTAERIHNUTAGAS:
° ONTAP x4
° ENITEMN CPU 221 (ERFIRENZRARSS2R)
* RWEMERTA RS RES (ERTFIRARSER)
° FC INMBL&iERCeE: (HBA) BSLUNIRENIZR, B BIOS iR
° TFiEMIY (FC)
° Windows 1@1ER GRS
> Windows Unified Host Utilities

2. BEREFERBENAEER.
ZEENFAEERETEREFAEEEOY .
3. BEEUTEIRHHESR:
° AR
JIHBEFENRENEEERNES,
SEERUBEIRERSFRNENER,
° SRERFIAEN
AP SAN BLERM T —AUEN,

185 FC BCE TRk

BH1T FCECERSS, EFE FC BrpiEFMBIR WWPN LUIREFHECERE .

FC E#1 WWPN

Port WWPN
E%E FC L 1 BIEShER (EA) wHE

EREIFCHAN 2R B TR (EM )i

FC E#r WWPN

EREPMNENTSEEER FC $4E LIF , £ Storage Virtual Machine (SVM ) HAjg]glZE LIF B,
ONTAP =453 WWPN ,
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LIF WWPN
mOERZE FC S 1 BITIR 1 LIF

=

_,,
E

CEHE] FC A 1 BYTIR 2 LIF

=3
E

HEERIFCAIEAN1BITI =3 LIF

=3
E

MERERIFCIARHAYTI =4 LIF

=5
E

MEZEIFCRIRA2M T =1 LIF

_,,
E

EEZE|FCAHEN2MY T =2 LIF

=3
E

MEZEIFCRIRA2M T =3 LIF

s [EZEIFCRIM2B T =4 LIF

FiERCE
NRERIERSH SVM , BEILIERERR; N, ERILURIEFZRIZE]:

TR LA LUN

Aggregate name

SVM name

LUNER

LUN X/
FHIRIERSAK

LUN &#; (A]3k)

LUN ja)@iiR (RI5E)

SVM{ER

NRIETERIE SVM , WEIEH SVM FEUTER:

SVM name
SVM IP =g SVM RENRE



SVM name
SVM BBF & (F]i%) SVM 85 (AJ3iE)

SVM B LIF (E]3%)
Subnet

|P ik

A£E Hh

TIPS

Home node

T4 HBA 1R HAY HBA SERERF

#@d HBA SEAER, EAILEES FCimOMe@AimO& M (WWPN) o %55
ZFIER] T3t FC [RIRHTTHPEHR.

KFUES
1 HBA N EEFS N HE FC HBA 1I21f—1 HBA LB EF. BN FEISATENIRIER S CPU BIIEHAR

o

THEYIH T E5 HBA SERER:

* Emulex HBA Manager (LLEi#F9 OneCommand Manager ) , F8F Emulex HBA
* 1&FF QLogic HBA Y QLogic QConvergeConsole

p
1. M HBA R R iL T & AER B SR A2 o
2. BT RERFHRBIRTTRRE,
° BXER
"Broadcom ( Emulex ) Z#FALFNITEH"
"Emulex HBA Manager"

"QLogic : NetApp FZ"

E¥ HBA IREhiZERF, E4F BIOS

9N Windows EAHHY FC ENELERCE (HBA) iz1THIEEIRER, EfFF] BIOS hR
AAZZH, AP E#HITEH,
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FaZ Al
T HEEd R EER TRERECHNRE S FNREIER, EfFH BIOS R4S,

"NetApp BigfFiExRIT A"

EXFUES
IREHFERE, B, BIOS #1 HBA SEFETEFH HBA I AFig(t,

p
1. £/ HBA iR fts HBA SERTEFSIH B TR/ HBA Rahi2F, EfH BIOS iR,
2. IRIEFEM HBA M BRIz Rua R T HH 2 MAVIREIER, ElfH BIOS -

RERPAUN IR E AR ELBIEFI A T HIRSF.

EFEEN TN FC O WWPN

B3 FC N IT o XHACIB R IFENIAIEE LUN BY igroup , FEFEAEIKERIKO
Z# (WWPN) o
ez Al

BB N ENFB HBA REMWER HBA LR, HABRIE HBA BE EEIEITIERACEFT TR ED
12, Ef4F BIOS hRs,

EFUES
WWPN BFFrEEcE. BEECREeHERAT AT (WWNN) .

]
1. BITIEA T &/ FC HBA 2£E!M HBA LIS,
2. EEHBA,
3. RSN RO WWPN ,

MU TRHIE2RT Emulex HBA Manager , LAFi#F/9 OneCommand Manager o
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-~ OneCommand™ Manager (Local-Only)
File Edit View Port Discovery Batch Help

I EREIE ~|| |FindHost:

=] s Hostl1
= n 42C2071
={k= Port 0: 10:00:00:00:C9:73:56:90 Hosts:
== Port 1: 10:00:00:00:C9:73:56:91

QLogic QConvergeConsole FHE ML AEF AREERE S,

4. JFENHE FC HBAEE LIRPEE,

Z 4t Windows Unified Host Utilities

Windows Unified Host Utilities B2 & — 1N &Z&E1ERF, ATIEEFTER Windows ;AR F
HBA 28, LUE Windows EHIEMLIE NetApp ONTAP 1 E RIIEENEFERFEIT

o

ez Al
BB FeR L FMESS

* EEBEERPRESHNEE
"NetApp BifEMRTA"

© Bl BRFIEREE ERIPAFRL Windows 84MERF
"NetApp ER{FItRT A"

* A0 FCP T RNEH B BARARSS
* WL

BEXHREMEENFARES, B2 NetApp ZHFihm EIEATEEY ONTAP hvZABy SAN BEE HEATFE
8 E RINEMERSH Hardware Cablings

XFIAES
B FEEE R E Windows Unified Host Utilities 32X+ B R BIEZHIZXH . WRMK Windows EANELEHA
MEEFERGREARLE—FR, HEE MPIO . REREERAFERASRISE—RIZN, 7i%EE no MPIO,
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(D) MPIOSIRERTF Windows XP # Windows Vista 5455; BEFIRIERATZHSHE 10

XTF Hyper-V FR4, MREFSZHEZR, WRE (B8 BEFAZEREFRERAT. ERILUERRIR
Hig, WRILUER MPIO , (EREEREFIRFRART R ERXME,

E;&ﬁQH}E’Jﬁ% =] |_, ) 1%’3)” "Windows % BN I*ﬂ:kltt"
"NetApp Z#5"

I
1. M NetApp Z#Fiuhsm FEHMENRZ<EI Windows Unified Host Utilitiess

"NetApp "

2. BITAHRITXHHIRERE LR B TR
3. BB RETEFEED Windows FE 4o

BIERS
MRAEFERINERE, AJMUIB—HERES, UENBRENSREYIEFE,
p

1. W ANURL https://IP-address-of-cluster-management-LIF HERAEHNEHEIERZEER
F|System Manager,

2. «-.rﬂ)'t * ERA * /\Do
3. B el *
4. ZERREE LHIHAERMIA RAID-DP EBESIER S, RERE * IR,

Create Agaregate

To create an aggregate, select a disk type then specify the number of disks.

Mame: aggr2
9 Disk Type: SAS | Browse |
Number of Disks: 2 g Mzx: & fexcluding 1 hot spare), min: 3 for RAID-DP
RAID Configuration: RAID-DP; RAID group size of 16 digks Change
Mew Usable Capacity: 4,968 TB (Estimated)

&
LR EREENEERIZRS, HAEMIZIREEONRETIRF.
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HBERFALEES

FEESUEE LUN 28], BEERTEESRERIEIIMEA Storage Virtual Machine  (
SVM ) B ANELIEMI SVM ., BAEEXREEFTINE SVM LEEE FC,

EF IS
WMRIA SVM BEECEFRENY, HFEEERMNENIFRA LIF, NEBRME SVM 2EH1{E,

TR LARIZ—THE SVM , DUIERIENEESFREEFNEMAR 27, ERARMAY SVM KD RARBIT
WHEMLE.

E

* WREFCEERE FC B SVM LERES, NHMKIE FC fRSEHIEEIEIT, AFTE SYM LEIE LUN .
"ISIE FC ARSEBEETIE SVM i7"
"[ETEBIZLUN"

* WMREFTCEEA FC BEKEE FC BIIE SVM LECES, 157EME SVM LECE iSCSI .
"EI%E SVM LEE FC"
INREFLE H NS RIZFRIZES BOE SVM , MAHIXFE R,

* MRBAEHH SVM LERES, 61 SVM,

"BIEFTHEY SVM"

I FC RSS2 EEEIMA SVM LiE1T

WRIEIFFEAINE Storage Virtual Machine (SVM) , NMATIER ONTAP RAEIESS
ISIEI SVM ERBIEFEE(T FC RS, Moh, EATIIERTE LR FC BiEED (LIF
) o
Frea 2 i
BB EREEE FRIESR LUN BIA SVM,
S8

1. Sfi% * SVM* F,

2. FEREFAER SVM

3. BF * SVMIEE * ‘I,

4. 1F * thi¥ * B@H&%, 85 * FC/FCoE* .

5

- IE FC RSB A ETIETTo
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W Edt () ctart O stop | 3 Refresh

Status: © FC/FCoE service is running

WWNN: 20:05:00:20:98:29:18:76

FC/FCoE Interfaces:
Network Interface WWPN Current Port Status
FC_1_1 20:10:00:20:98:29:18:76 innovate-01:0b € Enabled
FC 2_1 20:11:00:20:98:29: 18:76 innovate-02:0b @ Enabled
FC_1_2 20:04:00:a0:98:29:18: 76 innovate-02:0a & Enabled
FC_2_2 20:03:00:20:98:29:18:76 innovate-01:0a © Enabled

9N FC ARS3KIETT, 1RAEEH FC ARG EEIRFBI SVM -
6. WIFg M NREDTIHAED FCLIF o

MRENTEM FC LIF DFFEA, 15EH SVM £ FC EEE S FC BIEHEI SVM .

RIZELUN

AT LIEALIEE LUN mS 8 LUN , kRS IR =632 igroup F4& LUN BREYE! igroup ,
MIEIEE EVEEZIAIRILE LUN
FFoaZ Al
* MME— I EE BB ATENRERESH LUN
s WIEFEERBAT FC MYHAIETHENZIEZEO (LIF) BY Storage Virtual Machine (SVM)
* BB REN FC ImAMLIKEABOZFR (WWPN)
XFIES
MREMWALBEFGZATE, NNBEENYEN LUN , SFERET. SN, BNIEZEIAZR.
PIE
1. Sfn%l * LUN * B,
2. B o, ¢
3. NEHIERBEEPEIE LUN B SVM .

A 2 REIE LUN BS.

4. 1 BHEM * WAL, 5 Windows ENEIEMFARY LUN 3EFE LUN 23! * Windows 2008 S E S k4 * ,
HENEE Hyper-V EWIEIMER (VHD ) BY LUN % * Hyper-V *

REARET * BEEE * EiEE,

41



g You can specify the sze of the LUM. Storage will be optimized according to the type selected.

Type: ‘Windows 2008 or later -

Size: 750 |GB v
] Thin Pravisioned

5. 7£ * LUN Container* TiE L, EFRIWAEM FlexVol Ho
BARRETE BBNTE, NENEELSEEBNAATE, EaUtlEHE,

6. £ * BohiEFMSY * TIE L, BE *RMBHEFE Y, T B AR ERANRRES, AT B
2R * R LRI RAEN FC InOBYFRIE WWPN .

7 WIAFAER, ARBE * 5T * TR S
c HEXER

TIE SVM LEE FC

&R LITEI A Storage Virtual Machine (SVM) EERE FC, FER—IMASEIZE LUN
KMEFRENE, HMEE SVM EE FC thi¥, B r'uikﬁﬂ%ﬁﬂh}io ERERTENH
FEEZ MIERKECE FC BY SVM

FaZal
WIECE FC MELEN, FEUIREFRRRIR R EETIZMEEN,

B

1. 8z * svMm* F0,

2. EEFEREN SVM,

3. %s VM* FAER * B&H, 8IE * FC/FCoE* BEUMBERER, XRTMNERA, BHERTLA

9NR * FC/FCoE* URFBERER, MXRTF SVM BECE,

Details

Frotocols: FFS CIFS FCAFCoE 15051

4. BFEHEREBESEM * FC/FCoE* WXz,
tEHE B RACE FC/FCoE thilE Mo
5. M * EZE FC/FCoE ¥ * TIEACE FC BRSEH LIF :

a. ke * y FC* EEETUE LIF &%,
b. #N ... 2 BT RAILiIfs B FERH,
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BT URFERD LIF , LUISRABEMEES .

C. £ * /9 FCP fZf#ECE LUN * X, WIAFTERRY LUN K/, ENEEMENSEHZFE WWPN ,
d. B * BRHXH * o
Configure FC/FCoE protocol

Fjcontigure LIFs to access e deta using FLFCOE protacol
Data Interface (LIF) Configuration

Both FC and FCof enabled hardware found. Cick on the sppropriste checkbox to configure the FC andlor FCoE LFs

(7] Configure Dala Lifs for FC

LIFg par node: 3 Provision & Lun for FCP storage (Dpbonal)

(Minimum: 1, Maximum 2 Lish Sigs o8 v

LUN 05 Type:  Wndows 2008 or ialer | v

Hosl Infliator

| Reviaw or Edil the interface Associstion

[ Configure Diata LFs for FCoE
6. EEWE*TIHE, IERLIFEE, ARBEH"HBTE*.

BIEHEISVM

Storage Virtual Machine (SVM) 12t FC B#x, E#NALESIZBEIRAE LUN . BJE
SVM BY, E2eiEiZEEO (LIF) UK LUN REFENSE. ERILIEIE SVM LUSH
F RIS RN S &P EM A A EIEMN EIETEE D PR o
FreG 2 i

* MAECE FC WKL, H BRI EIYIRR O EE R IZ ML SN,
il

1. SfF * SVM* &,

2. BE B,

3. 7£ * Storage Virtual Machine (SVM) Setup* &, Bl SVM :
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Storage Virtual Machine {S¥M) Setup

o (1) o

Enter SWM basic details
SVM Details

@ Specify a unique name and the data protocols forthe S

A Marme: wslexdmple.com

@ IPspace: ~

(@ pataProtocals W CFs W MRS W iscsl W OFOFCoE T

@ Default Language: | CUTF-8[ c.utf_2] ¥

The language of the Sk specifies the default language encoding setting for the Sk and

tsvalumes. Usinga settingthat Incarparates UTF-& character encoding |5 recommended.

@ Security Style: MTFS ~

Root Aggregate: | data_01_agsr ™

a. 8% SVM HyME—& 7R,
2R NETLREESZ (FQDN) , EERBREMAE, UBRSMEEEPER—0,
b. 1%&4E SVM FRIERY IP =al,
NREBFAEAZ N IP (8], WEEMA Default IP F(d,
C. (REEIAGEREIAR,
SAN 1¥{X3Z#; FlexVol &
d. EFEIRE TN E AR ETRETE SVM LAY, BMEEARRIENEE BB Yt 2

o

B2 SVM BESE NFS # CIFS A LUEX R MMNEZMEBER LIF o FHERNIXEDNFATFENHE
LIF .

9NR CIFS BIEERNMINZ —, MREEIVFIKEN NTFS . BN, RERIVFIRE T UNIX o

e. (REEINESIZRE C.UTF-8,
L ERBEEE SVM BENFIERES,

HEENRERERSES BhEMRIER,

g B IRRHMLE
LB EIEE SVM , BRRECE Y.

4. MNRBFEAT CIFS 3 NFS MEx * BEB& CIFS/NFS thiY * Tim, ERE * Bkl *, AGHEBERE
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CIFS g NFS,
S. NRAMFEAT iSCSI METR * BEcE iSCSI thi¥ * T, B&E * Bl * , REHEBEE iSCSI .
6. M * ECE FC/FCoE thi¥ * TiEACE FC iRSHEIE LIF , LUN REFIEE:

a. ke * y FC* BCEBUE LIF Ei3%1E,
b. #N ... 2 BT RAILiIfs B FERH,

BT TURFERD LIF , LUISERABIEMEES .

C. £ * /9 FCP Zf#E2E LUN * X3, BWIAFTERY LUN K/, EVRBMNEVSHIEFEI WWPN .
d. B~ IR HME: *
Configure FCIFCoE protocol

_PjConfigure LIFs 1o access the data using FCFCoE pratocol
Data Interface (LIF) Configuration

Both FC and FCof enabled hardware found. Cick on the sppropriate checkbox to configure the FC andior FCoE LFa

[#] Configure Data LiFs for FC

LI par node: ] Provision & Lun for FCP storage (Dpbanal)

(inimum: §, Maximuem 2) Lun Sigs ca v

LUN OS5 Type: | Windows 2008 or isfer | v

Hoesl Infiater

7| Rewvizw or Edit the Interface Assnociston
[7| Configure Cota LFs for FCoE
7. 87 * SVM BIE * BY, EALL SVM BeE R EIERA:
c BEHE S, ARIREREHRGEREEER.

c MNBRIVER, ARRE * B3HHE
8. EEWME*TIE, BRLIFER, ABERE *HAE *.

2 EANA LIF WWPN 3t FC 3TN #HITH X

BN FC AT H X, EANAILUERZIFEHIEHIRZEEH, ErUERYNE

IR O AN T DX
2 PA
* BRRABIRN N EIER ER.

s AT T BRBIZE LUN B Storage Virtual Machine (SVM ) BN EHEIEFHOME FC LIF B9
WWPN .

KFIES
BXWZRHEITH KAFMES, FS NI N BRI,
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g WWPN #1772 X, MARKYEROHTIK, 81 BiiERFimAESAMT— M RIRBS XS,
HEBFRBRNHNBREC,

LUN =BREYZE igroup FR—ER D BEhiER, LABRBIMEMNZEI LUN BUERIZE
* BUAERT, ONTAP fEAIEZEM LUN BREHE LUN REE@T LUN FTE T m R H HA Bext 5 = _ERYERiEdt
17iR18l,

* BIHAGTINEIN TR ERFE FC LIF #1T2X, LISEHL LUN BaptE, LIRS LUN BahZISEBEFE5S—1
TR

* #BE)EEL LUN B, IERSThZ ANECOERME LUN BEHRE T R 5%,

TEERTERINTREENEN. BRI IX, —PMORUKRERT, —IMIXKUELRT. 8TMOKEE
BT REENHNBHEFM—PREENMFEET R LIF .

B ER B4R LIF B9 WWPN , MAREET = I8 FC im0/ WWPN , LIF WWPNISTEIZSERERN
2x:xx:00:a0:98:xx:xx:xx. HP x BEET/NHBIEF, FIEYEIEOWWPNSEIZEER
50:02:09:8x:xxX:XX:XX:XXo
T
1. BR5 FC XN EERER, AREERES XEEEDL
2. QIO KX, HPEEE— I BiiEFUNS BoiiEFEEDIE— FC IRNIBFRE FC LIF .
3. AFHNFMEN FC BoiiEF IR EMD X,
4. RESKX, ARREHNIXER,

R IHGER

Storage Virtual Machine (SVM) _EfJ LUN 7 Windows EHHETR AR, EHAS
B R IMIERMEI RS LUN ERFFEE, SO NFohEHRREEEAELMEN.

PIE
1. TH Windows I+ BV EIELBER:

MREFERNZ ... Sz

Windows Server 2012 s TH*>*HEHEE~

Windows Server 2008 s e >+ BETH*>* i1ENBE *
Windows Server 2016 s x> EETH**> itEH S8 *

2. TSRS * 76 * TR
3. BE CHMEEE
4. B - 1R0F > EREEEE .
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Mg HBIUE LUN

S LUN EXH Windows EAIFIEEY, ©2BDKEXHRY, ELMAIENL LUN ,
HAERERX ARG HHAITRIUL.

Feaz i
LUN AR B4 Windows A& M.

XFIAES
LUN 7£ Windows W2 &8 SR Ak,

TR LAGER GPT 8¢ MBR DX &RFGHEE G nE S
BE, BRER NTFS EXHRFARIL LUN , BEENAEFSARIGHE,

3

1. |BEh Windows M EIE,

2. AEEE LUN , REEERFIRINEER DXL,
3. ZIRM SRV BRI TIR(E,

PNSRZERRRE LUN UL NTFS , MRFUEF * HFATRER UL * EikiE,

IIEEHBE TR LUN #1T5 NAIREX
TEfEM LUN 281, ENIIEEVIRS A LUFEEES N LUN FRHEIED,

a2 Al
HAERAXH RS LUN BTHRFER .

KXFULES

YNZREYEZE LUN BUTFESEE T R A IR B R HECH T =, N IIETE T Rt TR R 12 HAa) R S BN
IRFEEHERESHRPER, WAIETERITIE K,

NRERMAKRK, ENIIE FC IRSZREIERETT, H10E LUN B FC B&iZo

p
1 ZEENLE, B—PHSIXHFERIZ LUN
2. XM ERIERAHE ERE M HEE,
3. BEMMX M5 RIEXH#HITHER,
TR LAGER comp 83 LALEERFE N3 o
4. *Eik: *WEELUNNFESERE T Rt TiERS . HIIEERERTEIAEILUN LRI,
o. fEARYE DSM &£%E LUN RIEE, HRIEEESEAATIAREZES.

BNEEIFMMEREIZE LUN BITFMESET RBVERE, MR MEmECH T R R,



{8 VSC 3 ESXi Ei& iSCSI

£/ VSC 79 ESXi ECE iSCSI #ik

£/ ONTAP System Manager 28152 E ( ONTAP 9.7 NERhRZA) , EEILIE Storage
Virtual Machine (SVM ) _HIRIEIZE iSCSI fRSS, BCE LUN FHfER ESXi ENITEN L
By iSCSI BahiERFfE LUN B,

EUTMER T ERLIRED R

* {&1ETE ESXi 5.x H{ERAE4YE ESXi iSCS| BHBohierr
* R XF iSCSI £ CHAP S{3383iE,
s WEEFERZZIEFMASAERF VMware vSphere BY Virtual Storage Console (VSC) 7 ESX EXEE

FhEgE,

° M VSC 7.0 ¥4, VSC EBF "EFRTF VMware vSphere B9 ONTAP T A" BiNigE, aiFERTF
VMware vSphere B VSC , vStorage APIs for Storage Awareness ( VASA) Provider # Storage
Replication Adapter ( SRA) IfhgE,

° JEEMEE "NetApp Bi2EMRT A" UHIAYE] ONTAP k45 VSC M Z a4,

* MK RER IPv4 ithiit,
* BEBERAUTE—AZERBEZROS B :

° BEIMIETE XEIFH
° F5f), ERAMNIEFRFEEtE
° Faf), ERERMNEIIEFMpYHit

* EHPNESITNREEDER NI ANSEUARNGO (2 1 GbE , BEiUfER 10 GbE)

REUTA2 (A cnp)im O ZAIECER. ERJLA7E ONTAP e {TREFEEXLRO; WIERTHIZ
EZBHNAR,

BB "WEEE" BT CLI L& AN mOmEEH,

* ZKRECE iSCSI SAN Bl
* GIETEET ESXi B EEIER N VM 1RIHFME, MARE VM FiB1T iSCSI BEpiER.

BXFMAEE, BEEN "TR-4597 : iEAT ONTAP BY VMware vSphere" UMKIERTFER VSC ArZHI ST,

iSCSI Ee& TIE7

£ iSCSI fEf=fiEnl{t ESXi ENUERN, ErILUERERF VMware vSphere B9 Virtual
Storage Console 7£ Storage Virtual Machine (SVM) EEEEHM LUN , REMENZE
#2EI LUN .
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On the
ESX host

On the
storage
cluster

On the
ESX host

Verify that the entire configuration is supported.

v

Fill out the worksheet.

v

Install VSC for VMware vSphere on a Windows server.

v

Add the storage cluster to VSC, if necessary.

v

Configure your iSCSI network for best performance.

v

Configure the host iSCSI ports and vSwitches.

v

Enable the software iSC5| adapter.

v

Bind the iSCSI ports to the software i5C5! adapter.

v

Configure ESX server multipathing and best practice settings.

v

Create a new aggregate, if necessary.

Where to provision the volume?

I I
Existing SVM with Existing SVM with I

iSCSI configured iSCSI not configured New SVM
 J v v

Verify that the iSCSI
service is running.

Configure iSCSI.

Create a new SVM.

Create a datastore and its containing LUN and volume.

v

Verify that the host can write to and read from the datastore.
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W= T %H¥ iSCSI i E.
AT HRIEFASE, SOMIEREZFE ISCSI iLE.

g ]

1. BE R EMRUNITERTAEZZRNUTAGAS:
° ONTAP x4
° EHITEMN CPU 22t (ERFARENZRARSS23)
c BELERTIFRRSRES ERTIIFARSER)
° fFfEHIL (iSCSI)
° ESXi 1 1ERGRA
° FRRERSKAIIMARA
° J&ATF VMware vSphere 89 Virtual Storage Console (VSC) %4
> BFi5fT VSC B Windows Server higzs

2. PHEATEREMNIE M.

ZEENFAGERETEEEFAEESEOH.

3. BERUTEINEHFHEE:
° FRE:

FIHRIE FEMNEENEZERMNER.
° SRESFIEN
JFRAE SAN ECERM T —RzAEN,

IETE5ERY iSCSI BRE T1F&

ZH1T ISCSI EEBRESS, BHEEMEUMFEIERE .
B 48k

Storage Virtual Machine (SVM ) 2 iSCSI B#r,

BEE—NFN, HPESRWD IP ik, BFEEPETTRRYISCSI #UE LIF . ATRISRAMN, NER
W BRIRAINLE, 128132 SVM Ji2HEIR LIF BY, ONTAP Z3ECHERT IP ik,
SNIRATEE, ERAEWIEMAEL VLAN £ iISCSIRED FFo

LIF B9FM&:
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IROEREIRR P ik P4 RS
HBYTI =K LIF

T 1/LIF &
B3] 1

TS 2/LIF &z
B33 1

EERIHANM
TE3/LIF

EERI AR
T ER4/LIF

TR B 34289
TE1/LIF

EIER A28
TE2/LIF

EE RSN 289
TE3/LIF

EE R 20Y
TR4/LIF

FHEECE

(BIES

VLAN ID

NREQIERSHM SVM , BELLIZRER; BN, ERILRIEFZCIZE]:

TRUEE LUN

Aggregate name

SVM name

LUNEER

LUN &/
LUN Z#F (A]i%)

LUN [RI@R#ER (A]3%E)

FixA
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SVM{ER

NREARERIE SVM , NeIEHH SVM FELUTER:

SVM name
SVM IP Z=5(a] SVM iRENRE
SVM BF % (F]i%) SVM #1515 (\]i%k)

SVM B LIF (Fi%)
Subnet

|P ik

e T

(EES

Home node

Z4E Virtual Storage Console

iEFAF VMware vSphere B Virtual Storage Console B] Bi#1T4% NetApp iSCSI 7iE5
ESXi FWEEFEBIENFZEEMECE TS, Virtual Storage Console & vCenter
Server FN—"MfH,

FFeaZ /i
AT BB BTS2 ESXi 1A vCenter Server WEIR R &R,

XFIAES

* Virtual Storage Console {ENEINIZE RS, HAEHE Virtual Storage Console , vStorage APIs for
Storage Awareness ( VASA) Provider #] Storage Replication Adapter ( SRA) for VMware vSphere
IhEE.

S
1. FEHIEWECE 51 Virtual Storage Console iiZs, dNEIREERT AR,

"NetApp ZF"
2. BBEEIIKEFHIZIR Deployment and Setup Guide FHIS B #HITEC B,
BFESER S SVM RINELER T VMware vSphere £ VSC H1
FEREIREPOFR ESXi ENEESE — M EUBEEMEEZR, SISTREERFNITE Storage
Virtual Machine (SVM ) #I0ZI&EEF VMware vSphere BY Virtual Storage Console
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o BIAINER, SR UESEEPRER SVM LR EFE.

ez Al
B MEB BN FEER S SVM NEERFE.

XFIAES
RIEERECE, FIREEBRmAIER, WARERNEE.

T
1. & 5% vSphere Web Client ,

2. 3E&4F * EEEERIS o

3. kR FERG ¢, AARBE AR ¢ BT,

4. 11 * RINFRERS * WEEDR, WAFHEESK SYM WENBNEERFE, ARRE * HE *
FCE M LIRS RIENMRE

AR REER IR K. GRS EF s ENE B EREAIREMIES AT iSCSI
HYPIZR RV 1% BE.

p
1. R ENMFERCEEDIFE—WE,

RIFIEZ IR Y70ERBE.
2. mEFO ANEERERO, FHREEBTFISCSI,

RIFERA 10 GbE 1. EFEE 11 GbE K.
3. WA BEIHOZAUAMRETH,

TWNEE "ONTAP O EIE" AT CLI L& KNG RERTH,
4. BRERM (MTU @%% 9000) -

HIERETHEIRE, BEBIER, BARHR, BMUTFHFERM,. BN, EAEREMLF LEZE
ZFERMILE LR,

B & 4 iSCSI w0 vSwitch

ESXi TN EEBFEAMKZIHOAEEET iSCS| EiZFIFEEEL

EFUES
BIVER IP IRFHAER NIC HFEHRE, XEEHE— vSwitch EFEA— VMkernel ixH,

FATF iSCSI MmO B i N AIER—F WP EE P itk
ESFIETEE ESXi FNHNSET B, MRFBFIFMNIRE, B2 NERTEMN ESXi frZd<89 VMware H
k¥ VMware vSphere Storage o
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1. & 5% vSphere Client , ARMBERERPIERE ESXi 4o
2. £+ BB+ EME L, B WEIEE

3. B~ RINMEEEE *, SAEIERF * VMkernel * #1 * 8132 vSphere tREISHEA] * LIBIEE VMkernel i F0
vSwitch o

4. J3 vSwitch BRBE &M ( MTU X/\J 9000 , WNREEA)
5. BEE RSB LIAIESE —1 VMkernel I OF] vSwitch o

2R iSCSI 3 {i&hces

iISCSI IHiEEE2s=7E ESXi £V LB iSCSI &R, EREERERSAF, BT
R, 7Ale7sefER.
FIaZ Al
EATTE T VEuL_ EZR%E VMware vSphere Client , Si& BB AR vSphere Web Client o
B
1. %% vSphere Client .
2. WERERFIEE ESX £,
3. B *BE * > * TFBIEEEE o
4. J®4F iSCS| MHiEkces, AERELE*BMY > mE *,
S. kEFE*BRA Y, ARRE CHE .

¥ iSCSI imO48E % iSCSI IXFiEhces
79 iSCSI SR OS5 iISCSI FiEhcas xBL, A REXZIFZIRZ,
Fea 2 i
* B3R iISCSI VMkernel I,
* WITE ESXi N EEF iSCSI I4iEh2s.
XFIES
1R B LU vSphere Client 487E iSCSI i,
BXRFMRAE, 52 IERTER VMware ESXi 5 irads# VMware vSphere Storage
"VMware"

p

1. £/ vSphere Client F1 iSCSI| X {4&FCeE * SECERIFAMIER * IEERN * WK IHOAHE * EMRFE—D
iISCSI imO4FEEI iISCSI R {FiEHEC 28,

2. ¥ 1 iSCSI A48 E R iSCSI B IEACEE.

54


http://www.vmware.com
http://www.vmware.com

FCE ESXi TN RERLEIRE

BRITHRIRENZRIZMEAEREISE LW, LUE ESXi A5 IEMEIE iSCSI EEE

KRN EREREF T,

g
1. 7 VMware vSphere Web Client * 17 * T, 2 * vCenter * > * 41 * o
2. GRBETEN, RFIEEFE *121E* > * NetApp VSC* > * IEBEIE *»
3. 7£ * NetApp BIIKE * FIEER, WERBEEMEED, ARRT * AT

vCenter Web Client ¥ ERESHE,

ellfed 3=y
MRABERUERE, JURIE—MHREG, UENBEENGRUYIEFE.
p

1. I NURL https://IP-address-of-cluster-management-LIF HERALNEREERAKIEESR

F|System Manager.
2. SfnErRBE B
3. B el *
4. ZBRE_LARAFEREIA RAID-DP BLECIER S, REREE IR,

Create Aggregate

To create an aggregate, select a disk type then specify the number of dizsks.

Name: aggr2
&) Disk Type: gAS | Browse |
Mumber of Disks: 2 g Mzx: 8 (excluding 1 hot spare), min: 5 for RAID-DFP
RAID Configuration: RAID-DP; RAID group size of 16 disks Change
Mew Usable Capacity: 4558 TB (Estimated)

R
LR EREENEERIZRS, AREMIZIREEONRETIRF.

HEEMLEES

e EEE%LX’PE LUN Z 7, ZBEEHTEESRERIEIIME Storage Virtual Machine

SVM ) R AELIEMB SVM ., ErIgerHEEIME SVM LEZE iSCSI,
ETFIAFS
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NRIMA SVM BECEFRFENIN, HEEBRAIMNENIAR LIF, NERAHNE SVM 2EHE,

ERILIBIR— 1B SVM , DUIERHRIENEESTFHRERNEMAR 2. EASIRA SVM KRR ERI 7
WHEMRE.

1BEP R
* NREBEEEE iSCSI By SVM EEEEE, NI iSCSI RS BB IEEIETT.
"IRIE ISCSI RSB EBE EEME SVM LizfT
* MREFTEEEAEKREE iSCSI BYIE SVM LECES, 57EME SVM LECE iSCSI
"EMA SVM LECE iSCSI"
NREEE HMMNETRILRILIZED BEIZE SVM , NSRBI,
* MREBEHHN SVM LERRESE, "GIEH SVM'
J03E iSCSI RS EBIETTINAE SVM LiEfT

WNRIEF(ERIME Storage Virtual Machine (SVM) , MAIEIELL SVM BB IETIE
17 iISCSI BR%3-
FHaZal
B MERZFEEH EEIEH LUN BB SVM .
p
1. BME * sSVvM* HH,
2. BF * SVMIRE * &I+,
3. T:E * Td]\i}z * @%EFI’ %ﬂ:‘l *iSCSI *,
4. BHIE iISCS| RSB B E ETEIETTo

Service | Inftistor Securly

e Eoo 'ﬂ Sane E x Fatm

ELE] Sarvice 0 505 sereice 19 running

BCSI Targe! Node lams g 155208 comnedappian Fallas22dneT f e 3B TO0S 0S80 TEDLT va d

55 Target Slaw ST

5051 Interfaces

5

rwigic insgrface T Tacget Porsl Group T P Address
scal_if_1 1] 1058354
ol B 2 1029 10,5335

5. iER7 SVM FIHAY iSCSI ##0,
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T—DHME
N5 iSCSI AR5 KIZ1T, 1B/B5N iISCSI ARSZEEIZEHRY SVM .
MRS ISCSI #HO DT, 1FEH SVM £ iSCSI BLE T /9 iSCSI BIZEHFHY SVM 6

£ SVM LECZE iscsl

& LA7EI A Storage Virtual Machine (SVM ) _EFEZE iSCSI, iSCSI XA BETE
SVM £EH, BHEXEE. WEEERTENHEEZ MMUEREKEE iSCSI Y SVM

o

FFaz Al
B ER BB BMgitit, UEAS T REIERLIF .
T

1. 813 * SVM* B,

2. FEREREN SVM .

3. fESVMHY"Details (¥H(E 2)" &g, KIE* iISCSI*BEUMREBERER. XRRFMNEBA. BEXTS
&,

YR *iSCSI * UZBE=ET, NFRR SVM BRCE,

Details

Pratocaols: MFs CIFS FCARCoE 15051

4. BFEIREERM * iISCSI* il s,
B B RECE iSCSI Y E O,
5. M * EZE iSCSI X * TUEEZE iSCSI fRSE#0 LIF :

a. mANBR51E.
b. FaA ... 2 FE BT RBILifs T FER T,

SIMURFERDLIF , UHAERTAMENSIES T,

C. 79 LIF S3EC IP #todik, RILUMERFM, WA UAAERFM.

d. ZBETNER * /9 iSCSI fFEEZE LUN * X33, FAMEERLETIERTF VMware vSphere 8 Virtual
Storage Console f2& LUN

e Bl BRHXH "o
6. EE*HE* 1A, BRLFEE, RAERE *HE*

BIEFEISVM

Storage Virtual Machine (SVM) 12t iSCSI B#r, FARL@EILBARIGR) LUN, I
SVM B, RFEECIETEEO (LIF) , LURMH LUN BIERZ. ERILIGIE SVM LURA
FH#IEMEREIgE S S EHM B R NEIENEEIgE D R .
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FIaZ Al
* B AR BRI ARGt UEAS T REIBE N LIF.

R
1. S * svM* &0,
2. BE IR,
3. T£ * Storage Virtual Machine (SVM ) Setup* B, Bl SVM :

a. 8% SVM HymE—& 7R,
2N NETLREESZ (FQDN) , EERBREMAE, UHRSMEEEPIER—0,
b. % SVM FERY IP =(als
NREBFAEAZ N IP (8], WEEMA Default IP F(d,
C. (REEIAGEEIARE,
SAN {32 #; FlexVol %o
d. R EIRE N B AR BETRETE SVM LAY, BMEEARRIBNEE BB Yt 2

o

B SVM BESE NFS # CIFS A LUEX R MMNEZMEBER LIF o FHERNIXEDNFARTFENHE
LIF .

9NR CIFS BIEERNMINZ —, MREERIVFIKEN NTFS . BN, RERIVFIRE T UNIX o

e. f(REEINESIRE C.UTF-8,
f. EREES SVM iBENFIEREE,
BIRENREBERSEL B kR,
g B IR HURER *
HEDEAIZE SVM , {BiRECE Y.

4. NRMTFHEAT CIFS 5 NFS M2 * BESE CIFS/NFS thi¥ * i@, s * Bhd *, AEHEEESE
CIFS 3 NFS
5. M * E2& iSCSI thiX * DIEACE iSCSI ARSH A LIF :
a. A BR5IE.
b. EAFMSAERFRA LIF 7EC 1Pttt
C. BN ... 2 BT R BILifs B FEE .

BITNREERDLIF , LR BENESIES .

d. Bk A&y * /9 iSCSI fFEERE LUN * X33, R AMEGERLETIERTF VMware vSphere B Virtual
Storage Console BZ& LUN .
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e B RATHME
6. INRBFEAT FC MET * BECE FC/FCoE i * TiE, BHHRE * Bhd * , ABHEHEEE FC,
7. B/R* SVM B * B, EAL SVM FLERIRMEIER
c BBkt , ARREFEHEGREEES.
c BINBERHIER, RSB " RRHME
8. &EF *ME * 1A, iERLIF 58, RABREL *HE *.

Mzt A EAENFAESEELRY iISCSI BR1Z

B RRITHRITEESERBHNEERR, EFEREMNEVEFEEEFSITRER
%12, HT iISCSI BIrAMmBVEBERMAR, FIEFTEMENMNEFEEEHRONTT ping
1%,

ez Al
B FFEEAT iISCSI BEMNFIEZIEREND (LIF) BY IP #tbitsiEH R,

XFIAES
LUN =BREYZE igroup R —ER D BEhiER, LABRBIMEMNZEI LUN BUERIZE

* ANBERT, EVREREIMENZIEEEIE LUN B Storage Virtual Machine (SVM ) YT RBYERTR,
W BIZ T =B HA BBt T S AU ER 1R,

* BIHAGTOIZHNMIM ENBREPES I T REVEBE, EENREDRMET REE HA BN R LR

iRz

* BN EREIARY LUN BREHIT A,
OB EM HA MBI T RARI0E] LUN BRESHR, LUEAR LUN SBap B E T s &,

p
1. HESXiENA. M ping < URIEE—LIFRIERER,

o ping 88 A] NESXiRRSZ RIS ARl

2. &8 ping MY URIESEEFENT R EENSCSI LIFAEE,
° HHXEEE*

"VMware F1IREXE 1003486 : fHH ping #p< M LR i 1"
ALBEIEEMEEHIZEEE S LUN flE

PUEFHEEE S ESXi TN LRIEPMIE VMDK o ESXi A ERVEUEEMEERFMES
B LAY LUN E#17ECE,

Faazal

WM EE T VMware vSphere B9 Virtual Storage Console (VSC) FIGE FMEIEIE ESXi FHH
vCenter Server H1,
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VSC % EH EBiEHIEREEL Storage Virtual Machine (SVM ) E3BABERIZ LUN F1%,

RFUIES
VSC FIEnpECE SRR ERE, BETEIEER SVM LEIEZ LUN M5,

S
1. £ vSphere Web Client * 1 * TIEH, B * FHIMEEE * .
2. ESMEEFR, ERERESIREMEENEIEF 0.
3. AiEEE ESXi £H1, FAEERE * NetApp VSC* > * FRBE HUIRIFMEE * -

E, SRR ENAREGER, EUUREFEEIHERTIIMREENER,

4. ERSHPRRMAFER:

1 HetApp Datastore Provisioning Wizard: {T1ME

iy 1 Name and type

2 Storage system

Specity the name and type of dotastore you want to provision.

You will be able 1o select the storage system for your datasiore in the ned page of this wizard

3 Details

4 Ready 10 complala
Mame * LES?’._1_E}$::' |'
Typa & 1 NF3 (n) YREFS
VMFS Protocol | % [ FCFCoE *) I3CS

Select the storage capability profile you want to use 1o provision a new datastore.

Storage Capability Profife * | Mong o |

Haxt CancH

° JEHE * VMFS* fEREIRTFERERE,
° &R *iSCSI * fEA VMFS 11

° &R * T * (EATFEIETHEEEC B S .
° & * FEREIALE * ik,

° & * BIES * BIRAE,

IEEHBE AR LUN #1T75 AHIREX
TEfEA LUN 281, ENEIEEHNRE rTLOSEHES A LUN FREIEEL,

KXFUIAES

SNREYEE LUN BUSEE T R A] IR BRI HECN T =, NNIEET REFERZ R RS IREEE, NRER
EEFMERER, WAIBETERITIENH,

pZ
1. £ vSphere Web Client * 71 * i L, B * EVIMER * .

60



2. ESMERT, BE - FhE  ETT
3. EFEIEHL, AEEENHEBIEEMERE,
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LB R B R EEEF B AR

. TEHIEFEEREIR— NI MR, AR EERNZI R,
ERIERBERET IR

6. WIEEEE BT LURRINIRIG NS,

7. AN X ESLUNBIS R T R TR S . HIIEER TR LU NMIRE
NRERMIHKY, IEIUIE iISCS| IRSZ B E IETEFMESEE £iB1T, HHE LUN #YiSCSI B2

8. *AJik: *MNRITEEFT R THIEES. BSLRELT R HRFAALIFREIE XK,

9. 3F ESXi &8, IBEMERRNE ESXi TNEEHIEEFMERE, HARIIREET 7 & LERXH,.

c HEXER

BB EE

i& T+ Red Hat Enterprise Linux AY iSCSI fid &

i&EFF Red Hat Enterprise Linux #9 iSCSI B2 & #1iA

£/ ONTAP System Manager 28152 E ( ONTAP 9.7 NERhRZA) , EEILIE Storage
Virtual Machine (SVM ) LIRIGE iSCSI ARSS, EZE LUN FfE LUN 7£ Red Hat
Enterprise Linux A58 LB,

XEIEETUTRIR:

. f_’.:ﬁ}lET:EiéﬁﬁiﬁE’\] RHEL &% 6.4 S{E S hkZ<HY Red Hat Enterprise Linux £41_EfEMA iSCSI 4B ohig
Fo

* IEHINKBEER IPv4 ik,

* BEBERAUTE—AERBEZEO SR
° B, NEEXHFW
° Frf, ERAMNIEFRMAPEFIE
° F&), FERERMNEIIEFMHuE

* f&KECE iSCSI SAN Bl

BXUfEIFER ONTAP EEERFE EHAVFAER, 1550 "ONTAP SAN EAIE"

BX SAN EEMEMIFAEE, 1520 "ONTAP 9 SAN EIZ#HA"
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BIEALLES, BEA .. BEW ...

EHI&1TH System Manager (7 9.7 XEShAHIR "ELE SAN 7FiE"
1)

ONTAP @175 mE (CLI) "/ CLI & LUN B I{ER"

iSCSI ELEMACE TIFR

fEFR iISCSI REMNIRBTEERY, EFEETE Storage Virtual Machine (SVM ) EEZEEM
LUN , ZAREMENEZE] LUN,
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On the
host

On the
cluster

On the
host

Verify that the entire configuration is supported.

v

Complete the worksheet,

Install Linux unified host utilities and
optimize |/0 performance.

Record the iSCSI initiator node name.

v

Set the i5CSI replacement timeout value.

v

Start the iSCSI service.

v

Configure DM-Multipath.

v

Create a new aggregate if necessary.

Where to provision the volume?

I |
Existing SVM with Existing SVM with New SVM

iSCS| configured iSCSI not configured
v v y
Verify that the iSCS
service is running. Configure i5C5l and Create a new SVM
v create the LUN. and LUN.

Create the LUN. |

Start the iSCSI sessions with the target.

v

Discover new SCSI devices (LUNs) and multipath devices.

Configure logical volumes on multipath devices
and create a file system.

Verity that the host can write to and read from
a multipath device.
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W= T %H¥ iSCSI i E.
AT HRIEFASE, SOMIEREZFE ISCSI iLE.

s
1. 8% "NetApp BRFERT R WIIREZFHFUATAGMNAS:

° ONTAP x4
° EMIEN CPU RYg (ERFHRENRRSER)
c RENIERTIARRS B[S (ERTTIRRRSER)
° FFiEY (iscsl)
° Linux &R FthR A
° DM-Multipath {48
o Linux Unified Host Utilities

2. BEREFERBENEER.
ZEENFAEERETEREFAEEEOY .
3. BEEUTEIRHHESR:
° AR
JIHBEFENRENEEERNER,
BEERUBEIRERSFRHNIREE,
° SRERFIAEN
AFRE SAN BLERM T —ROEN,

IS isCSI BRB X
EH1T iISCSI BEBESS, FBHEE iSCSI MR, MEMIMEEILERES.

iSCSI tRIRFF

BohigRr (EH) iSCSITT=EM (1QN )
Birsl& (AJik)

BRMI4HtE

Storage Virtual Machine (SVM) 2 iSCSI B#r.

BHFEZ2—FM, HREIWN IP #ilt, ATEEPESNT R ISCS| #iE LIF . ATRISAIAMY, MiER
PRI, 7EEIE SVM FF2HEIRE LIF BY, ONTAP SEHER] IP ik,
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WMNRAIEE, BREARYIEMLZS VLAN LY iSCSI RED o

LIF B9FM:

iR R B 3 i
HBY T =5 LIF
T 1/LIF &
B33 A 1

T 2/LIF &z
B 3ZHEA 1

EERI N8
TR3/LIF

EERI N8
T H4/LIF

EIER A28
TE1/LIF

R A 209
TE2/LIF

I F 3289
TR3/LIF

EERIR AN 289
T H4/LIF

FiEkcE

IP 3k

B2

(S

VLAN ID

NRELIRREHM SVM , BELMERERZM; BN, EAILREFZSIRE]:

TR UEE LUN

Aggregate name

SVM name

LUNEE

LUN &/
LUN &#R ("]3k)
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LUN X/
LUN [R)@R#ER (A]3%E)

SVMZ &

NRIETERIE SVM , MEIEH SVM FEZUTER:

SVM name
SVM IP =g SVM IREMERS
SVM BF & (mlift) SVM Z43 (A]ik)

SVM B LIF (E]3E)
Subnet

|P ik

RA£E Hh

TIPS

Home node

Z2%E Linux Unified Host Utilities 1L 110 488

Linux Unified Host Utilities®#X {4 8+E sanlun SSFATEF. —#NetApp LUNIRE T A, ATH
FEREXRGHEEBETRNER, BEMITE Linux EV BB ERIRS 2sECE X,
LU 1% NetApp 7ZAEMERE,

FaZ Al

B EAEIREERATE EMEIE S 3FHY Linux Unified Host Utilities i, M TEE tuned BEE.
T E2LINnuIRERAED LRI —E 9. B3 tuned-adm 8%, AFEEIN LISERS BB X,

T
1. M NetApp Sz3Fuhm T & #FH Linux Unified Host Utilities kizZso

"NetApp T&i: "

2. FRIRRE SRS FRAYIRBE%REE Linux Unified Host Utilities 2X1o
3. {1 tuned REERRE, BANUTHS:

yum install tuned
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4. JFFYEEN. EHFEEIRE enterprise-storage AoEX .
tuned-adm profile enterprise-storage
S. WFEIMEAN. BHRREIRE virtual-quest ELEXH:

tuned-adm profile virtual-guest

° HXER *
"Z23E Linux Unified Host Utilities 7.1"

IER iSCSI TR A

BHAE Linux EH EIER iSCSI BhiZFT RRAM, UEEREFERANER.

P
1. FAXARIBESFIFF /etc/iscsi/initiatorname.iscsi BT AZMIIX G,
2. BT RBMIEEERIEISCAHF

iISCS| BEnigFT R BRI FFR:

ign.1994-05.com.redhat:127

% E iSCS| BigiErE
BXRZRZ, HAEIR iSCS| L& X MRS B,

il
1. EhENEBIE /etc/iscsi/iscsid. conf XEMERIAE1205F]5,

BB EXMTF PN TAIR iscsid. conf:

node.session.timeo.replacement timeout = 5

BT iSCSI ARSS

/miE ISCS| EcBEX /e, EwiiEsh iSCSI ARSS, LUEEAFILARINBEARHAIR LUN o
9N iSCSI RSB EfEETT, WHBMEFHETNE.

p
1. 7% Linux EMELIRTAFLEE) iISCSI ARSS
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NRIEFERZE ... BN ...
Red Hat Enterprise Linux 7 Z%!#1 SUSE Linux systemctl start iscsid
Enterprise 12 &%l

Red Hat Enterprise Linux 6 &% service iscsid force-start

B /R1E1E1T Red Hat Enterprise Linux
6 Z5IF0 Oracle Linux 6 R&FIHIEH,
L35 iSCSI fRSSES, WiTIbE
() % mREHT
/etc/init.d/iscsi start MA
B EHITE service iscsid
force-start, MEWEIFEIRES,

Red Hat Enterprise Linux 5 g 4 &%} Oracle /etc/init.d/iscsi start
Linux 5 &%/, Red Hat Enterprise Virtualization ,
Oracle Linux #1 Oracle VM

SUSE Linux Enterprise Server 10 3 11 &%) /etc/init.d/open-iscsi start

Citrix IR iscsiadm TR, RE XAPI X EISTRB SIS LE iISCSI BRSS, BohbBihERUREM
iISCSI &1EFES.

fidE® DM-Multipath

DM-Multipath AIEIE Linux FNMFEEREZ BINZMNER. WNR7E LUN EECE DM-
Multipath (£ Linux £ EEE B/ SCSI &%) , M Linux EHATIAERFRSAHH
IR PR A I IR B EE B ERY LUN

Faazan
e Ed B EER TRMREFIER DM-Multipath iz,

"NetApp BigfFiExRTA"

RINHER, S MEEIRUARE NS T RRER I BE, X, 7T
() ExEAmERT, RERKRELE, TET Windows BIRIERSHR, NN HYIEHEOER
HHES (LAG) .

B
1. 4§48 /etc/multipath.conf X, W FFR:

a. MEREEFEEEHFRIIE NetApp SCSI 1&E (BRH) ,
XEGEEEBMANAEER sanlun lun show AF<:

* YNREHFRIENetApp SCSIigE. BENR R RH D FRAXLEIRENEIERIFRTF(WWID)
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multipath.conf X

E E~3IFNetApp SCSHEERIWWID. EEEHFINIRE LA TH<S. H
SCSI_device name EEIEERILE: /lib/udev/scsi_id -gud
/dev/SCSI _device name

50, if /dev/sda BEHFFHIIENetApp SCSIIRE. NBALUTRSA:
/lib/udev/scsi _id -gud /dev/sda
LR 2 RgEHIWWID, ERIBUREESIFAENEEIP nultipath. conf XF

EUTRAIF., ERMNERZEES nultipath. conf filew EBEWWIDAIIENetApp SCSHEE
3600508e000000000753250£933¢cc4606 NEIFE:

blacklist {

**wwid 3600508e000000000753250£933cc4606**
devnode "“(ram|raw|loop|fd|md|dm-|sr|scd|st) [0-9]*"
devnode "“hd[a-z]"

devnode "~cciss.*"

° RSB EHFRRIZE. IBMFMER_WWID_fT multipath.conf Xff
a. ERMMNHEFBAZITREMMUTFR &, LUSANetAppZiNIDM-MultipathiZ & :

rdloaddriver=scsi dh alua

2. BEIDM-Multipath=F#F#iE:
/etc/init.d/multipathd start

3. B BERSHAMIBoIFFIH. UELRETIFHETERABoIEAEREBE:
chkconfig multipathd on

4. EBHRETY Linux Mo

5. WFRAEE rdloaddriver BT, BMHFPSERIZE cat /proc/cmdlines

o rdloaddriver IRBERAEELANZBLANEIFIEZ—:

# cat /proc/cmdline

ro root=/dev/mapper/vg ibmx3650210104-1v_root rd NO LUKS LANG=en US.UTF-
8 rd NO MD rd LVM LV=vg ibmx3650210104/1v_root SYSFONT=latarcyrheb-sunlé6
rd LVM LV=vg ibmx3650210104/1v_swap crashkernel=129M@0M KEYBOARDTYPE=pc
KEYTABLE=us rd NO DM rhgb quiet **rdloaddriver=scsi dh alua**
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ellfe =y
MRTBERNERE, ALUEE—THRE, WENEEENERHYIEFE.

TR

1. W ANURL https://IP-address-of-cluster-management-LIF HERAEHNEHSIERZEER
F|System Manager.

2. SE > BE 'O
3. BE IR, *
4. 1RERREE LRI BAEARIA RAID-DP EBECIER S, ARRE * IR,

Create Agaregate

To create an aggregate, select a disk type then specify the number of disks.

Mame: aggr2
9 Dizk Type: SAS | Browse |
Mumber of Disks: 2 g Mazx: & fexcluding 1 hot spare), min: 3 for RAID-DP
RAID Configuration: RAID-OP; RAID group size of 16 disks Change
Mew Usable Capacity: 4,983 TB (Estimated)

&
A EREENEECERE, AREFMIZIRESEONRETIRF,
HRERFALEES

FREEUES LUN 28], BKEEHRTER 11%%7][1?']&75 Storage Virtual Machine (
SVM ) RENECIEM SVM, ErEEEFZETIME SYM LEEE iSCSI,

KXFUIAES
NRIMA SVM BECEFRFENIN, HEEBITMENIAR LIF, NERAHNE SVM 2EHE,

ERILIBIR— 1B SVM , DUIERHRIENEESTFHEERNEMAR 0. £ARIRA SVM R REARER T
WHEMLE.

REPE
* MREBFECEE iSCSI Y SVM LECES, NMHTIRIE iSCSI RSB BEEEIETT, AFTE SVM L£EIE LUN

[e}

"IRIE ISCSI RSB EEEIMAE SVM LisfT"

"IETESIZLUN"
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* MREHECBAERERE iSCSI MWIlE SVM LEEES, BENE SVM LELE iSCSI .
"HEIAE SVM LFEE iSCSI"
NREACE HMMINET RIZR RS EEIE SVM , WEHIXMIER,

* MRBIEHHY SVM LEEES, E6IE SVM,
"BIEEFAY SVM"

I9IF iSCSI fREETEEIME SVM LiEfT

WNRIEF(ERIME Storage Virtual Machine (SVM) , MAIEGIELL SVM BB IETIE
17 iISCSI BR%3-
FaZal
B MERFEEHE EEIEH LUN BB SVM .
p
1. BME * sSvM* B,
2. BF * SVMIRE * &I+,
3. T:E * 'I'ﬂ_]\'ly * @%EP, %a.:l *iSCSI *,
4. I iSCSI RSB BB EEIETTo

Service | Inftistor Securly

e Eoo O Sane E
ELE] Sarvice 0 505 sereice 19 running
BCSI Targe! Node lams g 155208 comnedappian Fallas22dneT f e 3B TO0S 0S80 TEDLT va d
55 Target Slaw ST

051 Interlaces

5

Migwioric inferface T Target Porsl Group T P Address
scal kf_1 123 105335 4
meal B2 102 10.53.22.5

5. IBRA SVM FIHAY iSCSI ##0,
T—igE
gN2R iSCSI fRSARB1T, 1BATN iISCSI PRSI EIEFHH SVM o
MRENT R iISCSI #HOKDFRMA, EEH SYM £ iSCSI EeE 7 iSCSI BIEHFHI SVM .
BIZLUN

e UEALIEE LUN mSEIE LUN . thRSIESEIE igroup H3& LUN BREFE! igroup ,
MIEIsE EMEETL A RILE LUN .
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FriaZ Al
* RABE—TABEBITATRINREREN LUN .
* WIMEBE—BERBA iSCSI thiYFHEeIEMEMNZIEZENO (LIF) B Storage Virtual Machine (SVM) o
* EUFEIERENM iISCSI BEhiZF T m & K.

LUN =BREYZE! igroup FR—ER D BENiER, LABRBIMEMZEI LUN BYERIZEL

* ZIANERT, ONTAP ERERM LUN BRSY ( Selective LUN Map , SLM ) £ LUN REE&d LUN FRri@¥s
RRESATAY (HA) XA EREREHTIARE,.

s BANMARNRESN T R EECEFRA iISCSILIF , USRI LUN #5htE, LIRS LUN BRI S — %

71N\ O0

* #BE)EEL LUN B, RIERBEIZANEDR SLM IiRETI R 5K,

KFIEES
NRENALEEHRRATE, WNREENLAEN LUN , EFERRM. BN, ENEZIINR.

3
1. SfnZl * LUN * E 0,
2. B AR,
3. NRHITZEEFEHFPEIE LUN B SVM,

LB 2R 612 LUN RS,
4. 1 BHEM * WAL, A Linux ENEZFRERY LUN % LUN 28! * Linux *,
REFRIEH * FERE * E%E
g You can specify the sze of the LUN. Storage will be optimzed according to the type salected.

Type: Ly bl

Size: 750 c8 -
] Thin Provisioned

5. 7£ * LUN Container* TiE L, EFRIEH FlexVol &o
B RRETE BBNTIE, NREMEESEEBNARASTE, EallltliEHRS,

6. 7 * BohiEFMRSY * TIE L, BE *RMBHIERFRE*, T B Bk HANRERER, AT B
R * IR LA EIEREENBY ISCSI BEpigF T =B,
7 WINFAER, ARBE 5T * TR S
c AXER
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£IE SVM LEZE iSCSI

&R LUIEIE Storage Virtual Machine (SVM ) LEEZE iSCSI, HERA— M RSEIE
LUN & EFRER%E, iSCSI thil%MEE SVM LEA, BiEkiE, ERERTEN
HELE Z MMYEHKECE iSCSI BY SVM

Froaz a0

T MAR BB ARMAEE, MEAS T REIERE D LIF,

XFIES

LUN =BRESE] igroup RE—EF 3 BabiERr, LUBRBIMEMNEI LUN BIEREEK,

* ONTAP {3 LUN BREY ( Selective LUN Map , SLM) f& LUN REE@E LUN FriEg T =& H HAEC
X R LR HITIRIE,

s BNAKNAEEN T R EECEFAA iISCSILIF , LASEIN LUN #B5htE, LIRS LUN BapRIEETN S —1 1

o

* BB LUN ZaT, BIUER SLM iRETT Y%K,

B

1. SME * SVM* B,

2. EEEREN SVM,

3. 7£ SVM* M= B * Bi&H, WIE *iSCSI* REURBERETR, XRTIMYEREAH, BERTLEE,

gNR *iSCSI * UFBERER, N&KER SVM BEE,

Details

Protocols: MFS CIFS FCARCoE iSCSl

4. BEIRBE R * iSCSI* HMMEHE,
LB 2RECE iSCSI thiNE Mo
S. M * BCE iSCSI thi¥ * TNEFECE iISCSI ARSSH LIF :
a. *mNik: *ABR5Eo
b. A ... 2 BEMTH RHILiIfsEFEH,
SIMTRFEMRDLIF , UHARTAMENSIESRMT,

C. 79 LIF S3EC IP #tbhik, "ILAERFM, A IAERFM.
d. £ * 7 iSCS| 7FHEECE LUN * IR, JANFRRAY LUN K0y, ENEBIRIENRY iSCSI Brhi2F&

o

e Bl * ZRXHXH o
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Configure New Protocol for Storage Virtual Machine [5VM)

Configure iSCSI protocol

f,,- Configure LIFs to access the data using i5C51 protocol

Data Interface (LIF) Configuration

Provision g LUN for iSCSI storage {Optionaly;

Target Alias vel_alias

LIFs Per Mode: 5 LLIN Size: 50 GB ¥
(A 1, Maximum, & LLIN O5 Type! Linus i

Assign IF Address: Without a subnet i Host Initiator, jgn, 2001-04 com, example;abs

IP Address: 10.10.70.10 Change
Broadcast Domain Default o

Adapter Typa. MIC i

[T Review or mo dify LIF configuration (Advanced Settings)

6. EF*HE 1A, BRLFER, ARRE HAE .
BUEIEISVM

Storage Virtual Machine (SVM ) 12t iSCSI B#r, FAlAL@ILBEARGR LUN, Bl
SVM BY, E=6I3EZiEZEO (LIF) UM LUN RERENSE. EaJLlelE SVM LUEH
FHVEGEN B S &R EHMA P B EIEM EEThEe 2 bR .

Sa ! = WAl
s BT EE BB ML, DEAS T SEIER D LIF .
XFUES
LUN =BRET R igroup FHI—EB BEhiER, LUUBRHIMENIE] LUN BIERZER,
* ZUABRT, ONTAP fERZEHEM LUN RS (SLM ) ff LUN REEE LUN FrET = RE HA BT =
RIER IR FHITIHIR)o
s AV RES N TR LEEEE iSCSILIF , LSCIT LUN #5htE, LARS LUN Bop R &P S—1 1

o

* BEhES LUN B, HIEBEIZAIERR SLM IRETTRYI%KR.

PIE
1. SfnZl * SVM* F O,
2. o,

3. 7£ * Storage Virtual Machine (SVM) Setup* &0, Bl SVM :

74



Storage Virtual Machine {5¥M] Setup

o (1) O

Enter SWM basic details
SVYM Details

@ Specify a unigue name and the data protocols for the SYA

WA Marme: wslexdmple.com

@ IPspace: ~

(@ pataProtocalss M aFs W nFs W oiscsl W OFOFCoE T

@ Default Language: | CUTF-2[ c.utf_2] i

The language of the Swh specifies the default language encoding setting for the Sk and

tsvolumes. Usinga settingthat Incarparates UTF-8 character encoding |5 recommended.

(@) security Style: UNIX v
Root Aggregate: | data_01_aggr i

a. 87 SVM H9rE—Z R,

R IUETTEREE® (FQDN) , HEEBEMAOE, UBHRBMMEEEFPIHE—H,
b. 3% SVM FRIERY IP =8,

NREFHAEAZ IP =N, MEMEA Default IP =8,
C. REBRMINEREIER,

SAN X3z ¥ FlexVol %o

d. EEREIRE T RHENFIE YA FTEETE SVM LAY, BMEERRILENEEPIA it 24

o

Bl SVM BFiE#E NFS # CIFS RILUEX A MMUEZAER LIF o FHERMZXEDNAAFENHE

LIF o
IR CIFS BIEEFMNINZ —, MEZLERFIEERN NTFS ., BN, ZLBIVIFIEE N UNIX o

e. REMINESIRE C.UTF-8,
L XEEGE SYM IRENFABRRS,

HIEENRERBERES BHERIER,

9 Bl - RRRFAMEE
BRI SVM , {ERKRECE DN,

4. NEBFEET CIFS 3 NFS MET * AitE CIFS/NFS thiX * Ti@E, F8E * Pl *, AGHEERE
CIFS B¢ NFS,
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5. M * EZE iSCSI thiX * WEECE iSCSI fRSZHEIE LIF , LUN REFIEE:

a. *mnk: “HABTAR.
b. EAFMIAERFMA LIF 53EC IP i,
C. BN ... 2 BB TRBILIfSEFERF,

B TNREERDLIF, LR BENESIES .

d. %* 77 iSCSI fFEECE LUN * XIZH, HAFRFRAY LUN K/, ENRBFENR iSCSI BriizFH

e B IR MEE
Configure New Protocol for Storage Virtual Machine [5VM)

Configure iSCSI protocol

E,J Configure LIFs to access the data using i5C51 protocol

Data Interface (LIF) Configuration

Target Alias L aliis Provision g LUN for iSCSI storage {Optional);
LIFs Per Mode: 2 LI Size: i GH. |™

(Mdirimun. 1, Maximurs, § LUIN O5 Type. Linux v
Aszgign IP Address: Without a subnet b

Host Initiator. jgn.2001-04,.com.example abs
IP Address: 10.10.10010  Change

Broadcast Domain Default bl

adapter Type! WIC o

[T Review or mo dify LIF configuration (Advanced Settings)

6. IRAFEAT FC MET * &LE FC/FCoE il * Til, FHE * Bkl *, ASHEHBECE FCo
7. R SVM B ¢ By, EAIE SVM ECE SRR EIER

c BE Bk, ARREFEHRGEREEES,

c MNIBRIER, ARRE * B3THHE
8. &EF *HWE * 1A, IER LIF B8, AGRE *HE *

Bzh5 B15) iSCSI 21&

I\_énux FNDNESEFEEEFTE IR (BF) ZILISCS| &EE, ERUMNENZEILS
Ho
KFULES

7 ONTAP H1, iSCSI FHHMEHIEREEFENT AR, DM-Multipath AR EFEHANRERR. W0
RIRIRKM, DM-Multipath $ERERRRZR,

76



S
1. MLinuxEN B SIRR AT BaSCSIARSS :

service iscsid force-start
2. RIiSCSIBHT:
iscsiadm --mode discovery —--op update —--type sendtargets --portal targetIP
SMELRMBIRH IP thitS BT S8BT H,
3. BRI BIFLUEILISCSIRIE:
iscsiadm --mode node -1 all
4. eI I EEBERNISCSIRIEFIR:

iscsiadm —--mode session

RIFH SCSI k& (LUN) MBRIFIRE

FAEEERE ERY LUN 7£ Linux EMHFE/RA SCSI 1%, XLEIGHEE DM-Multipath B & E|
MR ZBRRIGEIIMEE TN 1/0 R, FNFA=BohAMERMEIRFEFHHIF SCSI 1%
% (LUN) . B mFoEHAEE(AgELZMEN.

FIG =2 B
BN IMEBMEIZS rescan B, (1 FH sg3 utils W,

p
1. RIFEISCSIIR & (LUN)F ALUNEI BB B S BRIZIRE:

/usr/bin/rescan-scsi-bus.sh
2. I8FDM-MultipathB2E :

multipath -11

HEBPR R AU B AL, EPFIE T & NetApp LUN BUEIGRE:

77



3600a0980324666546e2b443251655177 dm-2 NETAPP,LUN C-Mode
size=10G features='4 queue if no path pg init retries 50
retain attached hw handle' hwhandler='l alua' wp=rw

| -+- policy='round-robin 0' prio=50 status=active

| |- 0:0:1:0 sdb 8:16 active ready running

| |- 0:0:0:0 sda 8:0 active ready running

| |- 1:0:0:0 sde 8:64 active ready running

| "= 1:0:1:0 sdf 8:80 active ready running

"—+- policy='round-robin 0' prio=10 status=enabled

|- 0:0:3:0 sdd 8:48 active ready running
|- 1:0:3:0 sdh 8:112 active ready running
|- 0:0:2:0 sdc 8:32 active ready running
- 1:0:2:0 sdg 8:96 active ready running

EZRIRE LIEZEEHCIEXHRY

3 Linux EHE? w@%MSmmu%(um)ﬁ,aﬁﬁtiiﬁ%%OW%gﬁﬁe
PEHZRRIZILE, BAFMNEKE SCSIIRFHTTHK, EAEEEEEZRFZKE L
ZiZEE, HEEEEXFRY,

ez Al

Linux EHHAAE LRI SCSI & EFEM K ZBREFIEE,

KXTFULES

ZE=/DN7TE SCSI i&& _EALE DM-Multipath o B&T DM-Multipath Z4b, FAEMEBEEEAIEN, MREERIT
ET’@EEE, IR X, EZHEIEE LEETESUNCEXXHRS, HEEUTIE. BX Linux sHIFH
58, 1525 Red Hat Enterprise Linux X#4F1FA T,

p

1. EFAESXMNZRFIRE. BHELAFERANKESCSIEEHTTHEX fdisk H parted KAER,
2. fERRIEENMNZBEDK kpartx KARERF.

3. EAZIEEEER (LVM) oM SREZRE LEIRIFES.

4. ERAEETESHSRIFIRE LOEXHRS. Hlilext4FAXFS mkfs KAERF,

IEFENEE AU ZRFRIKEFHTTE NFIRE

EERAZRZIREZ, BNWIEENEE ISR NSRS R/EREL,
Fria 8
B Linux EH| EABIFRETFEEERT RAZE DM-Multipath o

KTFUAESS

MR ZRIZIRE N NAFHEEET R A USRS EIHEN T R, WAZIEET R THRERS R 25 3R
. MRFEEBEREFIMEPER, WAIRELEARITIINIE,
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p
1. EEENSREFRE

FiztT—£1/0:

dd if=/dev/zero of=<multipath device name\>

storage failover takeover -ofnode <node name\>

- BIBTT.
- IB1T giveback FEEH TR LML
storage failover giveback -ofnode <node name\>

. 1F iostat B LRIEI/ORENTEIET.

PUISIEI/OREMTEZ RFIGE LIBTT iostat @<

T—HiRE

INRAERIMIRKNY, IFIIE iISCS| fRSS =

iISCSI B2,

BIEREETT, ¢

Z

(3

BEHKZE DM-Multipath AL E R ZBRRIGEN

2. HIA/OEEZRIFIRE LIETT. FHHEERIFSIHERMMEBIN. SR —R. WNEPR):

iostat 2

3 /0 EZRIFigsE LIE1TH, ERILIERIEM 1/0 TRt chSEN, 187 /0 T RIFIRE LRIhE

1T
avg-cpu: %Suser %nice %system %iowait $%$steal %idle

0.00 0.00 0.01 0.00 0.00 99.98
Device: tps Blk read/s Blk wrtn/s Blk read Blk wrtn
sda 0.18 1.34 2.29 832606 1428026
dm-0 0.37 1.29 2.29 801530 1427984
dm-1 0.00 0.00 0.00 2576 0
dm-2 0.00 0.00 0.00 1770 24
sdd 0.17 1.18 17.87 734688 11128584
sde 0.17 1.18 18.01 734560 11219016
sdf 0.00 0.00 0.00 1344 0
sdg 0.00 0.00 0.00 1344 0
dm-3 0.68 4.71 71.96 2932496 44816008
sdh 0.17 1.18 18.22 734360 11343920
sdi 0.17 1.18 17.86 734272 11124488
sdj 0.00 0.00 0.00 1344 0
sdk 0.00 0.00 0.00 1344 0
. SNRTEJEE. 1BIBTT takeover IFEEMHT A LGS
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iEFF Windows HY iSCSI B &

& FF Windows B9 iSCSI B & #iR

/3 ONTAP System Manager 2815 HE ( ONTAP 9.7 NERhRZA) , EEILIFE Storage
Virtual Machine (SVM) _EIR&HIGE iSCSI RS, EZE LUN H7E Windows E#1it+EH
{EF iSCSI BapfzR{E LUN BT F,
XEFEETFLUTRIL:
* #&IE7E Windows Server 2008 B Windows Server 2012 _E1#F Microsoft iSCSI {4 B Ehi2Fo
* MR RER IPv4 ithiit,
* BHRBERUTE—RZENEERZOSECHL:
° B, MEEXBIFR
° Fnf, FHAMNNREFMPEFERNHE
° Frf), FHREERNEIEFMAYE
* f&RHEZE iSCSI SAN Bz,

B X IAI{ER ONTAP BECEASFETHAFEMEE, 1550 "ONTAP SAN EHEE",
B% SAN EIEMEMIFMAER, 13S0 "ONTAP 9 SAN EIEHLA"
7£ ONTAP TR ERVEfth 574

BICAILES, BERA ... BER ...

EFTZITHY System Manager (£ 9.7 XEShRAEHIZE "/ Windows ARZE52:ACE SAN 7FE"
(23]

ONTAP &<175m (CLI) "/ CLI I%& LUN M IT{ER"

iSCSI EcEMECE TIER

£/ iISCSI NEHIRMFERT, EEELE Storage Virtual Machine (SVM ) _EEEEEH
LUN , ZAIRMENZEEZE LUN
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On the
host

On the
cluster

On the
host

Verify that the entire configuration is supported.

v

Fill out the worksheet.

v

Record the iSCSl initiator node name.

v

Install the Windows Unified Host Utilities on the host.

v

Create a new aggregate, if necessary.

— Where to proviSW

|
Existing SVM with

iSCSI configured

\/

Existing SVM with
iSCSI not configured

Verify that the iSCSI
service is running.

4

New SVM

v

Configure iSCSI and
create the LUN.

Create the LUN.

Create a new

SVM and LUN.

\ 4

Start the iSCSI sessions with the target.

v

Discover the new disk (LUN).

v

Initialize and format the LUN.

v

Verify that the host can write to and read from the LUN.

WIFR S ¥ iSCSI icE,
AT HIRIZEAISE, BHIRIEREZFFE ISCSI BLE,

TR
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1. BEEREMERUBIECES AR FNUTANGES:

° ONTAP %4
o ENITEMN CPU 2249 GERFinENIZEARS 28)

c RWEMERT A RS RES (ERTFIHARSER)

o fEfiEiX (iSCSl)
° Windows 121ERFihi s
o Windows Unified Host Utilities

2. BEETERBENAREZR.
ZEENFAEERETEREFREEEO .
3. EELUTFARTRHHESR:
o AR
JIHBE FENRENEEERNER,
BEEERUBEIRERSFAFENEIMER.
° HRBEFIAN
AFRAE SAN EEERM T —REN,

IEE iSCSI BeB TER
BHITISCSI BLEESE, BFEE iSCSI tRIRFT, K

iSCSI TR

Bohigr (EH) iSCSITT=EH (1QN )

Birsl& (FJik)

B R4t

Storage Virtual Machine (SVM) 2 iSCSI B#ro

{REE—
MRS, 7E0IE SVM S22 6 LIF BT,

NFR, HREESFEN P tlt, BF&EHFSID

I TFREECE (S S

=BV iSCSI 4R LIF . ATRISATRAMY, NEA
ONTAP = EC4FERY IP ik,

NRATRE, BB REYIEMSEE VLAN EBY iISCSI RED Fo

LIF B9FM&:
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IROEREIRR P ik P4 RS
HBYTI =K LIF

T 1/LIF &
B3] 1

TS 2/LIF &z
B33 1

EERIHANM
TE3/LIF

EERI AR
T ER4/LIF

TR B 34289
TE1/LIF

EIER A28
TE2/LIF

EE RSN 289
TE3/LIF

EE R 20Y
TR4/LIF

FHEECE

(BIES

VLAN ID

NREQIERSHM SVM , BELLIZRER; BN, ERILRIEFZCIZE]:

TRUEE LUN

Aggregate name

SVM name

LUNEER

LUN X/
FHIRIERSA

LUN &# (A]3%)

LUN Bk (RI5E)

FixA
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SVM{ER

NREARERIE SVM , NeIEHH SVM FELUTER:

SVM name
SVM IP Z=5(a] SVM iRENRE
SVM BF % (F]i%) SVM #1515 (\]i%k)

SVM B LIF (Fi%)
Subnet

|P ik

e T

(EES

Home node

105 iSCSI BENERES S Z R
IR M Windows EH_ERY iSCSI BohfEFE e R iSCS| BoiiEF T &R,

T
1. $T7F * iSCSI| Bahi2FREM * XHEE:

MREFERNZ ... Szl
Windows Server 2012 , Windows Server 2012 R2 c IREZEEESR > =8Bk *>*TH *>*iSCSI
8}, Windows Server 2016 BohiEF * > * & *

Windows Server 2008 , Windows Server 2008 R2  * F *>* BB TH * > * iSCS| BoiiEF *

2. 3% BoiEFEM 5 BREFTREM  BEFEIXAXEFIFHIZ T,
SHENERRYFATIARRE Windows hRASTIR. iSCSI Bahi2R T m B MR F AT =61

ign.1991-05.com.microsoft:server3

Z 4t Windows Unified Host Utilities

Windows Unified Host Utilities & —1N%E1E~F, ATIEEFAER Windows JEAZRA
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HBA &%k, LUE Windows EHIEHAIE NetApp ONTAP Fl E 5T EHEFERS
177
T4 B
ERRBEMUTES:
* EEREERPOESISNRE
"NetApp Big{FiERT A"
© BB EREMERIREE AR Windows EXMER
"NetApp BigfEMRTA"

* A0 FCP T RIEH B BARARSS
* WL

BXRFANMLEMERERER. B5SINetApp ZFfihm EERTEAONTAPKRZASHY_SANECE_SUERTER
FIEFRERFRIBE R o

XFIAES

BB EERE Windows Unified Host Utilities ZX{4+ B @ E EIEZHREZF. INRM Windows FEATEIA
MEIFERRAFNRERLE—S, F%EFE MPIO , REREFEREREASKANE—REN, 7i%EE no MPIO

(D) MPIOSIRERF Windows XP # Windows Vista 5455; REFIRIERATZHSHE 10

T Hyper-V FREE, MREFSREXS, WRE (BEB) EEFSERTFERERSP. EILUERRR
HiER, WEILIGER MPIO , (BRBEEFIRMERAF R ERXHE,

HB M "Windows Zi— A" TREEAE R,

g
1. M NetApp Z#Fih = FEHMENARZSHI Windows Unified Host Utilities.

"NetApp "

2. BITHHRITX G HIREBRE LAY BE#ITIR0E
3. HIRRBTEFE 5N Windows FE#.

ellfed 3y
MRAEFERUERE, JUIB—HES, UENBRENSIREYIEFE,
pA

1. 8 ANURL https://IP-address-of-cluster-management-LIF HERAEHNEHSIEREREER
ZSystem Manager,

2. SME RS Eo
3. BE * R, *
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4. RBRE EIGAERZIA RAID-DP BESIERS, AERE *SIE .

Create Aggregate

To create an aggregate, select a disk type then specify the number of dizsks.

Name: aggr2
9 Disk Type: SAS | Browse: |
Mumber of Disks: 2 g Mzx: 8 (excluding 1 hot spare), min: 5 for RAID-DFP
RAID Configuration: RAID-DP; RAID group size of 16 disks Change
Mew Usable Capacity: 4558 TH (Estimated)

2
LR EREENEERIZRS, AREMIZIREEONRETIRF.
HBEEMLEES

FEESUEE LUN 281, BRERTEESEEMINFIINE Storage Virtual Machine  (
SVM ) EZENECIEMI SVM, KRR ETIME SVM LEE iSCSI,

KXTFULES
NRIMAE SVM EEREFAFEMY, HEEBRIMENGER LIF , NERRE SVM 2EHE.

TR AGIZE—TE SVM , LUEREBIENEESFRESFNEMAR 2. ERRMA SVM KD RARBITH
WHEMRE.

RIES R
* NRBEEEE iSCSI Y SVM EECES, NMHIRIE iSCSI RSB BEERIETT, AFTE SVM E£EIEZ LUN

"ISIE iISCS| RS BB ETIME SVM BT
"IETERIZLUN"
* NREZEESAEREE ISCSI WA SVM LEES, BEIHE SVM LEE iSCSI
"B SVM LEEE iSCSI"
INRIEFRE H BT RIZRUIIEMES BOIE SYM , MR HIXFE R,
* MREEHH SYM LECES, EEIE SVM,
"BIEFAY SVM"
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IO iSCSI fRBZ B HEEIE SVM EIETT

WRIEFRERINAE Storage Virtual Machine (SVM) , MIATBEEIEL SVM _EBEIEHEIS
17 iSCSI RS,
Frea = Bl
B MEREFEEEH _EEIEH LUN BWILE SVM,
H1E

1. Sfn3) * SVM* &,

2. g% * SVM G E * £,

3. 7F * tiYX * B, i *iSCSI*,

4. 13 iSCSI RSB EB ETEIEITo

Sarvice || Indtistor Securily

O Saag E
B Sarvice u‘-:-ﬂfr:'if'- & M -runnag
S0 Targel Node Hams gri 1582-08 com nedappian Fallad2d faaT § 1a3BaTO0S0EEGTEDLT v d
S5 Target Alay SCEL1

ST Inberfaces

&

Marwior nserface T Targat Ponsl Group T P Address
s k1 e 10:53:3% %
meal B2 -] 10.53.33.5

5. iER7 SVM FIHAY iSCSI #
T—F1RE
9N iISCSI RS FKIE1T, 1BEDH iISCSI ARS K ENEF SVM o
MRS TRV ISCSI #FOHDFIA, EEH SYM £ iSCSI EEE T 7 iSCSI I3 SVM ,
BIZLUN

TR LAEARIZE LUN mFEVE LUN o ItRIFIEZEIZ igroup FRF LUN BREYE igroup ,
M EFEE ENBETEVIIRILE LUN o

FaZ Al
* BMAE—TEBEEBAATREINREREN LUN
* WBE— BB ISCSI thiXHERIEENZERZO (LIF) #Y Storage Virtual Machine (SVM) o
* WRABIEREN iSCS| BohiEFT 2B Fo

LUN ZBRESE igroup REY—ER D BEhiER, LARRBIMENZI LUN BUBRIZER,

* BIIAERT, ONTAP fERIERM LUN BRST ( Selective LUN Map , SLM) i LUN 2&E®E:d LUN FRETS
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RRESHANE (HA) EXT R ERBRE#HITIHR,
* BHARTES N T = EECEFE iISCSILIF , LASSIE LUN #%5ptE, LR LUN BBapRl&ash s —

7T\ O

* BEpEE LUN B, HIERBEhZRIfER SLM G TR 5%,

KFUES
NREVAREEGRRAE, NWNREENLAEN LUN , SFEARZM. BN, ENEZIINRI.

g
1. M2 * LUN* EO,
2. B o, ¢
3. MEHIEZFERHAEIE LUN B SVM,

LR 2R G LUN RS,

4. 75> EHEM * TumLE, 5 Windows FHIEZEFERAR LUN #%E#F LUN 22! * Windows 2008 S{EShRZA * ,
HENEE Hyper-V EIMVIEIMER (VHD ) BY LUN & * Hyper-V *

REFARET * BEEE * BiEE,

g You can specify the sze of the LUN. Storage will be optimized according to the type selected.

Type: ‘Windows 2008 or later v

Size: 750 |GE v
] Thin Provisioned

5. 7£ * LUN Container* TiE L, EFRIWEH FlexVol H.
EARRETE BBNTE, NENEESEEBNAATE, EaUtlEHE,

6. 7T * BEMiEFISY * AL, BE * NNEERFAE *, £ B AT ERANRRES, ARE* B
2R * ETR BN ISIE R EN iSCSI BohigF T =& K.

7 WIAFAER, ARBE * 5T TR S
c HEXER

"RREIE"
£IE SVM LEZE iScSl

&R LITEIL A Storage Virtual Machine (SVM ) _EEZE iSCSI, HEA— I ES6IE
LUN S EFRERIE, iISCSI MMEIE SVM LEA, BHKREE, EERERTERN
HEE Z MHYERE KA E iSCSI B9 SVM .

Faaz Al
T AR BRI A B HE, UEAEDTTREIERD LIF
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KFIAES
LUN ZBRESE igroup REY—EBD BEhiER, LARRHIMENZI LUN BUBRIZER,

* ONTAP fEERIEEM LUN BREY ( Selective LUN Map , SLM) {8 LUN REE@d LUN FiE T m R HE HA B2
X R LR HITIEIE,

* AR IES N TR EECEFE iSCSILIF , LASSI LUN #Bah%, LARS LUN #BehEIEesh S — 1T

o

* BB LUN ZaT, BIAUER SLM IiRETT ¥R,

p

1. SnEl * SVM* B,

2. EEEREN SVM

3. 7£ SVM* H4HE B * EigH, IIE *iSCSI* REURBESRET, XRTHYEREA, BEkmLiE,

gNR *isCSI * UFBERER, NKER SVM BEE,

Details

Protocols: MFS CIFS FCARCoE i5C5l

4. BEIRBE RN ¥ iSCSI* hilEHE,
LB 2RECE iSCSI thiNE Mo
5. M *ECE iSCSI thil * TIEAZE iSCSI fRS5H LIF :
a. BB
b. A ... 2 M RBILiIfsEFEH,
SIMURFERNDLIF , UHAERTAMENSIES T,

C. A LIF /2 IP ik, SJLAERRFM, el ARERFM,
d. 7£ * 5 iSCSI f=f&EE LUN * Xigrr, BWAFTERY LUN K/, ENRBEFENIA iSCSI BEIiEF R

o

e Bl * ERXHXH * o
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Configure New Protocol for Storage Virwal Machine (SYM)

Configure iSCSI protocol

2) Configure LIFs to access the dats using 15C51 protocol

Data Interface (LIF) Configuration

Target Alias wel_alias Provizian a LUM for i5C5] ctorage {Optional):
LIFs Per Mode: s LUM Size: S0 G |

(Mfarmum T, Maximin & LUK 05 Type: | Windows 2008 or later |
Assign IP Address Without a subnet i

Host [nitiatos | ign.2001-04.com. axample;at
IP Address: 10.10.10.10 Change

Broadcast Domain: Default o

Adapter Type MIE et

e eview or modify LIF configuration {Advanced Settings)

6. ZE*IFHE*TIE, IERLIFEE, AEREF*HE*,
RIEFEISVM

Storage Virtual Machine (SVM) 12t iSCSI B+x, EARL&ESILBETAR] LUN . Bl
SVM BY, ET&6I3EBEEEDO (LIF) LUK LUN MEFENS, ErILIgIE SVM LUEH
FR¥IEM SR S £ P HMA P WEIBN EIEThEE D R .
FreaZ 8l

© AR BERIR ML, WEAT N T REIER LIF
XFIbES
LUN =BR§E] igroup FH—ER D BohiER, LARRHIMENEI LUN BIERIZ L,

* BUAERT, ONTAP fEAIZHEM LUN BRSt (SLM) £ LUN REEEE LUN FRE T RRHE HA BRI =k

HIERZIHITIRIRL,

. g%%%iﬁ&%ﬁ“ﬁﬁt@ﬂ%ﬁﬁﬁ iSCSI LIF , LASSIR LUN #zht%, LARG LUN #BohEIEEF P S — 11

el

* BEIEE LUN B, HIFERBENZAIERR SLM HiRE TT =55,

gl

1. S - svM* &EH.

2. BEHERIE

3. £ * Storage Virtual Machine (SVM ) Setup* @OH, B3 SVM :
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Storage Virtual Machine {S¥M) Setup

o (1) o

Enter SWM basic details
SVM Details

@ Specify a unique name and the data protocols forthe S

A Marme: wslexdmple.com

@ IPspace: ~

(@ pataProtocals W CFs W MRS W iscsl W OFOFCoE T

@ Default Language: | CUTF-8[ c.utf_2] ¥

The language of the Sk specifies the default language encoding setting for the Sk and

tsvalumes. Usinga settingthat Incarparates UTF-& character encoding |5 recommended.

@ Security Style: MTFS ~

Root Aggregate: | data_01_agsr ™

a. 8% SVM HyME—& 7R,
2R NETLREESZ (FQDN) , EERBREMAE, UBRSMEEEPER—0,
b. 1%&4E SVM FRIERY IP =al,
NREBFAEAZ N IP (8], WEEMA Default IP F(d,
C. (REEIAGEREIAR,
SAN 1¥{X3Z#; FlexVol &
d. EFEIRE TN E AR ETRETE SVM LAY, BMEEARRIENEE BB Yt 2

o

B2 SVM BESE NFS # CIFS A LUEX R MMNEZMEBER LIF o FHERNIXEDNFATFENHE

LIF .
9NR CIFS BIEERNMINZ —, MREEIVFIKEN NTFS . BN, RERIVFIRE T UNIX o

e. (REEINESIZRE C.UTF-8,
L ERBEEE SVM BENFIERES,

HEENRERERSES BhEMRIER,

g B IRRHMLE
LB EIEE SVM , BRRECE Y.

4. MNRBFEAT CIFS 3 NFS MEx * BEB& CIFS/NFS thiY * Tim, ERE * Bkl *, AGHEBERE
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CIFS g NFS,
5. M * BCE iSCSI ¥ * TUEACE iSCSI ARSHEIEZE LIF , LUN &EFIES:

a. *mnE: “HABTAR.
b. fEFMHAERFMA LIF 5 Ptttk

C. BN ... 2 T BT ABILifsEFERH,
BNMNEAZERD LIF, URRT ARSI,
d. £ * 9 iSCSI fZf&ECE LUN * XigiH, BAFAERY LUN K/, MBI ENA iSCSI BEiEFRA

o
e BE * R
Configure iSCSI protocol

'f__.-' Configure LIFs to access the data using i5C51 protocol

Data Interface (LIF) Configuration

Provision @ LUM for i5C5l storage (Optionaly:

Target Aligs: we]_dligs

LIFs Per Mode: 2 LUM Size: E11] GE |¥
(AdFriarLRe T, AaxinmunT: & LUN O5 Type: Windows 2008 or later ¥

Assign [P Address: Without a subnet > Host Initiator: | iqn.2007-04.com.example:ab

IP Aaddress: 10.10.10010 Change
Broadcast Domain: Default 7

Adapter Type: MIC i

I Review or modify LIF configuration {Advanced Settings)

6. MNRBHFEAT FC MET * BECE FC/FCoE il * TiE, HHE * Bhd * , ABRHEEEE FCo
7. R SVM B ¢ By, EAIE SVM ECE BIRREIER

c B Bbd v, ARRERERGEREEER.

c MNIBRIER, ARRE * B3THHE
8. &EE *HWE * 1A, IERLIF ER, ABRET *HE *.

Bzh5 B5) iSCSI 21&

Windows A5 EBF RGN R EIL iISCSI &, ErlLAEREN LR iISCSI B
EFBEMEMEEMNENZEILRIE,

FraZ Bl
B TEE B S EIHRIM LUN BY Storage Virtual Machine (SVM ) _E iSCSI #132 LIF #9 1P itk
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KTFUAES

£ ONTAP 1, iSCS| ENMAEBGIEREHPES I RIEKER. FE DSM SEFEEANRERT. WREK
RRM, FR4E DSM RikFE AR,

iISCS| Btz B M IEERAIREMITEE Windows hRAMR. WWESHFHELSEOE S MRHASNITES
R, IERIEAZESFREERR Windows kit s ILAZHY & #Ro

T
1. §T7F * iSCSI| Bahi2FREM * XHEE:

... B

Windows Server 2012 c IREZSEEIER > =BR*>* THA *> *iSCSI
Btz *

Windows Server 2008 s FFia x>+ BT H * > *iSCSI BopigR *

2. F* R EWRE, BE*RIMIF S AR, ARRA ISCSI BARmARY IP ik,
3. 7 * Bn * W~ L, EERMNEN, ARRE *ERHEE

4. EF - BRAZKE Y, &F  HENEN BnERIEEE * 5 KibEERmeWEnEmE *, AR
BR &R

S. F * AHIBEECES * , &R * Microsoft iISCSI BEITER * -

LRI B Windows Server 2008 :
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10.
1.
12.
13.

ISCSI Initiator Properties

Favorite Targets | Yolumes and Devices |
Lng On to Target

Toa Target name:
Log ¢

I" 195 ﬂdvanced Settlni]ﬁ
To st

i v &y General I IPsec |
v En.

~Connect by using
N o]
Targ of Local adapter: Microsoft iSCSI Initiator
%‘: Adva Source IP: 192,168.1.23
ign Target portal; 192.168.1.51 | 3260
iqn.1992-08
ign. 1992-08.
iqn‘iggz_nsq ~CRC ||‘ Checksum
I Data digest ™ Header digest
-~ CHAP logon information -

iﬁ‘? 5B IP* O * BEhiER IP* , 15%ER S iSCSI BAF LIF Z2—{UFE—FM= VLAN ERYIRORY IP ih

REBEREAENRIAME, ARRE *HE
£ B &0k b, BROEEE—BR, ARBEECER W ER

prirs = I Fﬁyﬁ% ©, EE BB BaNERIEER * 5 FIHERRMEIRERN BIRTIE -, Al
$EE * .:.

XF R IP* 8 * BEHIER IP* , IEERAE iSCSI BAF LIF FMsl VLAN EHE MO/ 1P bkt
XF * BARIF ¢, EESENIRNG * R 1P &R O iSCSI BAR LIF B9 1P ik,
FREERERENRIAE, RERT BT

58S 8 B 12 LUEZZITHAMNE N B LIF .

&R IHHGER

Storage Virtual Machine (SVM) _EBJ LUN 7£ Windows EHHERA#EE, FHNAS
B A MERMEI RSB LUN BEEIFHRE ., SO MFoEHERET geLimell.

p

1.
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MREERANZE ... SAnE

Windows Server 2012 s TE*>*itBHEE*
Windows Server 2008 s x> EBETH*> * itEHSE *
Windows Server 2016 s x> BETH**> itEH S *

2. TSR EF * =768 * T e

3 BEHEHEEE,

4. BE < iE x> ENRPEEE .
M HENIE LUN

S LUN EXH Windows EAIFEEY, ©2BDKEXHRYE, LA LUN ,
HAERERX ARG HHAITRIUE.

Feazai
LUN ATE# Windows ENA M.

XFIAES
LUN 7£ Windows W2 E18h SR Ak,

TR LAGER GPT 8¢ MBR DX &RFGHEE G hE S
BE, BEER NTFS EXHRFRIL LUN , BEENAEFSUARIGHE,

5

1. BEh Windows MR EIE,

2. AEEE LUN , REEZFEFARINHEERS XKLL,
3. ZIRM S YR BRI TR,

SNSHERERE LUN ARTUIE9 NTFS , MUZGER * ITIREEAR UL * EEAE,

IIEEHBEETIAR LUN #1T5 AAIREX

TEfEM LUN 28, ENIIEENIRS A LUFEHES N LUN FRHEIE,
FreaZ Al

BREFX A RGF LUN BITHIAMFIE

KXFUILES

SNZREYEZE LUN BUTFESEE T R A] IR B R HECH T =, N IIETE T Rt TR 12 HA 8] R S BN
IRFEEHERESRRER, WAIETERITIEI,

NREAIMAR, NI ISCSI BRS5EBE EEIRTT, HHE LUN BYiSCSI B&iZ.



p

1 ZEENLE, B—PHSPIXHERIZ LUN
2. XM ERIERIGHE ERE M HR,

3. BEMMX M5 RIEXH#HITHER,

TR LAGER comp 85 LALEERIE N3 o

4. *Eik: *WEESLUNNFESERE T R TERS. HRIEERERTRIHEILUN LRI,
o. fEARYE DSM &E% LUN RIEE, HRIEEESERAATIAREZES.

BNEEIFMMEREIZE LUN BITFMESET RBVEREE, IR MEmECH T R R,
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