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* NetApp CN1610: #x[ 0/13 & 0/16 (10 GbE)
* Cisco Nexus 3132Q-V: i e1/31-32 (40/100 GbE)
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1. gNRILEERE EB A T AutoSupport , Ti&3d JE A AutoSupportiH 2 k%I B h eI 52451 -

system node autosupport invoke -node * -type all - message MAINT=xh
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2. BREEERIRENEXER:

network device-discovery show
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UTFRBAER TSN R LB MEREE RN EEN S EERONE:

cluster::> network device-discovery show

Local Discovered

Node Port Device Interface Platform
nl /cdp
ela CL1 0/1 CN1610
eOb CL2 0/1 CN1610
elc CL2 0/2 CN1610
eld CL1 0/2 CN1610
n2 /cdp
ela CL1 0/3 CN1610
eOb CL2 0/3 CN1610
elc CL2 0/4 CN1610
e0d CL1 0/4 CN1610

8 entries were displayed.

3. WEB MR EONEENZITIRS.
a. BREEFMR IR OEIE:

network port show
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UTRAIERAS LMK IRORES:

cluster::*> network port show -role Cluster

(network port show)

Node: nl

Port IPspace

Broadcast

Domain

MTU

Speed (Mbps) Health Ignore
Admin/Open Status Health

Status

ela cluster
e0b cluster
elc cluster

el0d cluster

Node: n2

Port IPspace

cluster
cluster
cluster
cluster

Broadcast

Domain

up
up
up
up

9000
9000
9000
9000

MTU

auto/10000 = =
auto/10000 = =
auto/10000 = =
auto/10000 - —

Speed (Mbps) Health Ignore
Admin/Open Status Health

Status

ela cluster
e0b cluster
elc cluster

e0d cluster

cluster
cluster
cluster
cluster

8 entries were displayed.

up
up
up
up

9000
9000
9000
9000

b. ERZHEIZEOEE: + network interface show

auto/10000 = =
auto/10000 - -
auto/10000 = =
auto/10000 = =
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T RBIERARFHAE LIF —RRIES:

cluster::*> network interface show -role Cluster
(network interface show)

Logical Status Network Current Current
Is
Vserver Interface Admin/Oper Address/Mask Node Port
Home
Cluster

nl clusl up/up 10.10.0.1/24 nl ela
true

nl clus? up/up 10.10.0.2/24 nl e0b
true

nl clus3 up/up 10.10.0.3/24 nl elc
true

nl clus4 up/up 10.10.0.4/24 nl e0d
true

n2 clusl up/up 10.10.0.5/24 n2 ela
true

n2 clus2 up/up 10.10.0.6/24 n2 e0b
true

n2 clus3 up/up 10.10.0.7/24 n2 elc
true

n2 clus4 up/up 10.10.0.8/24 n2 e0d
true

8 entries were displayed.

¢. BREXRIMAVEESIRNAIEXER:

system cluster-switch show
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UTRAIERT SR SNSRI AR HERE P tthil:

cluster::> system cluster-switch show

Switch Type Address Model
CL1 cluster-network 10.10.1.101 CN1610
Serial Number: 01234567
Is Monitored: true
Reason:
Software Version: 1.2.0.7
Version Source: ISDP
CL2 cluster-network 10.10.1.102 CN1610
Serial Number: 01234568
Is Monitored: true
Reason:
Software Version: 1.2.0.7
Version Source: ISDP
2 entries were displayed.
4. 1§ E -auto-revert TEFR N T = L, JEEEEF LIF clus1 # clus4 B EHUIKE A false:
network interface modify
TR0
cluster::*> network interface modify -vserver nodel -1if clusl -auto
-revert false
cluster::*> network interface modify -vserver nodel -1if clus4 -auto
-revert false
cluster::*> network interface modify -vserver node2 -1if clusl -auto
-revert false
cluster::*> network interface modify -vserver node2 -1if clus4 -auto
-revert false

S. HIAITEY 3132Q-V 3#H L ERIEEMER TR T HA RCF MR, HHITEALENIESBEX, B

NAAFERS. Mgt



LR S IUEE ST XN K. MRFEFAR RCF MR, BRBUTTRIRE:

a. F"Cisco AR M2z "TENetAppZFFRIis L

b. iHIE F AN AR S LA K 1% D1 RAS R FR FR BB AR AN

C. FEMER A ASHIRCF,

d. fE9EIR TUE LR akar, BRIFaY, ARIRRTE TIE LA T E RCF,
e. TEAMMN RSB EGR B,

"CiscofE B i EIEMLZ AT B E B E XXM &
6. T S5FEIMRME_S CN1610 BRI LIF:

network interface migrate

C) B TiEd RS AIBER T R EIEEO, NSTHREETBER LIF, ZEEReEIEN
EBLIF,

Bl

UTRFIETRT n1Fln2, B LIF IS AEFRED S LHIT:

cluster::*> network interface migrate -vserver Cluster -1if nl clus2
-destination-node nl -destination-port eOa
cluster::*> network interface migrate -vserver Cluster -1if nl clus3
-destination-node nl -destination-port e0d
cluster::*> network interface migrate -vserver Cluster -1if n2 clus?2
-destination-node n2 -destination-port e0a
cluster::*> network interface migrate -vserver Cluster -1if n2 clus3
-destination-node n2 -destination-port eOd

7. ESERF RN

network interface show
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Bl

UTRBIRBRTH—1ER. network interface migrate s7 <> :

cluster::*> network interface show -role Cluster

Vserver

Home

Logical
Interface

(network interface show)

Status
Admin/Oper

Current
Node

Current 1Is
Port

false

false

true

true

false

false

true

nl clusl

nl clus2

nl clus3

nl clus4

n2 clusl

n2 clus?2

n2 clus3

n2 clus4

up/up

up/up

up/up

up/up

up/up

up/up

up/up

up/up

8 entries were displayed.

8. RHIS53MRH CL2 W) IR HErY S B Bk i 1 ©

network port modify

Network

Address/Mask
10.10.0.1/24
10.10.0.2/24
10.10.0.3/24
10.10.0.4/24
10.10.0.5/24
10.10.0.6/24
10.10.0.7/24
10.10.0.8/24

nl

nl

nl

nl

n2

n2

n2

n2

ela

ela

e0d

e0d

ela

ela

e0d

e0d



Bl

UTFas<XF n1 M n2 EREERD, BRIRARE TR LNEO:

cluster:
cluster::
cluster::
cluster::

F>

W
*>
*>

network port
network port
network port
network port

9. WIEITARSEBF IR LI A0ERRIE

10

modify -node
modify -node
modify -node
modify -node

nl
nl
n2
n2

-port
—-port
-port
-port

e0b
elc
elb
elc

—-up-admin
-up-admin
-up-admin

—-up-admin

false
false
false
false



ONTAP 9.9.1 XEShi7
{RATLUEF “network interface check cluster-connectivity HiiTER < U BEHEEIEIZEMNTE, ABERE4H

=¥

network interface check cluster-connectivity start '# ‘network interface check
cluster-connectivity show

clusterl::*> network interface check cluster-connectivity start

YERL IB1T show SR B RIFAERZAT, BERILID .

clusterl::*> network interface check cluster-connectivity show

Source Destination Packet

Node Date LIF LIF Loss
nl

3/5/2022 19:21:18 -06:00 nl clus2 nl clusl none

3/5/2022 19:21:20 -06:00 nl clus2 n2 clus?2 none
n2

3/5/2022 19:21:18 -06:00 n2 clus2 nl clusl none

3/5/2022 19:21:20 -06:00 n2 clus2 nl clus2 none

FiE ONTAPhRZS

I FEREONTAPHRZS, EBILIERA cluster ping-cluster -node <name> 1 EIEZEM MRS :

cluster ping-cluster -node <name>

11



cluster::*> cluster ping-cluster -node nl
Host is nl

Getting addresses from network interface table...

Cluster nl clusl nl ela 10.10.0.1
Cluster nl clus2 nl elb 10.10.0.2
Cluster nl clus3 nl elc 10.10.0.3
Cluster nl clus4 nl eld 10.10.0.4
Cluster n2Z2 clusl n2 ela 10.10.0.5
Cluster n2 clus2 n2 elb 10.10.0.6
Cluster n2 clus3 n2 elc 10.10.0.7
Cluster n2 clus4 n2 e0d 10.10.0.8

Local = 10.10.0.1 10.10.0.2 10.10.0.3 10.10.0.4
Remote = 10.10.0.5 10.10.0.6 10.10.0.7 10.10.0.8
Cluster Vserver Id = 4294967293

Basic connectivity succeeds on 16 path(s)

Basic connectivity fails on 0 path(s)

Detected 1500 byte MTU on 16 path(s):
Local 10.10.0.1 to Remote 10.10.
Local 10.10. to Remote 10.10.
Local 10.10. to Remote 10.10.
Local 10.10. to Remote 10.10.
Local 10.10. to Remote 10.10.
Local 10.10. to Remote 10.10.
Local 10.10. to Remote 10.10.
Local 10.10. to Remote 10.10.
Local 10.10. to Remote 10.10.
Local 10.10. to Remote 10.10.
Local 10.10. to Remote 10.10.
Local 10.10. to Remote 10.10.
Local 10.10. to Remote 10.10.
Local 10.10. to Remote 10.10.
Local 10.10. to Remote 10.10.
Local 10.10. to Remote 10.10.

O 0O 0O OO0 0O 00000 O O O O
AR DD W WWwWw NN R R e e
O 0O 0O OO0 0O O 00000 o O O O
W J o U1 ©® ~J & U1 © - o U o ~Jd o O

Larger than PMTU communication succeeds on 16 path(s)
RPC status:

4 paths up, 0 paths down (tcp check)

4 paths up, 0 paths down (udp check)

1. XFERN CN1610 33#4, CL1 EAY ISL %0 13 = 16:

12



shutdown
kvl

MUF RIS T 30fEIK<E CN1610 3#E4, CL1 E£RY ISL 50 13 E 16:

(CL1)# configure

(CL1) (Config) # interface 0/13-0/16
(CL1) (Interface 0/13-0/16)# shutdown
(CL1) (Interface 0/13-0/16)# exit
(CL1) (Config) # exit

(CL1) #

2. 7 CL1 1 C2 zja)&arliEht ISL:

Bl

UFRAIFE CL1 (180 13-16) #1 C2 (WO e1/24/1-4) zialiEirl&meY ISL:

C2# configure

C2 (config)# interface port-channel 2

C2 (config-if)# switchport mode trunk

C2 (config-if)# spanning-tree port type network
C2 (config-if)# mtu 9216

C2 (config-if)# interface breakout module 1 port 24 map 10g-4x
C2 (config) # interface el/24/1-4

C2 (config-if-range)# switchport mode trunk

C2 (config-if-range)# mtu 9216

C2 (config-if-range)# channel-group 2 mode active
C2 (config-if-range) # exit

C2 (config-if)# exit

T—E2HA?

MEFR IR EERE, ERILL..... "B ERIEO" o

Ao E im O LAM CN1610 3N EFZE] 3132Q-V A
BERBLUTSEEERO, LUEM CN1610 AT IZRIETHY Nexus 3132Q-V 3ZHiH,

p
1. EFRETIR L, $FTFEEE CN1610 33 CL2 B4,

FERLIENHRL, BUIEFRET S ARG OEHEIES Nexus 3132Q-V 324l C2,

13


cn1610-configure-ports.html
cn1610-configure-ports.html
cn1610-configure-ports.html
cn1610-configure-ports.html
cn1610-configure-ports.html
cn1610-configure-ports.html
cn1610-configure-ports.html
cn1610-configure-ports.html
cn1610-configure-ports.html
cn1610-configure-ports.html
cn1610-configure-ports.html
cn1610-configure-ports.html
cn1610-configure-ports.html

2. M CN1610 4/l CL1 B 13 & 16 SimFE&IUAR ISL BB4%,

BT BIERICisco QSFP 3 SFP+ 932 EBAnEIZ FIFBICisco 3132Q-V ] C2 Mimd 1/24 F1IMA
CN1610 33##/l CL1 B93%E 13 & 16,

() B EIREREIRNCisco 31320-V SHHAY, BREREHLFRCiscolRBLE Lk

3. Bff ISL sh&k, EIEESN CN1610 AR ISL #20 3/1 BEEB NZEFAH#ASELR. no port-channel

static

HEEESELE 11 PR L E5h ISL B 3132Q-V R4l C2 £/Y ISL EcEHHILAL,

Bl

MUTFRAIRRT EERAUTAREE ISL 0 3/1: “no port-channel static fi ISL sh&S A< :

(CL1)# configure

(CL1) (Config) # interface 3/1

(CL1) (Interface 3/1)# no port-channel static
(CL1) (Interface 3/1)# exit

(CL1) (Config) # exit

(CL1) #

4. 7E5EENRY CN1610 334/, CL1 E/E5h ISL 13 &E 16,

Bl

T RAIRA T i@ EREO 3/1 LEEn ISLimE 13 £ 16 AUIFE:

(CL1) # configure

(CL1) (Config)# interface 0/13-0/16,3/1

(CL1) (Interface 0/13-0/16,3/1)# no shutdown
(CL1) (Interface 0/13-0/16,3/1)# exit

(CL1) (Config) # exit

(CL1) #

S. HiA ISL &R "up'7E CN1610 3#EH] CL1 L

show port-channel

“PERRIRS" R A Up“SREBY" N "Dynamic’ FH B UG ERNFIN A "True'iwE 0/13 & 0/16:

14



Bl

(CL1) # show port-channel 3/1

LoCal INterfacCe. i v it e ettt e ettt eeeeeanenn 3/1
Channel Name. .. ...ttt eteeeeeeeeeeeeeeeeeenens ISL-LAG
Link State.. ...ttt ittt ettt Up
AdmMin MOdE . v v i it ittt ittt et ettt enneeeeneeneans Enabled
D e o e e e et e et e e e aeeeeeeeeeeeeeeeeeeeaneennns Dynamic
Load Balance Option. ... et eeeteeeeeeeeneennns 7

(Enhanced hashing mode)

Mbr Device/ Port Port

Ports Timeout Speed Active

0/13 actor/long 10 Gb Full True
partner/long

0/14 actor/long 10 Gb Full True
partner/long

0/15 actor/long 10 Gb Full True
partner/long

0/16 actor/long 10 Gb Full True
partner/long

6. HiA ISL @E N "up'7E 3132Q-V X C2 L:

show port-channel summary



Bl

% Eth1/24/1 & Eth1/24/4 Nig7T "(P) XEMKEETEA ISL im &R Einm @ iEHIE T,

eth1/32 &R (D) AAENZEREEEA:

C2# show port-channel summary

Flags:

Down
Individual
Suspended
Switched

P
H
r

R

- Up in port-channel
- Hot-standby
- Module-removed

Routed

Up (port-channel)

Not in use.

(members)

(LACP only)

Min-links not met

Eth1/31 #0

Protocol Member Ports

Group Port- Type
Channel

1 Pol (SU) Eth

2 Po2 (SU) Eth

Ethl/24/3 (P)

LACP Ethl/31 (D)

LACP Ethl/24/1 (P)

Ethl/24/4 (P)

7. EFIET R ERRAEED 3132Q-V 3 C2 MFME SRR EiElR O :

8. WSHFTEEEBM. EZIFMAET R L C2 WEREE LIF:

16

network port modify

Bl

U RBIRER T SNRIEEZE 3132Q-V #i#] C2 ISR EiER !

cluster::

cluster::

cluster::

cluster::

WD
*>
*>
W

network port
network port
network port
network port

network interface revert

modify -node
modify -node
modify -node
modify -node

nl
nl
n2
n2

-port
-port
-port
-port

eOb
elc
e0b
elc

Ethl/32 (D)

Ethl/24/2 (P

—up-admin
-up-admin
—-up-admin

—up-admin

)

true
true
true

true



Bl

cluster::*> network interface revert -vserver Cluster -1if nl clus2
cluster::*> network interface revert -vserver Cluster -1if nl clus3
cluster::*> network interface revert -vserver Cluster -1if n2 clus2

cluster::*> network interface revert -vserver Cluster -1if n2 clus3

9. MIAFTBEREEEROMBEME R HRRIHRO:
network interface show

Bl

IAUTFRAIZREA clus2 ERY LIF EMEEIH RO, HEMR w5 FpE RS ERE”, N
REALIF BERINRE, “true E'BEER—I=H. MNREENER false BBA LIF SASHHHo

cluster::*> network interface show -role cluster
(network interface show)

Logical Status Network Current Current Is
Vserver Interface Admin/Oper Address/Mask Node Port
Home
Cluster

nl clusl up/up 10.10.0.1/24 nl ela
true

nl clus?2 up/up 10.10.0.2/24 nl e0b
true

nl clus3 up/up 10.10.0.3/24 nl elc
true

nl clus4 up/up 10.10.0.4/24 nl eOd
true

n2 clusl up/up 10.10.0.5/24 n2 ela
true

n2 clus?2 up/up 10.10.0.6/24 n2 elb
true

n2 clus3 up/up 10.10.0.7/24 n2 elc
true

n2 clus4 up/up 10.10.0.8/24 n2 e0d
true

8 entries were displayed.



10. HaIASEEFFRA In XY B EHE:

network port show

Bl

UTFRAIBRTEI—NER, network port modify #9%, WilFAEEEOEEREE

cluster::*> network port show -role Cluster

(network port show)

Node: nl

Port IPspace
Status

ela cluster
e0b cluster
elc cluster

e0d cluster

Node: n2

Port 1IPspace
Status

ela cluster
eOb cluster
elc cluster

e0d cluster

Broadcast

Domain

cluster
cluster
cluster
cluster

Broadcast

Domain

cluster
cluster
cluster
cluster

8 entries were displayed.

M. IIEAE SR B R O RYIEREE

18

up
up
up
up

up
up
up
up

MTU

9000
9000
9000
9000

MTU

9000
9000
9000
9000

Speed (Mbps)

Admin/Open

auto/10000
auto/10000
auto/10000
auto/10000

Speed (Mbps)

Admin/Open

auto/10000
auto/10000
auto/10000
auto/10000

E

£

“up

Ignore
Health

Ignore
Health



ONTAP 9.9.1 XEShi7
{RATLUEF “network interface check cluster-connectivity HiiTER < U BEHEEIEIZEMNTE, ABERE4H

=¥

network interface check cluster-connectivity start '# ‘network interface check
cluster-connectivity show

clusterl::*> network interface check cluster-connectivity start

YERL IB1T show SR B RIFAERZAT, BERILID .

clusterl::*> network interface check cluster-connectivity show

Source Destination Packet

Node Date LIF LIF Loss
nl

3/5/2022 19:21:18 -06:00 nl clus2 nl clusl none

3/5/2022 19:21:20 -06:00 nl clus2 n2 clus?2 none
n2

3/5/2022 19:21:18 -06:00 n2 clus2 nl clusl none

3/5/2022 19:21:20 -06:00 n2 clus2 nl clus2 none

FiE ONTAPhRZS

I FEREONTAPHRZS, EBILIERA cluster ping-cluster -node <name> 1 EIEZEM MRS :

cluster ping-cluster -node <name>

19



cluster::*> cluster ping-cluster -node nl
Host is nl

Getting addresses from network interface table...

Cluster nl clusl nl ela 10.10.0.1
Cluster nl clus2 nl elb 10.10.0.2
Cluster nl clus3 nl elc 10.10.0.3
Cluster nl clus4 nl eld 10.10.0.4
Cluster n2Z2 clusl n2 ela 10.10.0.5
Cluster n2 clus2 n2 elb 10.10.0.6
Cluster n2 clus3 n2 elc 10.10.0.7
Cluster n2 clus4 n2 e0d 10.10.0.8

Local = 10.10.0.1 10.10.0.2 10.10.0.3 10.10.0.4
Remote = 10.10.0.5 10.10.0.6 10.10.0.7 10.10.0.8
Cluster Vserver Id = 4294967293

Basic connectivity succeeds on 16 path(s)

Basic connectivity fails on 0 path(s)

Detected 1500 byte MTU on 16 path(s):
Local 10.10.0.1 to Remote 10.10.
Local 10.10. to Remote 10.10.
Local 10.10. to Remote 10.10.
Local 10.10. to Remote 10.10.
Local 10.10. to Remote 10.10.
Local 10.10. to Remote 10.10.
Local 10.10. to Remote 10.10.
Local 10.10. to Remote 10.10.
Local 10.10. to Remote 10.10.
Local 10.10. to Remote 10.10.
Local 10.10. to Remote 10.10.
Local 10.10. to Remote 10.10.
Local 10.10. to Remote 10.10.
Local 10.10. to Remote 10.10.
Local 10.10. to Remote 10.10.
Local 10.10. to Remote 10.10.

O 0O 0O OO0 0O 00000 O O O O
AR DD W WWwWw NN R R e e
O 0O 0O OO0 0O O 00000 o O O O
W J o U1 ©® ~J & U1 © - o U o ~Jd o O

Larger than PMTU communication succeeds on 16 path(s)
RPC status:

4 paths up, 0 paths down (tcp check)

4 paths up, 0 paths down (udp check)

1. EEFPNSITRLE, TB5E—FFEEIRE CN1610 324 CL1 XEXRYENO:

20



network interface migrate
St
Mz 7IN7IN

UTRAIERT WS n1 fl n2 EIEEEHMEROSK LIF:

cluster::*> network interface migrate -vserver
—-destination-node nl -destination-port e0Ob
cluster::*> network interface migrate -vserver
—-destination-node nl -destination-port eOc
cluster::*> network interface migrate -vserver
—destination-node n2 -destination-port eOb
cluster::*> network interface migrate -vserver

—-destination-node n2 -destination-port eOc

2. IIEEREARS:

network interface show

Cluster

Cluster

Cluster

Cluster

-1if

-1if

-1if

-1if

nl clusl

nl clusé4

n2 clusl

n2 clus4

21



Bl

IUFRBIRRE, PRERIEEEE LIF EX% RIS C2 tHEErMN &R RO

cluster::*> network interface show -role Cluster

Vserver

Home

Logical
Interface

(network interface show)

Status
Admin/Oper

Current
Node

Current 1Is
Port

true

true

false

false

true

true

false

nl clusl

nl clus2

nl clus3

nl clus4

n2 clusl

n2 clus?2

n2 clus3

n2 clus4

up/up

up/up

up/up

up/up

up/up

up/up

up/up

up/up

8 entries were displayed.

3. XHFME T = EIEEE CL1 BT Rim

22

network port modify

Network

Address/Mask
10.10.0.1/24
10.10.0.2/24
10.10.0.3/24
10.10.0.4/24
10.10.0.5/24
10.10.0.6/24
10.10.0.7/24
10.10.0.8/24

nl

nl

nl

nl

n2

n2

n2

n2

elOb

eOb

elc

elc

eOb

e0b

elc

elc



Bl

AT RBIRR T IfXAT R n1 7 n2 EBYEERD:

cluster:
cluster:
cluster:
cluster:

4. XHAETH 3132Q-V e, C2 B ISL A 24, 31 F1 32:

shutdown

Bl

:*> network port modify -node
:*> network port modify -node
:*> network port modify -node
:*> network port modify -node

nl -port
nl -port
n2 -port

n2 -port

ela -up-admin false
e0d -up-admin false
ela -up-admin false
e0d -up-admin false

MU RBIRER T SEIXEERD 3132Q-V 3] C2 LAY ISL 24, 31 #01 32:

C2# configure
C2 (config)# interface ethernet 1/24/1-4

C2 (
C2 (
C2 (
C2 (
C2 (
C2 (

C2#

config-if-range) # shutdown
config-if-range) # exit

config)# interface ethernet 1/31-32
config-if-range) # shutdown
config-if-range) # exit

config)# exit

S. IR FRIE T = LiEHEE) CN1610 344l CL1 RYEB4G,

ER ML,

IR FRA T = LB 895 O EFERZE] Nexus 3132Q-V 3Z#il C1o

6. M Nexus 3132Q-V C2 i e1/24 Lk QSFP HB4:,

B ERZ 1 Cisco QSFP JAF S EEBLE C1 LB e1/31 # e1/32 iniEEE| C2 LAY e1/31 H

e1/32 ix o

7. mERO 24 MEEE, FEIERILUTREMER C2 ERIRIIKOEE 2:

“startup-configuration X 15

‘running-configuration® 3 {4 Z

23



Bl

UTRBIEST running-configuration' X4E! “startup-configuration’ X {4

C2# configure

C2 (config) # no interface breakout module 1 port 24 map 10g-4x
config)# no interface port-channel 2
config-if)# interface el/24
config-if)# description 40GbE Node Port

# spanning-tree port type edge

config-if)# spanning-tree bpduguard enable

config-if)# mtu 9216

config-if-range) # exit

C2 (
C2 (
C2( )
C2 (config-if)
C2( )
C2( )
C2 (

C2 (config) # exit

C2# copy running-config startup-config
[HAfHFHHSH A H A H A H AR H RS HHAHHHH] 1009
Copy Complete.

8. £ C2 (EmIRY 3132Q-V xZ#tl) LB ISL iw[A 31 # 32:

no shutdown
kvl

UTFREIERT WA7E 3132Q-V Z#e4l C2 /=250 ISL 31 #1 32:

C2# configure

C2 (config)# interface ethernet 1/31-32

C2 (config-if-range)# no shutdown

C2 (config-if-range) # exit

C2 (config)# exit

C2# copy running-config startup-config

[HH#HHH S HF S H S H S 4] 1009
Copy Complete.

ez
FeBE R iimOfE, &L "STREE" o

=M CN1610 331412 Nexus 3132Q-V 3Tt 89T F2
TRRUTETE, LURASR CN1610 33#iE Nexus 3132Q-V aZHAEVITFTZ,

24


cn1610-complete-migration.html
cn1610-complete-migration.html
cn1610-complete-migration.html
cn1610-complete-migration.html
cn1610-complete-migration.html
cn1610-complete-migration.html
cn1610-complete-migration.html
cn1610-complete-migration.html
cn1610-complete-migration.html

T’
1. Mok ISLIEESEES up 7E 3132Q-V FF% C2 k:

show port-channel summary
%O Eth1/31 # Eth1/32 MZ3ER “(P) XEKEM ISL inO#Z "up EisHEEH,

Bl

Cl# show port-channel summary

Flags: D - Down P - Up in port-channel (members)
I - Individual H - Hot-standby (LACP only)
s - Suspended r - Module-removed
S - Switched R - Routed
U - Up (port-channel)
M - Not in use. Min-links not met
Group Port- Type Protocol Member Ports
Channel
1 Pol (SU) Eth LACP Ethl/31(P) Ethl/32 (P)

2. TFET R LEREEIIFK 3132Q-V KNl C1 HWArESE EEKRO:
network port modify

Bl

T RBIRTR T Sr B ehiEZ EIF 3132Q-V A C1 MFE S BiEin

cluster::*> network port modify -node nl -port ela -up-admin true
cluster::*> network port modify -node nl -port e0d -up-admin true
cluster::*> network port modify -node n2 -port ela -up-admin true
cluster::*> network port modify -node n2 -port eOd -up-admin true

3. IEEERF T mm RS

network port show



Bl

LURRBISSIE T #8Y 3132Q-V Al C1 £AY n1 A n2 EMFRERELERAIEEE, up !

cluster::*> network port show -role Cluster
(network port show)

Node: nl

Broadcast Speed (Mbps) Health Ignore
Port IPspace Domain Link MTU Admin/Open Status Health
Status
ela cluster cluster up 9000 auto/10000 = =
e0b cluster cluster up 9000 auto/10000 - -
elc cluster cluster up 9000 auto/10000 = =
e0d cluster cluster up 9000 auto/10000 = =
Node: n2

Broadcast Speed (Mbps) Health Ignore
Port IPspace Domain Link MTU Admin/Open Status Health
Status
ela cluster cluster up 9000 auto/10000 - -
elb cluster cluster up 9000 auto/10000 = =
elc cluster cluster up 9000 auto/10000 = =
e0d cluster cluster up 9000 auto/10000 - -

8 entries were displayed.

4. WHEFFEETBNEREE LIF, XL LIF Y EZEMET R LR C1:
network interface revert

Bl

AT RAER T RIS ERIEE LIF RREIE/RIqmO

cluster::*> network interface revert -vserver Cluster -1if nl clusl
cluster::*> network interface revert -vserver Cluster -1if nl clus4
cluster::*> network interface revert -vserver Cluster -1if n2 clusl
cluster::*> network interface revert -vserver Cluster -1if n2 clusé

26



S IBHIANEOBEERF RS S

network interface show

Bl

UTFRAIERTEBEEEZOMNRKE: up # Is home XF n1 F n2:

cluster::*> network interface show -role Cluster

Logical
Interface

(network interface show)

Status
Admin/Oper

Current
Node

Current 1Is
Port

Cluster

true

true

true

true

true

true

true

true

nl clusl

nl clus?2

nl clus3

nl clus4

n2 clusl

n2 clus?2

n2 clus3

n2 clus4

up/up

up/up

up/up

up/up

up/up

up/up

up/up

up/up

8 entries were displayed.

6. IIEIAZ R B IE RYIEREE

Network

Address/Mask
10.10.0.1/24
10.10.0.2/24
10.10.0.3/24
10.10.0.4/24
10.10.0.5/24
10.10.0.6/24
10.10.0.7/24
10.10.0.8/24

nl

nl

nl

nl

n2

n2

n2

n2

ela

e0b

elc

e0d

ela

e0b

elc

e0d

27
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ONTAP 9.9.1 XEShi7
{RATLUEF “network interface check cluster-connectivity HiiTER < U BEHEEIEIZEMNTE, ABERE4H

=¥

network interface check cluster-connectivity start '# ‘network interface check
cluster-connectivity show

clusterl::*> network interface check cluster-connectivity start

YERL IB1T show SR B RIFAERZAT, BERILID .

clusterl::*> network interface check cluster-connectivity show

Source Destination Packet

Node Date LIF LIF Loss
nl

3/5/2022 19:21:18 -06:00 nl clus2 nl clusl none

3/5/2022 19:21:20 -06:00 nl clus2 n2 clus?2 none
n2

3/5/2022 19:21:18 -06:00 n2 clus2 nl clusl none

3/5/2022 19:21:20 -06:00 n2 clus2 nl clus2 none

FiE ONTAPhRZS

I FEREONTAPHRZS, EBILIERA cluster ping-cluster -node <name> 1 EIEZEM MRS :

cluster ping-cluster -node <name>



cluster::*> cluster ping-cluster -node nl
Host is nl

Getting addresses from network interface table...

Cluster nl clusl nl ela 10.10.0.1
Cluster nl clus2 nl elb 10.10.0.2
Cluster nl clus3 nl elc 10.10.0.3
Cluster nl clus4 nl eld 10.10.0.4
Cluster n2Z2 clusl n2 ela 10.10.0.5
Cluster n2 clus2 n2 elb 10.10.0.6
Cluster n2 clus3 n2 elc 10.10.0.7
Cluster n2 clus4 n2 e0d 10.10.0.8

Local = 10.10.0.1 10.10.0.2 10.10.0.3 10.10.0.4
Remote = 10.10.0.5 10.10.0.6 10.10.0.7 10.10.0.8
Cluster Vserver Id = 4294967293

Basic connectivity succeeds on 16 path(s)

Basic connectivity fails on 0 path(s)

Detected 1500 byte MTU on 16 path(s):
Local 10.10.0.1 to Remote 10.10.
Local 10.10. to Remote 10.10.
Local 10.10. to Remote 10.10.
Local 10.10. to Remote 10.10.
Local 10.10. to Remote 10.10.
Local 10.10. to Remote 10.10.
Local 10.10. to Remote 10.10.
Local 10.10. to Remote 10.10.
Local 10.10. to Remote 10.10.
Local 10.10. to Remote 10.10.
Local 10.10. to Remote 10.10.
Local 10.10. to Remote 10.10.
Local 10.10. to Remote 10.10.
Local 10.10. to Remote 10.10.
Local 10.10. to Remote 10.10.
Local 10.10. to Remote 10.10.

O 0O 0O OO0 0O 00000 O O O O
AR DD W WWwWw NN R R e e
O 0O 0O OO0 0O O 00000 o O O O
W J o U1 ©® ~J & U1 © - o U o ~Jd o O

Larger than PMTU communication succeeds on 16 path(s)
RPC status:

4 paths up, 0 paths down (tcp check)

4 paths up, 0 paths down (udp check)

1. @i [ Nexus 3132Q-V EEL AT =K BEE,
2. BEREEEFISENER:
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network device-discovery show
network port show -role cluster
network interface show -role cluster

system cluster-switch show



Bl

UTFREIERTTHE n3 Ml nd, EN19 58T 40 GbE &EEEiH[11E1ZE) Nexus 3132Q-V EE 3T
B e1/7 # e1/8 iv 1, HEXMW T SEEMNERE, FHAMN 40 GbE £ iR N eda M

ede.

cluster::*> network device-discovery show

Local Discovered
Node Port Device Interface Platform
nl /cdp
ela Cc1l Ethernetl/1/1 N3K-C3132Q-V
eOb C2 Ethernetl/1/1 N3K-C31320-V
elc C2 Ethernetl/1/2 N3K-C3132Q-V
e0d Cc1l Ethernetl/1/2 N3K-C3132Q-V
n2 /cdp
ela c1l Ethernetl/1/3 N3K-C3132Q-V
e0b C2 Ethernetl/1/3 N3K-C31320-V
elc C2 Ethernetl/1/4 N3K-C31320-V
e0d Cc1l Ethernetl/1/4 N3K-C3132Q-V
n3 /cdp
eda cl Ethernetl/7 N3K-C31320-V
ede C2 Ethernetl/7 N3K-C3132Q0-V
n4 /cdp
eda Cl Ethernetl/8 N3K-C3132Q0-V
ede C2 Ethernetl/8 N3K-C3132Q-V

12 entries were displayed.

cluster::*> network port show -role cluster
(network port show)

Node: nl

Broadcast Speed (Mbps) Health
Ignore
Port IPspace Domain Link MTU Admin/Open Status
Health Status
ela cluster cluster up 9000 auto/10000 = =
elb cluster cluster up 9000 auto/10000 - -
elc cluster cluster up 9000 auto/10000 = =
e0d cluster cluster up 9000 auto/10000 = =
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Node: n2

Ignore
Port IPspace
Health Status

Broadcast

Domain

MTU

Speed (Mbps)

Admin/Open

Health

Status

ela cluster
e0b cluster
elc cluster

el0d cluster

Node: n3
Ignore
Port IPspace

Health Status

cluster
cluster
cluster
cluster

Broadcast

Domain

up
up
up
up

9000
9000
9000
9000

MTU

auto/10000
auto/10000
auto/10000
auto/10000

Speed (Mbps)

Admin/Open

Health

Status

eda cluster
ede cluster
Node: ni4
Ignore

Port IPspace

Health Status

cluster
cluster

Broadcast

Domain

up
up

9000
9000

MTU

auto/40000
auto/40000

Speed (Mbps)

Admin/Open

Health

Status

eda cluster
ede cluster

12 entries were displayed.

cluster
cluster

up
up

9000
9000

auto/40000
auto/40000



cluster::*> network interface show -role Cluster
(network interface show)

Logical Status Network Current Current
Is
Vserver Interface Admin/Oper Address/Mask Node Port
Home
Cluster

nl clusl up/up 10.10.0.1/24 nl ela
true

nl clus2 up/up 10.10.0.2/24 nl e0b
true

nl clus3 up/up 10.10.0.3/24 nl elc
true

nl clus4 up/up 10.10.0.4/24 nl e0d
true

n2 clusl up/up 10.10.0.5/24 n2 ela
true

n2 clus?2 up/up 10.10.0.6/24 n2 e0b
true

n2 clus3 up/up 10.10.0.7/24 n2 elc
true

n2 clus4 up/up 10.10.0.8/24 n2 e0d
true

n3 clusl up/up 10.10.0.9/24 n3 eda
true

n3 clus2 up/up 10.10.0.10/24 n3 ede
true

n4 clusl up/up 10.10.0.11/24 n4 eda
true

n4 clus?2 up/up 10.10.0.12/24 n4 ede
true

12 entries were displayed.



cluster::> system cluster-switch show

Switch

Cl
NX3132V

Serial Number:

Is Monitored:
Reason:

Software Version:

Software, Version

Version Source:

C2
NX3132V

Serial Number:
Is Monitored:
Reason:

Software Version:

Software, Version

Version Source:

CL1

Serial Number:

Is Monitored:
Reason:

Software Version:

Version Source:

CL2
CN1610

Serial Number:

Is Monitored:
Reason:

Software Version:

Version Source:

Type Address Model

cluster-network 10.10.1.103

FOX000001
true

Cisco Nexus Operating System (NX-0S)

7.0(3)I4(1)
CDP

cluster—-network 10.10.1.104

FOX000002

true

Cisco Nexus Operating System (NX-0S)

7.0(3)I4(1)
CDP

cluster-network 10.10.1.101 CN1610
01234567

true

1.2.0.7
ISDP

cluster—-network 10.10.1.102

01234568

true

1.2.0.7
ISDP

4 entries were displayed.

3. NREMEHI CN1610 MR E Behishs, HREBR:
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system cluster-switch delete

Bl

LUF R BIRR T dnfEFE] CN1610 FF3%:

cluster::> system cluster-switch delete -device CL1

cluster::> system cluster-switch delete -device CL2

4. FREEEY clus1 F clus4 /7 "-auto-revert TE N T S _EHIA:

Bl

cluster:

-revert

cluster:

-revert
cluster
—revert
cluster

-revert

:*> network
true
:*> network
true
::*> network
true
::*> network

true

interface

interface

interface

interface

O. WA IEHRIER T HA BT IIE:

system cluster-switch show

modify -vserver

modify -vserver

modify -vserver

modify -vserver

nodel

nodel

node?2

node?2

-1if

-1if

-1if

-1if

clusl

clus4

clusl

clus4

—auto

—auto

—auto

—auto
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6.

Bl

cluster::> system cluster-switch show

Switch
Model

Cl
NX3132V

Serial Number:

Is Monitored:
Reason:

Software Version:

Version

Version Source:

C2
NX3132V

Serial Number:

Is Monitored:
Reason:

Software Version:

Version

Version Source:

Type Address

cluster—-network 10.10.1.103

FOX000001

true

Cisco Nexus Operating System (NX-0S) Software,

7.0(3)I4(1)
CDP

cluster—-network 10.10.1.104

FOX000002
true

Cisco Nexus Operating System (NX-0S) Software,

7.0(3)I4(1)
CDP

2 entries were displayed.

T—$Rfta?
SERSHAEBIE, SR EE RS,
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NREERABMRIREN, H@ETIAAAutoSupportEREMERE:

system node autosupport invoke -node * -type all -message MAINT=END
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