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1. WNERIHEEEE F BT AutoSupport , &3 18 A AutoSupportH B RINEI B oh e 2 2= :

autosupport invoke -node * -type all -message MAINT=xh

x RAPEONIBENTE, B/,
()  wsBEMEASEB TS

2. BRECERIGENEXESR:
network device-discovery show

Bl

UTFRAER TSN R LB M EREE RN EENSEFEERONE:

cluster::> network device-discovery show

Local Discovered

Node Port Device
nl /cdp
ela CL1
eOb CL2
elc CL2
eld CL1
n2 /cdp
ela CL1
eOb CL2
elc CL2
e0d CL1

8 entries were displayed.

3. MESNERZOMNEEIETIRES:
a. BrMKiROEM:

network port show

Interface

Ethernetl/1
Ethernetl/1
Ethernetl/2
Ethernetl/2

Ethernetl/3
Ethernetl/3
Ethernetl/4
Ethernetl/4

R TF5 ECisco Nexus 3132Q-V 3 1o

» WETELEIFHERRIZE LE B Rh eI RS,

Platform

N5K-C5596UP
N5K-C5596UP
N5K-C5596UP
N5K-C5596UP

N5K-C5596UP
N5K-C5596UP
N5K-C5596UP
N5K-C5596UP

system node



Bl

UTRAIERASR LMK IRORES:

cluster::*> network port show —-role cluster

(network port show)

Node: nl

Ignore

Health

Port
Status

Broadcast Domain Link MTU

Speed (Mbps)

Admin/Oper

Cluster

Cluster

Cluster

Cluster

Cluster

Cluster

Cluster

Broadcast Domain

up 9000
up 9000
up 9000
up 9000

auto/10000

auto/10000

auto/10000

auto/10000

Speed (Mbps)

Admin/Oper

8 entries

a. BRZEEAER:

Cluster

Cluster

Cluster

Cluster

Cluster

Cluster

Cluster

Cluster

were displayed.

+ network interface

show

Link MTU
up 9000
up 9000
up 9000
up 9000

auto/10000

auto/10000

auto/10000

auto/10000

Health

Status

Health

Status



Bl

T RBIERARFHAE LIF —RRIES:

cluster::*> network interface show -role cluster

(network interface show)

Current
Vserver
Port

Logical
Is
Interface

Status

Network

Admin/Oper Address/Mask

Cluster

ela

eOb

elc

el0d

ela

eOb

elc

el0d

nl clusl
true

nl clus2
true

nl clus3
true

nl clusé4
true

n2 clusl
true

n2 clus2
true

n2 clus3
true

nZ2 clusé4
true

up/up

up/up

up/up

up/up

up/up

up/up

up/up

8 entries were displayed.

b. BRERAMPERIRIBIEXESR

+ system cluster-switch show

10.

10.

10.

10.

10.

10.

10.

10.

10.

10.

10.

10.

10.

10.

10.

10.

.1/24

.2/24

.3/24

.4/24

.5/24

.6/24

.7/24

.8/24

Current

Node

nl

nl

nl

nl

n2

n2

n2

n2



Bl

UTRAIERT SR EMAER TR HEEE P tthil:

cluster::*> system cluster-switch show

Switch Type Address
Model

CL1 cluster—-network 10.10.1.101
NX5596

Serial Number: 01234567
Is Monitored: true
Reason:
Software Version: Cisco Nexus Operating System (NX-0S)
Software, Version
7.1 (1)N1(1)
Version Source: CDP
CL2 cluster-network 10.10.1.102
NX5596
Serial Number: 01234568
Is Monitored: true
Reason:
Software Version: Cisco Nexus Operating System (NX-0S)
Software, Version
7.1 (1)N1(1)
Version Source: CDP

2 entries were displayed.

4. 1§ & “-auto-revert B false’ 7EF NI m _EAYEEE LIF clus1 # clus2 L

network interface modify



Bl

cluster::*> network interface modify -vserver nodel -1if clusl -auto
-revert false
cluster::*> network interface modify -vserver nodel -1if clus2 -auto
-revert false
cluster::*> network interface modify -vserver node2 -1if clusl -auto
-revert false
cluster::*> network interface modify -vserver node2 -1if clus2 -auto
-revert false

o. WIABIRIEERERIEH 3132Q-V 3l ELE TN RCF MG, FHHTHENMERBEX, FIMA
FANEE. Mg ttE,

LR S ITUE RSP XN K. MRFEFAR RCF MK, BRBUT T RIR?E:

a. FifE"Cisco AR A2 A" FENetApp T 45 Mub o

b. JEIE FEIMNAIEL S LUK % DIZRA& PR TR AR (4 hie 2N,

C. FEHENARZSBIRCF,

d. fE IR TUE bR g, ERVFRIN, ARRER T TE LR TE RCF,
. TEMENhRZASHIE G o

BZIY ONTAP 8.x HESRASEHNEEME BN SZELEX M THNE, AREFRBENAIRRES,
BEHRIEWAIMRE, FZEU_ONTAP 8.x ESRAERF LS FEIUE
6. T SHFHFEIRME S Nexus 5596 STHRANAEXM LIF:

network interface migrate
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Bl

UTRBAIESRT n1 M n2, {BLIF EBHAEPFET = EHIT:

cluster::*> network
-source-node nl -
destination-node nl
cluster::*> network
-source-node nl -
destination-node nl
cluster::*> network
-source-node n2 -
destination-node n2
cluster::*> network
-source-node n2 -

destination—-node n2

7. IIPERBH RN .

network interface show

interface migrate

-destination-port

interface migrate

-destination-port

interface migrate

-destination-port

interface migrate

-destination-port

—-vsServer

ela

—-vsServer

el0d

—vserver

ela

—vserver

el0d

Cluster

Cluster

Cluster

Cluster

-1if

-1if

-1if

-1if

nl clus2

nl clus3

n2 clus2

n2 clus3



8.

10

Bl

UTRBIRBRTH—1ER. network interface migrate s7 <> :

cluster::*> network interface show -role cluster

(network interface show)

Current

Node

nl

nl

nl

nl

n2

n2

n2

n2

Logical Status Network
Current Is
Vserver Interface Admin/Oper Address/Mask
Port Home
Cluster

nl clusl up/up 10.10.0.1/24
ela true

nl clus2 up/up 10.10.0.2/24
ela false

nl clus3 up/up 10.10.0.3/24
e0d false

nl clus4 up/up 10.10.0.4/24
eld true

n2 clusl up/up 10.10.0.5/24
ela true

n2 clus2 up/up 10.10.0.6/24
ela false

n2 clus3 up/up 10.10.0.7/24
eld false

n2 clus4 up/up 10.10.0.8/24
eld true

8 entries were displayed.

KSR, CL2 ¥ ER iR
network port modify

Bl

U TFas$XE n1 M n2 EREERD, BRBFXRARE TR LEO:

cluster::*> network port modify -node nl -port
cluster::*> network port modify -node nl -port
cluster::*> network port modify -node n2 -port
cluster::*> network port modify -node n2 -port

e0b
elc
e0b

elc

-up-admin
-up-admin
—-up-admin

—-up-admin

false
false
false

false



9. WIERZEE B R ORERRIE:

11



12

ONTAP 9.9.1 XEShi7
{RATLUEF “network interface check cluster-connectivity HiiTER < U BEHEEIEIZEMNTE, ABERE4H

=¥

network interface check cluster-connectivity start '# ‘network interface check

cluster-connectivity show

clusterl::*> network interface check cluster-connectivity start

YERL IB1T show SR B RIFAERZAT, BERILID .

clusterl::*> network interface check cluster-connectivity show

Source

LIF

Destination

LIF

Packet
Node Date
Loss
nl
3/5/2022
3/5/2022
n2
3/5/2022
3/5/2022
FiE ONTAPhRZS

I TFEREONTAPHRZS, EEILIER cluster ping-cluster -node <name> 102 AT

19:21:
19:21:

19:21:
19:21:

18 -06:00
20 -06:00
18 -06:00
20 -06:00

cluster ping-cluster -node <name>

nl clus2
nl clus2

n2 clus2
n2 clus2

n2 clusl
n2 clus2

nl clusl
nl clus2

<

none

none

none

none



cluster::*> cluster ping-cluster -node nl
Host is nl

Getting addresses from network interface table...

Cluster nl clusl nl efa 10.10.0.1
Cluster nl clus2 nl eO0b 10.10.0.2
Cluster nl clus3 nl e0c 10.10.0.3
Cluster nl clus4 nl e0d 10.10.0.4
Cluster n2Z2 clusl n2 ela 10.10.0.5
Cluster n2 clus2 n2 e0b 10.10.0.6
Cluster n2 clus3 n2 eOc 10.10.0.7
Cluster n2 clus4 n2 e0d 10.10.0.8

Local = 10.10.0.1 10.10.0.2 10.10.0.3 10.10.0.4
Remote = 10.10.0.5 10.10.0.6 10.10.0.7 10.10.0.8
Cluster Vserver Id = 4294967293

Basic connectivity succeeds on 16 path(s)

Basic connectivity fails on 0 path(s)

Detected 1500 byte MTU on 16 path(s):
Local 10.10.0.1 to Remote 10.10.
Local 10.10. to Remote 10.10.
Local 10.10. to Remote 10.10.
Local 10.10. to Remote 10.10.
Local 10.10. to Remote 10.10.
Local 10.10. to Remote 10.10.
Local 10.10. to Remote 10.10.
Local 10.10. to Remote 10.10.
Local 10.10. to Remote 10.10.
Local 10.10. to Remote 10.10.
Local 10.10. to Remote 10.10.
Local 10.10. to Remote 10.10.
Local 10.10. to Remote 10.10.
Local 10.10. to Remote 10.10.
Local 10.10. to Remote 10.10.
Local 10.10.0.4 to Remote 10.10.0.8

Larger than PMTU communication succeeds on 16 path(s)

RPC status:

4 paths up, 0 paths down (tcp check)

clic el leleNeNeleNeleNe el
DR D W WW W NNNR R R R
O O 0O 0O O O O O OO0 O O o O O
Jd oy U1 0 - o U1 © ~J o U1l @ ~J o O

4 paths up, 0 paths down (udp check)

X FEDN Nexus 5596 33#4] CL1 ERY ISL iw 41 = 48:



Bl

U TFREIRR T a3 Nexus 5596 3534, CL1 LAY ISL i 41 = 48:

(CL1)# configure

(CL1) (Config) # interface el1/41-48
(CL1) (config-if-range)# shutdown
(CL1) (config-if-range) # exit
(CL1) (Config) # exit

(CL1) #

WRIREFEHE Nexus 5010 3§ 5020, BIETE ISL BN EOS,
2. 72 CL1 0 C2 zja)&arliEht I1SL,

BRI

IR RBIRZR T 80fE7E CL1 A C2 ZieliEizlimbst ISL:

C2# configure

C2 (config)# interface port-channel 2
C2
C2
C2
C2
C2
C2
C2
C2
C2
C2

config-if)# switchport mode trunk

config-if)# spanning-tree port type network

config-if)# mtu 9216

config-if)# interface breakout module 1 port 24 map 10g-4x
config)# interface el/24/1-4

config-if-range) # switchport mode trunk

config-if-range) # mtu 9216

config-if-range) # channel-group 2 mode active
config-if-range) # exit

~ o~ o~ o~ o~ o~ o~~~ —~

config-if)# exit

T—$Rfta?
WFEANEBREE, G EEEHRD

AEE IR LM 5596 31T FZE 3132Q-V 3],

BRBUTSERERO, LUEM Nexus 5596 N LTFFIERIETHI Nexus 3132Q-V 3Z#i#,

p
1. EFET R L, BRRIERES Nexus 5596 XiEH CL2 FIFRA B4,

14


cn5596-configure-ports.html
cn5596-configure-ports.html
cn5596-configure-ports.html
cn5596-configure-ports.html
cn5596-configure-ports.html
cn5596-configure-ports.html
cn5596-configure-ports.html
cn5596-configure-ports.html
cn5596-configure-ports.html
cn5596-configure-ports.html
cn5596-configure-ports.html
cn5596-configure-ports.html
cn5596-configure-ports.html

ERXFEFREBLS, KT = LFRIEOEMEZE Nexus 3132Q-V Zi#H] C2,

2. M Nexus 5596 3Z#it]l CL2 F#bRFREB4L,

E&1EMCisco QSFP #% SFP+ 94k B4 ERE
5596 CL1 FYi% [ 45 = 48,

3. #IAiEO eth1/45-48 2B E7EE “channel-group 1 mode active TEEIZ{TEZE Ho
4. E7ERNEY Nexus 5596 Xi%#l CL1 LB ISL ik 45 & 48,

kvl

UTFREIRT T IAESR) ISLBY 45 F 48 SimO:

(CL1)# configure

(CL1) (Config) # interface el/45-48
(CL1) (config-if-range) # no shutdown
(CL1) (config-if-range) # exit

(CL1) (Config) # exit

(CL1) #

5. Haik ISL & A "up 7 Nexus 5596 3Z#iAl CL1 L

show port-channel summary

EFrAYCisco 3132Q-V 3Z#H C2 Bk 1/24 F1IAE Nexus

15



Bl

eth1/45 & eth1/48 i ARATE (P), =& ISLIHEA "up iR @EEH:

Example
CL1# show port-channel summary
Flags: D - Down P - Up in port-channel (members)
I - Individual H - Hot-standby (LACP only)
s — Suspended r - Module-removed
S - Switched R - Routed
U - Up (port-channel)
M - Not in use. Min-links not met

Group Port- Type Protocol Member Ports
Channel
1 Pol (SU) Eth LACP Ethl/41 (D) Ethl/42 (D)
Ethl1/43 (D)
Ethl/44 (D) Ethl1/45 (P)
Ethl/46 (P)
Ethl1/47 (P) Ethl/48 (P)

6. #ai\ ISL @E M up 1E 3132Q-V A% C2 L

show port-channel summary

16



Bl

im0 eth1/24/1. eth1/24/2. eth1/24/3 F eth1/24/4 Ri¥RrE (P), F/& ISLiwOA up fEimO@E:

C2# show port-channel summary

Flags: D - Down P - Up in port-channel (members)
I - Individual H - Hot-standby (LACP only)
s — Suspended r - Module-removed
S - Switched R - Routed
U - Up (port-channel)
M - Not in use. Min-links not met
Group Port- Type Protocol Member Ports
Channel
1 Pol (SU) Eth LACP Ethl/31 (D) Ethl/32 (D)
2 Po2 (SU) Eth LACP Ethl/24/1(P) Ethl/24/2(P)

Ethl/24/3 (P)
Ethl/24/4 (P)

7. TR AL, BohEEE 3132Q-V Nl C2 MWFrESE B iEm .
network port modify

Bl

MUTFRAIBR T IEET = n1 # n2 LiESshsE RO :

cluster::*> network port modify -node nl -port e0Ob -up-admin true
cluster::*> network port modify -node nl -port elOc -up-admin true
cluster::*> network port modify -node n2 -port eOb -up-admin true

cluster::*> network port modify -node n2 -port eOc -up-admin true

8. FFET R L, RRFBEEEIBAIEES C2 KM EIE LIF:

network interface revert



Bl

UTRAIRRT EBERES LIF EMERT R n1 # n2 ERRKO:

cluster::
cluster::
k>
3>

cluster:
cluster:

*>
W

network
network
network

network

interface
interface
interface

interface

revert
revert
revert

revert

0. BIAFTESEEERYIEMETHFRIRE:

18

network interface show

—-vserver

—vserver

—vserver

—-vserver

Cluster
Cluster
Cluster
Cluster

-1if
-1if
-1if
-1if

nl clus2
nl clus3
n2 clus?2
n2 clus3



Bl

LU RBIZREA clus2 EAY LIF EMEREFRIRO, HEMR Yaim 5 HimO0RESAems”,
R LIF ERIHIRE, “true 7 'Is Home 1+, ¥R 'Is Home {EZ false’ LIF & R4,

cluster::*> network interface show -role cluster

(network interface show)

Logical Status Network Current
Current Is
Vserver Interface Admin/Oper Address/Mask Node
Port Home
Cluster

nl clusl up/up 10.10.0.1/24 nl
ela true

nl clus2 up/up 10.10.0.2/24 nl
elb true

nl clus3 up/up 10.10.0.3/24 nl
elc true

nl clus4 up/up 10.10.0.4/24 nl
eld true

n2 clusl up/up 10.10.0.5/24 n2
ela true

n2 clus2 up/up 10.10.0.6/24 n2
eOb true

n2 clus3 up/up 10.10.0.7/24 n2
elc true

n2 clus4 up/up 10.10.0.8/24 n2
e0d true

8 entries were displayed.

10. BHfIARR RO Ei&EE:

network port show



Bl

UTRBBRTERI—1MN4ER, network port modify ®8%, WIIFAIAEMEERTIEEE ‘up

cluster::*> network port show -role cluster
(network port show)

Node: nl
Ignore
Speed (Mbps) Health
Health
Port IPspace Broadcast Domain Link MTU Admin/Oper Status
Status
ela Cluster Cluster up 9000 auto/10000 -
elb Cluster Cluster up 9000 auto/10000 -
elc Cluster Cluster up 9000 auto/10000 -
e0d Cluster Cluster up 9000 auto/10000 -
Node: n2
Ignore
Speed (Mbps) Health
Health
Port IPspace Broadcast Domain Link MTU Admin/Oper Status
Status
ela Cluster Cluster up 9000 auto/10000 -
e0b Cluster Cluster up 9000 auto/10000 -
elc Cluster Cluster up 9000 auto/10000 -
e0d Cluster Cluster up 9000 auto/10000 -

8 entries were displayed.

M. IR SR B R O RYEREE
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ONTAP 9.9.1 XEShi7
{RATLUEF “network interface check cluster-connectivity HiiTER < U BEHEEIEIZEMNTE, ABERE4H

=¥

network interface check cluster-connectivity start '# ‘network interface check

cluster-connectivity show

clusterl::*> network interface check cluster-connectivity start

YERL IB1T show SR B RIFAERZAT, BERILID .

clusterl::*> network interface check cluster-connectivity show

Source

LIF

Destination

LIF

Packet
Node Date
Loss
nl
3/5/2022
3/5/2022
n2
3/5/2022
3/5/2022
FiE ONTAPhRZS

I TFEREONTAPHRZS, EEILIER cluster ping-cluster -node <name> 102 AT

19:21:
19:21:

19:21:
19:21:

18 -06:00
20 -06:00
18 -06:00
20 -06:00

cluster ping-cluster -node <name>

nl clus2
nl clus2

n2 clus2
n2 clus2

n2 clusl
n2 clus2

nl clusl
nl clus2

<

none

none

none

none
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cluster::*> cluster ping-cluster -node nl
Host is nl

Getting addresses from network interface table...

Cluster nl clusl nl efa 10.10.0.1
Cluster nl clus2 nl eO0b 10.10.0.2
Cluster nl clus3 nl e0c 10.10.0.3
Cluster nl clus4 nl e0d 10.10.0.4
Cluster n2Z2 clusl n2 ela 10.10.0.5
Cluster n2 clus2 n2 e0b 10.10.0.6
Cluster n2 clus3 n2 eOc 10.10.0.7
Cluster n2 clus4 n2 e0d 10.10.0.8

Local = 10.10.0.1 10.10.0.2 10.10.0.3 10.10.0.4
Remote = 10.10.0.5 10.10.0.6 10.10.0.7 10.10.0.8
Cluster Vserver Id = 4294967293

Basic connectivity succeeds on 16 path(s)

Basic connectivity fails on 0 path(s)

Detected 1500 byte MTU on 16 path(s):
Local 10.10.0.1 to Remote 10.10.
Local 10.10. to Remote 10.10.
Local 10.10. to Remote 10.10.
Local 10.10. to Remote 10.10.
Local 10.10. to Remote 10.10.
Local 10.10. to Remote 10.10.
Local 10.10. to Remote 10.10.
Local 10.10. to Remote 10.10.
Local 10.10. to Remote 10.10.
Local 10.10. to Remote 10.10.
Local 10.10. to Remote 10.10.
Local 10.10. to Remote 10.10.
Local 10.10. to Remote 10.10.
Local 10.10. to Remote 10.10.
Local 10.10. to Remote 10.10.
Local 10.10.0.4 to Remote 10.10.0.8

Larger than PMTU communication succeeds on 16 path(s)

RPC status:

4 paths up, 0 paths down (tcp check)

clic el leleNeNeleNeleNe el
DR D W WW W NNNR R R R
O O 0O 0O O O O O OO0 O O o O O
Jd oy U1 0 - o U1 © ~J o U1l @ ~J o O

4 paths up, 0 paths down (udp check)

1. EEHPNEITRLE, TBSFE—NEEHRAY Nexus 5596 32H#iH/l CL1 KEXAYHEO!

network interface migrate
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Bl

cluster::*> network
-source-node nl -
destination-node nl
cluster::*> network
-source-node nl -
destination-node nl
cluster::*> network
-source-node n2 -
destination-node n2
cluster::*> network
-source-node n2 -

destination—-node n2

2. ITEEREERS

network interface show

UTFRFIERT TR n1 M n2 EIEEFHAEROSK LIF:

interface migrate

-destination-port

interface migrate

-destination-port

interface migrate

-destination-port

interface migrate

-destination-port

—-vsServer

e0b

—-vsServer

elc

—vserver

e0b

—vserver

elc

Cluster

Cluster

Cluster

Cluster

-1if

-1if

-1if

-1if

nl clusl

nl clusé4

n2 clusl

nZ2 clusé4

23



Bl

U RBIRER, FRBRVEEEE LIF XS ISR C2 LIEERMEN SR KO !

(network interface show)

Logical Status Network Current
Current Is
Vserver Interface Admin/Oper Address/Mask Node
Port Home
Cluster

nl clusl up/up 10.10.0.1/24 nl
elb false

nl clus2 up/up 10.10.0.2/24 nl
e0b true

nl clus3 up/up 10.10.0.3/24 nl
elc true

nl clus4 up/up 10.10.0.4/24 nl
elc false

n2 clusl up/up 10.10.0.5/24 n2
eOb false

n2 clus2 up/up 10.10.0.6/24 n2
e0b true

n2 clus3 up/up 10.10.0.7/24 n2
elc true

n2 clus4 up/up 10.10.0.8/24 n2
elc false

8 entries were displayed.

3 FEFFETRLE, XAEEE CL1 MW RRA:

network port modify

24



Bl

MUTFRAIERTIMEET = n1 # n2 EXEFEERRKO :

cluster::*> network port modify -node nl -port ela -up-admin false
cluster::*> network port modify -node nl -port e0d -up-admin false
cluster::*> network port modify -node n2 -port ela -up-admin false
cluster::*> network port modify -node n2 -port eOd -up-admin false

4. XHAETH 3132Q-V e, C2 B ISL A 24, 31 F1 32:

shutdown
kvl

UTFRBIER T W0 XH] ISL 24, 31 70 32:

C2# configure

C2 (Config)# interface el/24/1-4
C2 (config-if-range)# shutdown
C2 (config-if-range) # exit

C2 (config)# interface 1/31-32
C2 (config-if-range)# shutdown
C2 (config-if-range) # exit

C2 (config-if)# exit

C2#

5. EFET S L, iEES Nexus 5596 3Z#e#]], CL1 BYFRA B4k,
EAZIFNEL, BAET R AR OEFHIEREE] Nexus 3132Q-V A C1,
6. M Nexus 3132Q-V C2 i1 e1/24 L#5f% QSFP S 4&EB45,

fEA#FACisco QSFP JAFENEIERELE, & C1 LRYImO e1/31 1 e1/32 HE#EE C2 LRYIRO e1/31 F
e1/32,

7. REIRO 24 BECE, HiEFR C2 ERIRRYIE I@IE 2:



C2# configure

C2 (config) # no interface breakout module 1 port 24 map 10g-4x
config)# no interface port-channel 2
config-if)# int el/24
config-if)# description 40GbE Node Port

# spanning-tree port type edge

config-if)# spanning-tree bpduguard enable

config-if)# mtu 9216

config-if-range) # exit

C2 (
C2 (
C2 ( )
C2 (config-if)
C2 ( )
C2 ( )
C2 (

C2 (config) # exit

C2# copy running-config startup-config
(H#HFHAHAHFEHEHF R AR AR HHH A A F AR E R AR HH] 1005
Copy Complete.

8. £ C2 (GEmNAY 3132Q-V a3#EAl) EEA ISLiwMd 31 # 32: no shutdown

Bl

UTFREIERT WA7E 3132Q-V Z#etl C2 /=250 ISL 31 1 32:

C2# configure

C2 (config) # interface ethernet 1/31-32

C2 (config-if-range)# no shutdown

C2 (config-if-range) # exit

C2 (config)# exit

C2# copy running-config startup-config
[HH4##HHHSHFHSH A H S H4] 1009
Copy Complete.

R4
B IAUSOE, EaL. . ST .
ST M Nexus 5596 3Z#E4El Nexus 3132Q-V 3BT

SR AT H IR, BIRIFEAX Nexus 5596 3Z#EA/l[A Nexus 3132Q-V 3ZHAAYETS,

R
1. HaiA ISL IEERSIER "up 7E 3132Q-V A C2 t:

show port-channel summary
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cn5596-complete-migration.html
cn5596-complete-migration.html
cn5596-complete-migration.html
cn5596-complete-migration.html
cn5596-complete-migration.html
cn5596-complete-migration.html
cn5596-complete-migration.html
cn5596-complete-migration.html
cn5596-complete-migration.html

Bl

%0 Eth1/31 # Eth1/32 fzigT "(P) XEKREM ISL iHO#E "up EimEE:

Cl# show port-channel summary

Flags: D - Down P - Up in port-channel (members)
I - Individual H - Hot-standby (LACP only)
s — Suspended r - Module-removed
S - Switched R - Routed
U - Up (port-channel)
M - Not in use. Min-links not met
Group Port- Type Protocol Member Ports
Channel
1 Pol (SU) Eth LACP Ethl/31 (P) Ethl/32 (P)

2. EFRETRLE, BINERIFN 3132Q-V i C1 WFrEEEEERO:
network port modify
B

UTFRFIERTE 3132Q-V 34841 C1 £ n1 M n2 BB SR EiEiRO

cluster::*> network port modify -node nl -port ela -up-admin true
cluster::*> network port modify -node nl -port e0d -up-admin true
cluster::*> network port modify -node n2 -port ela -up-admin true
cluster::*> network port modify -node n2 -port e0d -up-admin true

3. IEEERF T mm RS

network port show



Bl

AR BIBEIE T #TRY 3132Q-V MMl C1 LFFE T mRVFR B 8 BiEin

cluster::*> network port show -role cluster

(network port show)

Broadcast Domain Link MTU

EREHEERE,

Speed (Mbps)

Admin/Oper

Cluster

Cluster

Cluster

Cluster

Broadcast Domain

up

up

up

up

9000

9000

9000

9000

auto/10000

auto/10000

auto/10000

auto/10000

Speed (Mbps)

Admin/Oper

Node: nl

Ignore

Health

Port IPspace
Status

02 Cluster
;Ob Cluster
;Oc Cluster
;Od Cluster
Node: n2

Ignore

Health

Port IPspace
Status

02 Cluster
;Ob Cluster
;Oc Cluster
;Od Cluster

Cluster

Cluster

Cluster

Cluster

8 entries were displayed.

4 EFMETNRL, BIEENES LIF MERHFRRKO:

28

up

up

up

up

9000

9000

9000

9000

auto/10000

auto/10000

auto/10000

auto/10000

up -

Health

Status

Health

Status



network interface revert

Bl

UTRAIERTHRESES LIF A= n1 M n2 EMEFHRERONER:

cluster:
cluster:
cluster:
cluster::

WD
QWD
3w

*>

network
network
network

network

S WIANENEBEATERE:

network interface show

interface
interface
interface

interface

revert
revert
revert

revert

—vserver

—-vserver

—vserver

—vserver

Cluster -1if
Cluster -1if
Cluster -1if
Cluster -1if

nl clusl
nl clus4
n2 clusl
n2 clus4

29



Bl

UTRHERTEHEEZOMNIRE: up'# Is home 3FF n1 Fl n2:

cluster::*> network interface show -role cluster
(network interface show)

Logical Status Network Current
Current Is
Vserver Interface Admin/Oper Address/Mask Node
Port Home
Cluster

nl clusl up/up 10.10.0.1/24 nl
ela true

nl clus2 up/up 10.10.0.2/24 nl
elb true

nl clus3 up/up 10.10.0.3/24 nl
elc true

nl clus4 up/up 10.10.0.4/24 nl
e0d true

n2 clusl up/up 10.10.0.5/24 n2
ela true

n2 clus2 up/up 10.10.0.6/24 n2
eOb true

n2 clus3 up/up 10.10.0.7/24 n2
elc true

n2 clus4 up/up 10.10.0.8/24 n2
eld true

8 entries were displayed.

6. IIEIAE R B RYIEREE
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ONTAP 9.9.1 XEShi7
{RATLUEF “network interface check cluster-connectivity HiiTER < U BEHEEIEIZEMNTE, ABERE4H

=¥

network interface check cluster-connectivity start '# ‘network interface check

cluster-connectivity show

clusterl::*> network interface check cluster-connectivity start

YERL IB1T show SR B RIFAERZAT, BERILID .

clusterl::*> network interface check cluster-connectivity show

Source

LIF

Destination

LIF

Packet
Node Date
Loss
nl
3/5/2022
3/5/2022
n2
3/5/2022
3/5/2022
FiE ONTAPhRZS

I TFEREONTAPHRZS, EEILIER cluster ping-cluster -node <name> 102 AT

19:21:
19:21:

19:21:
19:21:

18 -06:00
20 -06:00
18 -06:00
20 -06:00

cluster ping-cluster -node <name>

nl clus2
nl clus2

n2 clus2
n2 clus2

n2 clusl
n2 clus2

nl clusl
nl clus2

<

none

none

none

none
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cluster::*> cluster ping-cluster -node nl
Host is nl

Getting addresses from network interface table...

Cluster nl clusl nl efa 10.10.0.1
Cluster nl clus2 nl eO0b 10.10.0.2
Cluster nl clus3 nl e0c 10.10.0.3
Cluster nl clus4 nl e0d 10.10.0.4
Cluster n2Z2 clusl n2 ela 10.10.0.5
Cluster n2 clus2 n2 e0b 10.10.0.6
Cluster n2 clus3 n2 eOc 10.10.0.7
Cluster n2 clus4 n2 e0d 10.10.0.8

Local = 10.10.0.1 10.10.0.2 10.10.0.3 10.10.0.4
Remote = 10.10.0.5 10.10.0.6 10.10.0.7 10.10.0.8
Cluster Vserver Id = 4294967293

Basic connectivity succeeds on 16 path(s)

Basic connectivity fails on 0 path(s)

Detected 1500 byte MTU on 16 path(s):
Local 10.10.0.1 to Remote 10.10.
Local 10.10. to Remote 10.10.
Local 10.10. to Remote 10.10.
Local 10.10. to Remote 10.10.
Local 10.10. to Remote 10.10.
Local 10.10. to Remote 10.10.
Local 10.10. to Remote 10.10.
Local 10.10. to Remote 10.10.
Local 10.10. to Remote 10.10.
Local 10.10. to Remote 10.10.
Local 10.10. to Remote 10.10.
Local 10.10. to Remote 10.10.
Local 10.10. to Remote 10.10.
Local 10.10. to Remote 10.10.
Local 10.10. to Remote 10.10.
Local 10.10.0.4 to Remote 10.10.0.8

Larger than PMTU communication succeeds on 16 path(s)

RPC status:

4 paths up, 0 paths down (tcp check)

clic el leleNeNeleNeleNe el
DR D W WW W NNNR R R R
O O 0O 0O O O O O OO0 O O o O O
Jd oy U1 0 - o U1 © ~J o U1l @ ~J o O

4 paths up, 0 paths down (udp check)

1. i@ZA Nexus 3132Q-V BRI T 2Ry BER
2. BRREPRENER:
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network device-discovery show
network port show -role cluster
network interface show -role cluster

system cluster-switch show
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Bl

UTFREIERTTHE n3 Ml nd, EN19 58T 40 GbE &EEEiH[11E1ZE) Nexus 3132Q-V EE 3T
B e1/7 # e1/8 iv 1, HEXMW T SEEMNERE, FHAMN 40 GbE £ iR N eda M

ede.

cluster::> network device-discovery show
Local Discovered

Node Port Device Interface Platform
nl /cdp

ela C1l Ethernetl/1/1 N3K-
C3132Q0-V

e0b c2 Ethernetl/1/1 N3K-
C3132Q-V

elc c2 Ethernetl/1/2 N3K-
C3132Q-V

e0d c1l Ethernetl/1/2 N3K-
C3132Q-V
n2 /cdp

ela C1l Ethernetl/1/3 N3K-
C3132Q0-V

elb c2 Ethernetl/1/3 N3K-
C3132Q-V

elc c2 Ethernetl/1/4 N3K-
C3132Q-V

e0d c1l Ethernetl/1/4 N3K-
C3132Q0-V
n3 /cdp

eda C1l Ethernetl/7 N3K-
C3132Q0-V

ede C2 Ethernetl/7 N3K-
C3132Q-V
n4 /cdp

eda Cc1l Ethernetl/8 N3K-
C3132Q-V

ede C2 Ethernetl/8 N3K-
C3132Q-V

12 entries were displayed.

cluster::*> network port show -role cluster
(network port show)
Node: nl



Ignore

Speed (Mbps)
Health Health
Port IPspace Broadcast Domain Link MTU Admin/Oper

ela Cluster Cluster up 9000 auto/10000 -
;Ob Cluster Cluster up 9000 auto/10000 -
;Oc Cluster Cluster up 9000 auto/10000 -
;Od Cluster Cluster up 9000 auto/10000 -
Node: n2
Ignore

Speed (Mbps)

Health Health
Port IPspace Broadcast Domain Link MTU Admin/Oper
Status Status

ela Cluster Cluster up 9000 auto/10000 -
;Ob Cluster Cluster up 9000 auto/10000 -
;Oc Cluster Cluster up 9000 auto/10000 -
;Od Cluster Cluster up 9000 auto/10000 -
Node: n3
Ignore

Speed (Mbps)

Health Health
Port IPspace Broadcast Domain Link MTU Admin/Oper
Status Status

eda Cluster Cluster up 9000 auto/40000 -

ede Cluster Cluster up 9000 auto/40000 -
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Node: n4

Ignore

Health

Port
Status

Health
IPspace
Status

Cluster

Broadcast Domain Link MTU

Cluster

Cluster

12 entries were displayed.

up

up

9000

9000

Speed (Mbps)

Admin/Oper

auto/40000

auto/40000



cluster::*> network interface show -role cluster

(network interface show)

Current
Vserver
Port

Logical
Is

Interface

Status

Network

Admin/Oper Address/Mask

Cluster

ela

e0b

elc

e0d

ela

e0b

elc

e0d

eda

ede

eda

ede

nl clusl
true

nl clus2
true

nl clus3
true

nl clus4
true

nZ2 clusl
true

n2 clus2
true

n2 clus3
true

n2 clus4
true

n3 clusl
true

n3 clus2
true

nd4 clusl
true

n4 clus2
true

up/up

up/up

up/up

up/up

up/up

up/up

up/up

up/up

up/up

up/up

up/up

12 entries were displayed.

10.

10.

10.

10.

10.

10.

10.

10.

10.

10.

10.

10.

10.

10.

10.

10.

10.

10.

10.

10.

10.

10.

10.

10.

.1/24

.2/24

.3/24

.4/24

.5/24

.6/24

.7/24

.8/24

.9/24

.10/24

.11/24

.12/24

Current

Node

nl

nl

nl

nl

n2

n2

n2

n2

n3

n3

n4

n4
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cluster::*> system cluster-switch show

Switch
Model

Cl
NX3132V

Serial Number:

Is Monitored:
Reason:

Software Version:

Software, Version

Version Source:

C2
NX3132V

Serial Number:

Is Monitored:
Reason:

Software Version:

Software, Version

Version Source:

CL1
NX5596

Serial Number:

Is Monitored:
Reason:

Software Version:

Software, Version

Version Source:

CL2
NX5596

Serial Number:

Is Monitored:
Reason:

Software Version:

Software, Version

Version Source:

Type Address

cluster—-network 10.10.1.103

FOX000001

true

Cisco Nexus Operating System (NX-0S)

7.0(3)I4(1)
CDP

cluster—-network 10.10.1.104

FOX000002

true

Cisco Nexus Operating System (NX-0S)

7.0(3)I4(1)
CDP

cluster—-network 10.10.1.101

01234567

true

Cisco Nexus Operating System (NX-0S)

7.1(1)NI(1)
CDP

cluster—-network 10.10.1.102

01234568

true

Cisco Nexus Operating System (NX-0S)

7.1(1)NI(1)
CDP

4 entries were displayed.



3. WNRIWEHLAY Nexus 5596 &8 Hihisls, 5B EHER:

system cluster-switch delete

Bl

T REIEBRT t{a#bE& Nexus 5596

cluster::> system cluster-switch delete -device CL1

cluster::> system cluster-switch delete -device CL2

4. FREEE clus1 F clus2 EE N T = L E5hE

Bl

cluster:

-revert

cluster:

-revert
cluster
—-revert
cluster

-revert

:*> network
true
:*> network
true
::*> network
true
::*> network

true

interface

interface

interface

interface

O. HIAEX [EMRYSEF ST 1T ia ts

system cluster-switch show

325

R, FHimiko

modify -vserver

modify -vserver

modify -vserver

modify -vserver

nodel

nodel

node?2

node?2

-1if

-1if

-1if

-1if

clusl

clus?2

clusl

clus2

—auto

—auto

—auto

—auto
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Bl

cluster::> system cluster-switch show

Switch Type Address
Model
Cl cluster-network 10.10.1.103
NX3132V
Serial Number: FOX000001
Is Monitored: true

Reason:
Software Version:

Version

Version Source:

Cisco Nexus Operating System (NX-0S) Software,

7.0(3)I4(1)
CDP

C2 cluster-network 10.10.1.104
NX3132V
Serial Number: FOX000002
Is Monitored: true

Reason:

Software Version: Cisco Nexus Operating System (NX-0S) Software,

Version
7.0(3)I4(1)
Version Source: CDP

2 entries were displayed.

6. INREEEABICIERAFITHEE, H @I EAAutoSupportd S EH/E Ai%ThaE:

system node autosupport invoke -node * -type all -message MAINT=END

T—$Rfta?
SERSHAEBIE, SR EE RS,
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