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network device-discovery show -protocol cdp

Bl

clusterl::*> network device-discovery show -protocol cdp

Node/
Protocol
Platform

Local
Port

clusterl-02/cdp

C3232C

C3232C

ela

e0b

clusterl-01/cdp

C3232C

C3232C

ela

eOb

Discovered
Device (LLDP: ChassisID)

csl

cs2

csl

cs?2

4 entries were displayed.

4. ESMEEHEONEEIETRS.

a. BRWEimOB%:

network port show -ipspace Cluster

Interface

Ethl/2

Ethl/2

Ethl/1

Ethl/1

N3K-

N3K-

N3K-

N3K-



Bl

clusterl::*> network port show -ipspace Cluster

Node: clusterl-02

Port IPspace
ela Cluster
healthy
elb Cluster
healthy

Node: clusterl-01

Port IPspace
ela Cluster
healthy
e0b Cluster
healthy

Broadcast Domain

Cluster

Broadcast Domain

Cluster

Cluster

4 entries were displayed.

Speed (Mbps) Health

Link MTU Admin/Oper Status
up 9000 auto/10000
up 9000 auto/10000

Speed (Mbps) Health
Link MTU Admin/Oper Status

up 9000 auto/10000

up 9000 auto/10000

a. B REXLIFEER: network interface show -vserver Cluster



Bl

clusterl::*> network interface show -vserver Cluster

Logical Status Network
Current Current Is
Vserver Interface Admin/Oper Address/Mask Node
Port Home
Cluster

clusterl-01 clusl up/up 169.254.209.69/16
clusterl-01 ela true

clusterl-01 clus2 up/up 169.254.49.125/16
clusterl-01 eOb true

clusterl-02 clusl wup/up 169.254.47.194/16
clusterl-02 ela true

clusterl-02 clus2 up/up 169.254.19.183/16
clusterl-02 elb true

4 entries were displayed.
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ONTAP 9.9.1 XE Sk
{RATLUEF “network interface check cluster-connectivity HiiTeR S U BEHEEIEIZEMNTE, AEERE4H

=¥

network interface check cluster-connectivity start '# ‘network interface check
cluster-connectivity show

clusterl::*> network interface check cluster-connectivity start

VERL BITRERIEFE/MNH show ERIFAE SRS

clusterl::*> network interface check cluster-connectivity show

Source Destination
Packet
Node Date LIF LIF
Loss

clusterl-01

3/5/2022 19:21:18 -06:00 clusterl-01 clus2 clusterl-02 clusl
none

3/5/2022 19:21:20 -06:00 clusterl-01 clus2 clusterl-02 clus2

none

clusterl-02
3/5/2022 19:21:18 -06:00 clusterl-02 clus2 clusterl-01 clusl

none
3/5/2022 19:21:20 -06:00 clusterl-02 clus2 clusterl-01 clus2
none
FE ONTAPhR 2

FHTFFRBEONTAPHRZS, #EEILIER cluster ping-cluster -node <name> 10 & iEZE MRS :

cluster ping-cluster -node <name>



clusterl::*> cluster ping-cluster -node local
Host is clusterl-02

Getting addresses from network interface table...

Cluster clusterl-01 clusl 169.254.209.69 clusterl-01 ela
Cluster clusterl-01 clusZ2 169.254.49.125 clusterl-01 e0b
Cluster clusterl-02 clusl 169.254.47.194 clusterl-02 ela
Cluster clusterl-02 clus2 169.254.19.183 clusterl-02 eOb

Local = 169.254.47.194 169.254.19.183
Remote = 169.254.209.69 169.254.49.125
Cluster Vserver Id = 4294967293

Basic connectivity succeeds on 4 path(s)

Basic connectivity fails on 0 path(s)

Detected 9000 byte MTU on 4 path(s):
Local 169.254.19.183 to Remote 169.254.209.69
Local 169.254.19.183 to Remote 169.254.49.125
Local 169.254.47.194 to Remote 169.254.209.69
Local 169.254.47.194 to Remote 169.254.49.125

Larger than PMTU communication succeeds on 4 path(s)

RPC status:

2 paths up, 0 paths down (tcp check)

2 paths up, 0 paths down (udp check)

- 86 IF auto-revert XY BEFMEEE 11r LBA. "network interface show
-vserver Cluster -fields auto-revert

Bl

clusterl::*> network interface show -vserver Cluster -fields auto-

revert
Logical
Vserver Interface Auto-revert
Cluster
clusterl-01 clusl true
clusterl-01 clus2 true
clusterl-02 clusl true
clusterl-02 clus2 true

4 entries were displayed.
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1. BER N IEIZ I BRI LR,
2. £/ "ping’ BFEIF5EE NX-OS H4# RCF BIARS 2RAEIZMMISH S,

Bl

LR BIEEIE R IRAN BT LASE ] 1P #udikfy 172.19.2.1 BUARSS 28

cs2# ping 172.19.2.1
Pinging 172.19.2.1 with 0 bytes of data:

Reply From 172.19.2.1: icmp seq = 0. time= 5910 usec.

3. BT R DS ER R A AR RO -

network device-discovery show

10
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clusterl::*> network device-discovery show

Node/ Local Discovered
Protocol Port Device (LLDP: ChassisID) Interface
Platform

clusterl-01/cdp

ela csl Ethernetl/7 N3K-
C3232C

eOd cs?2 Ethernetl/7 N3K-
C3232cC
clusterl-02/cdp

ela csl Ethernetl/8 N3K-
Cc3232cC

e0d cs?2 Ethernetl/8 N3K-
C3232C
clusterl-03/cdp

ela csl Ethernetl/1/1 N3K-
C3232C

e0b cs2 Ethernetl/1/1 N3K-
C3232C
clusterl-04/cdp

ela csl Ethernetl/1/2 N3K-
C3232C

e0b cs?2 Ethernetl/1/2 N3K-
Cc3232cC

clusterl::*>

4. ESMEFRONEENZTRS.
a. BIAEBFIA R Y ERBEREES:

network port show -role cluster



Bl

clusterl::*> network port show -role cluster

Node: clusterl-01

Ignore

Speed (Mbps)
Health Health
Port IPspace Broadcast Domain Link MTU Admin/Oper
Status Status

ela Cluster Cluster up 9000 auto/100000
healthy false
e0d Cluster Cluster up 9000 auto/100000

healthy false

Node: clusterl-02

Ignore

Speed (Mbps)
Health Health
Port IPspace Broadcast Domain Link MTU Admin/Oper
Status Status

ela Cluster Cluster up 9000 auto/100000
healthy false
e0d Cluster Cluster up 9000 auto/100000

healthy false
8 entries were displayed.

Node: clusterl-03

Ignore
Speed (Mbps)
Health Health
Port IPspace Broadcast Domain Link MTU Admin/Oper
Status Status

ela Cluster Cluster up 9000 auto/10000
healthy false
e0b Cluster Cluster up 9000 auto/10000

healthy false



Node: clusterl-04

Ignore

Health
Port
Status

Health
IPspace
Status

Speed (Mbps)

Broadcast Domain Link MTU Admin/Oper

ela
healthy
eOb
healthy

Cluster
false

Cluster
false

clusterl::*>

Cluster

Cluster

b. HIAFRTEERHED (LIF) #MAuFEmAL:

network interface show -role cluster

up

up

9000

9000

auto/10000

auto/10000

13
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clusterl::*> network interface show -role cluster

Logical Status Network
Current Current Is
Vserver Interface Admin/Oper Address/Mask Node
Port Home
Cluster

clusterl-01 clusl wup/up 169.254.3.4/23
clusterl-01 eOa true

clusterl-01 clus2 up/up 169.254.3.5/23
clusterl-01 e0d true

clusterl-02 clusl up/up 169.254.3.8/23
clusterl-02 e0a true

clusterl-02 clus2 up/up 169.254.3.9/23
clusterl-02 e0d true

clusterl-03 clusl wup/up 169.254.1.3/23
clusterl-03 eOa true

clusterl-03 clus2 up/up 169.254.1.1/23
clusterl-03 e0b true

clusterl-04 clusl up/up 169.254.1.6/23
clusterl-04 eOa true

clusterl-04 clus2 wup/up 169.254.1.7/23
clusterl-04 e0Ob true

8 entries were displayed.

clusterl::*>

C. MIAER B RN SHWINGER:

system cluster-switch show -is-monitoring-enabled-operational true



Bl

clusterl::*> system cluster-switch show -is-monitoring-enabled

-operational true

Switch Type Address
Model
csl cluster-network 10.233.205.90 N3K-
C3232C
Serial Number: FOCXXXXXXGD
Is Monitored: true
Reason: None
Software Version: Cisco Nexus Operating System (NX-0S) Software,
Version
9.3(5)
Version Source: CDP
cs?2 cluster-network 10.233.205.91 N3K-
C3232C
Serial Number: FOCXXXXXXGS
Is Monitored: true
Reason: None
Software Version: Cisco Nexus Operating System (NX-0S) Software,
Version
9.3(5)
Version Source: CDP

clusterl::*>

S. &R LIF NBMEIRINEE, & LIF SHIERB IR, HEEXNBRBNAIITHREIZ
B R BT IZATHA L

network interface modify -vserver Cluster -1if * -—-auto-revert false

6. & NX-0OS 2441 EPLD BR{&E HZ) Nexus 3232C 33#to

15
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cs2# copy sftp: bootflash: vrf management
Enter source filename: /code/nxo0s.9.3.4.bin
Enter hostname for the sftp server: 172.19.2.1

Enter username: userl

Outbound-ReKey for 172.19.2.1:22

Inbound-ReKey for 172.19.2.1:22

userl@172.19.2.1's password:

sftp> progress

Progress meter enabled

sftp> get /code/nxo0s.9.3.4.bin /bootflash/nxo0s.9.3.4.bin
/code/nxo0s.9.3.4.bin 100% 1261MB 9.3MB/s 02:15

sftp> exit

Copy complete, now saving to disk (please wait)...

Copy complete.

cs2# copy sftp: bootflash: vrf management
Enter source filename: /code/n9000-epld.9.3.4.img
Enter hostname for the sftp server: 172.19.2.1

Enter username: userl

Outbound-ReKey for 172.19.2.1:22

Inbound-ReKey for 172.19.2.1:22

userl@l172.19.2.1's password:

sftp> progress

Progress meter enabled

sftp> get /code/n9000-epld.9.3.4.img /bootflash/n9000-
epld.9.3.4.img

/code/n9000-epld.9.3.4.img 100% 161MB 9.5MB/s 00:16
sftp> exit

Copy complete, now saving to disk (please wait)...

Copy complete.

7. IEHIANX-OSER 4 RYIBIThR AN :

show version

16
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cs2# show version

Cisco Nexus Operating System (NX-0S) Software

TAC support: http://www.cisco.com/tac

Copyright (C) 2002-2019, Cisco and/or its affiliates.

All rights reserved.

The copyrights to certain works contained in this software are
owned by other third parties and used and distributed under their
own

licenses, such as open source. This software is provided "as is,"
and unless

otherwise stated, there is no warranty, express or implied,
including but not

limited to warranties of merchantability and fitness for a
particular purpose.

Certain components of this software are licensed under

the GNU General Public License (GPL) version 2.0 or

GNU General Public License (GPL) version 3.0 or the GNU
Lesser General Public License (LGPL) Version 2.1 or

Lesser General Public License (LGPL) Version 2.0.

A copy of each such license is available at
http://www.opensource.org/licenses/gpl-2.0.php and
http://opensource.org/licenses/gpl-3.0.html and
http://www.opensource.org/licenses/lgpl-2.1.php and
http://www.gnu.org/licenses/old-licenses/library.txt.

Software
BIOS: version 08.37
NXOS: version 9.3 (3)
BIOS compile time: 01/28/2020
NXOS image file is: bootflash:///nxos.9.3.3.bin
NXOS compile time: 12/22/2019 2:00:00 [12/22/2019 14:00:37]

Hardware

cisco Nexus3000 C3232C Chassis (Nexus 9000 Series)

Intel (R) Xeon(R) CPU E5-2403 v2 @ 1.80GHz with 8154432 kB of
memory .

Processor Board ID FOCXXXXXXGD

Device name: cs?2
bootflash: 53298520 kB

Kernel uptime is 0 day(s), 0 hour(s), 3 minute(s), 36 second(s)

Last reset at 74117 usecs after Tue Nov 24 06:24:23 2020
Reason: Reset Requested by CLI command reload

17
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18

System version: 9.3(3)

Service:

plugin
Core Plugin, Ethernet Plugin

Active Package(s):

cs2#

24 NX-0S Ho

RERGXME, BRI EBHEBRIMNEIZ o



Bl

cs2# install all nxos bootflash:nx0s.9.3.4.bin
Installer will perform compatibility check first. Please wait.
Installer is forced disruptive

Verifying image bootflash:/nxo0s.9.3.4.bin for boot variable "nxos".
[] 100% -- SUCCESS

Verifying image type.
[] 100% -- SUCCESS

Preparing "nxos" version info using image bootflash:/nxos.9.3.4.bin.

[l 100% -- SUCCESS

Preparing "bios" version info using image bootflash:/nxos.9.3.4.bin.

[l 100% -- SUCCESS

Performing module support checks.
[l 100% -- SUCCESS

Notifying services about system upgrade.
[] 100% -- SUCCESS

Compatibility check is done:
Module bootable Impact Install-type Reason

1 Yes Disruptive Reset Default
upgrade is not hitless

Images will be upgraded according to following table:

Module Image Running-Version (pri:alt)
New-Version Upg-Required
1 nxos 9.3(3)
9.3(4) yes
1 bios v08.37(01/28/2020) :v08.32(10/18/2016)

v08.37(01/28/2020) no

Switch will be reloaded for disruptive upgrade.

Do you want to continue with the installation (y/n)? [n] y

19



Install is in progress, please wait.

Performing runtime checks.
[] 100% -- SUCCESS

Setting boot variables.
[] 100% -- SUCCESS

Performing configuration copy.
[] 100% -- SUCCESS

Module 1: Refreshing compact flash and upgrading
bios/loader/bootrom.

Warning: please do not remove or power off the module at this time.
[] 100% -- SUCCESS

Finishing the upgrade, switch will reboot in 10 seconds.
cs2#

9. TMHNERBG, BIIENX-OSIEGRIFTAR S :

show version
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cs2# show version

Cisco Nexus Operating System (NX-0S) Software

TAC support: http://www.cisco.com/tac

Copyright (C) 2002-2020, Cisco and/or its affiliates.

All rights reserved.

The copyrights to certain works contained in this software are
owned by other third parties and used and distributed under their
own

licenses, such as open source. This software is provided "as is,"
and unless

otherwise stated, there is no warranty, express or implied,
including but not

limited to warranties of merchantability and fitness for a
particular purpose.

Certain components of this software are licensed under

the GNU General Public License (GPL) version 2.0 or

GNU General Public License (GPL) version 3.0 or the GNU
Lesser General Public License (LGPL) Version 2.1 or

Lesser General Public License (LGPL) Version 2.0.

A copy of each such license is available at
http://www.opensource.org/licenses/gpl-2.0.php and
http://opensource.org/licenses/gpl-3.0.html and
http://www.opensource.org/licenses/lgpl-2.1.php and
http://www.gnu.org/licenses/old-licenses/library.txt.

Software
BIOS: version 08.37
NXOS: version 9.3 (4)
BIOS compile time: 01/28/2020
NXOS image file is: bootflash:///nxo0s.9.3.4.bin
NXOS compile time: 4/28/2020 21:00:00 [04/29/2020 06:28:31]

Hardware
cisco Nexus3000 C3232C Chassis (Nexus 9000 Series)
Intel (R) Xeon(R) CPU E5-2403 v2 @ 1.80GHz with 8154432 kB of
memory .
Processor Board ID FOCXXXXXXGS

Device name: rtpnpi-mcc01-8200-ms-Al
bootflash: 53298520 kB

Kernel uptime is 0 day(s), 0 hour(s), 3 minute(s), 14 second(s)

Last reset at 196755 usecs after Tue Nov 24 06:37:36 2020
Reason: Reset due to upgrade
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System version: 9.3(3)

Service:

plugin
Core Plugin, Ethernet Plugin

Active Package (s) :

cs2#

10. FREPLDSRIGHERHA.

22



Bl

cs2# show version module 1 epld

EPLD Device Version
MI FPGA 0x12
I0 FPGA Ox11

cs2# install epld bootflash:n9000-epld.9.3.4.img module 1
Compatibility check:

Module Type Upgradable Impact Reason
1 SUP Yes Disruptive Module

Upgradable

Retrieving EPLD versions.... Please wait.

Images will be upgraded according to following table:

Module Type EPLD Running-Version New-Version Upg-
Required

1 SUP MI FPGA 0x12 0x12 No

1 SUP IO FPGA Ox11 0x12 Yes

The above modules require upgrade.
The switch will be reloaded at the end of the upgrade
Do you want to continue (y/n) ? [n] y

Proceeding to upgrade Modules.
Starting Module 1 EPLD Upgrade

Module 1 : IO FPGA [Programming] : 100.00% ( 64 of 04
sectors)

Module 1 EPLD upgrade is successful.

Module Type Upgrade-Result

1 SUP Success

Module 1 EPLD upgrade is successful.
cs2#

M. NREEFHE NX-0S k7 9.3(11), MAFAL EPLD, “golden SEEHBRERMAN. TN, BRES
E 12,
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& "EPLD FARARZAHEA, WRZS 9.3(11)" EZFFER TN
Eravan (]
cs2# install epld bootflash:n9000-epld.9.3.11.img module 1 golden

Digital signature verification is successful
Compatibility check:

Module Type Upgradable Impact Reason
1 SUP Yes Disruptive Module

Upgradable

Retrieving EPLD versions.... Please wait.

The above modules require upgrade.
The switch will be reloaded at the end of the upgrade
Do you want to continue (y/n) ? [n] y

Proceeding to upgrade Modules.

Starting Module 1 EPLD Upgrade

Module 1 : MI FPGA [Programming] : 100.00% ( 64 of 64 sect)
Module 1 : IO FPGA [Programming] : 100.00% ( 04 of 04 sect)
Module 1 EPLD upgrade is successful.
Module Type Upgrade-Result

1 SUP Success

EPLDs upgraded.

Module 1 EPLD upgrade is successful.
cs2#

12. RBMNERGE, EFRUIEIENMRZAR EPLD 2EEMIINE.
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cs2# show version module 1 epld

EPLD Device Version
MI FPGA 0x12
I0 FPGA 0x12

13. 1B &R L& RGBT TR

a. WIAERTE T RNEREOYERMABITTRIRF:

network port show -role cluster
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clusterl::*> network port show -role cluster

Node: clusterl-01

Ignore

Health
Port
Status

ela
healthy
eOb
healthy

Health
IPspace
Status

Cluster
false

Cluster
false

Node: clusterl-02

Ignore

Health
Port
Status

ela
healthy
eOb
healthy

Health
IPspace
Status

Cluster
false

Cluster
false

Node: clusterl-03

Ignore

Health
Port
Status

ela

Health
IPspace
Status

Cluster

healthy false

e0d

Cluster

healthy false

Speed (Mbps)

Broadcast Domain Link MTU Admin/Oper

Cluster

Cluster

up

9000 auto/10000

9000 auto/10000

Speed (Mbps)

Broadcast Domain Link MTU Admin/Oper

Cluster

Cluster

up

9000 auto/10000

9000 auto/10000

Speed (Mbps)

Broadcast Domain Link MTU Admin/Oper

Cluster

Cluster

up

up

9000 auto/100000

9000 auto/100000



Node: clusterl-04

Ignore

Speed (Mbps)
Health Health
Port IPspace Broadcast Domain Link MTU Admin/Oper

ela Cluster Cluster up 9000 auto/100000
healthy false
e0d Cluster Cluster up 9000 auto/100000

healthy false
8 entries were displayed.

b. MEEBF IS ANANIET TR

network device-discovery show -protocol cdp
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clusterl::*> network device-discovery show -protocol cdp

Node/ Local Discovered
Protocol Port Device (LLDP: ChassisID) Interface
Platform

clusterl-01/cdp

ela csl Ethernetl/7 N3K-
C3232C

eOd cs?2 Ethernetl/7 N3K-
C3232cC
cluster01-2/cdp

ela csl Ethernetl/8 N3K-
Cc3232cC

e0d cs?2 Ethernetl/8 N3K-
C3232C
cluster01-3/cdp

ela csl Ethernetl/1/1 N3K-
C3232C

e0b cs2 Ethernetl/1/1 N3K-
C3232C
clusterl-04/cdp

ela csl Ethernetl/1/2 N3K-
C3232C

e0b cs?2 Ethernetl/1/2 N3K-
Cc3232cC

clusterl::*> system cluster-switch show -is-monitoring-enabled
-operational true

Switch Type Address

Model

csl cluster—-network 10.233.205.90 N3K-
c3232cC

Serial Number: FOCXXXXXXGD
Is Monitored: true
Reason: None
Software Version: Cisco Nexus Operating System (NX-0S) Software,
Version
9.3(5)
Version Source: CDP

cs2 cluster—-network 10.233.205.91 N3K-



Cc3232C

Serial Number: FOCXXXXXXGS

Is Monitored: true
Reason: None

Software Version: Cisco Nexus Operating System (NX-0S)

Version
9.3(5)
Version Source: CDP

2 entries were displayed.

Software,

IRIEITHAN L SAINNELBY RCF Az, ERIBERTE cs1 AXHAIEH & LBEILA Tt

2020 Nov 17 16:07:18 csl %S VDC-1 %$ %STP-2-UNBLOCK CONSIST PORT:

Unblocking port port-channell on VLANO0092.

restored.

Port consistency

2020 Nov 17 16:07:23 csl %$ VDC-1 %S %STP-2-BLOCK PVID PEER:

Blocking port-channell on VLANOOOL.

Inconsistent peer vlan.

2020 Nov 17 16:07:23 csl %$ VDC-1 %$ %STP-2-BLOCK PVID LOCAL:

Blocking port-channell on VLANO0O09S2.

14, BFEBERTIBITIER:
cluster show

Bl

clusterl::*> cluster show

Node Health
clusterl-01 true
clusterl-02 true
clusterl-03 true
clusterl-04 true

4 entries were displayed.
clusterl::*>

15. EXXMEN] cs1 LEESE 6 E 14,
16. EFSE LIF BB EHEIRINEE,

Eligibility

true
true
true

true

network interface modify -vserver Cluster -1if

* —auto-revert

Inconsistent local vlan.

true
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17. #INEEE LIF EME R HIRIKO:

network interface show -role cluster

TR

clusterl::*> network interface show -role cluster

Logical Status Network Current
Current Is
Vserver Interface Admin/Oper Address/Mask Node
Port Home
Cluster

clusterl-01 clusl up/up 169.254.3.4/23
clusterl-01 eld true

clusterl-01 clus2 up/up 169.254.3.5/23
clusterl-01 e0d true

clusterl-02 clusl up/up 169.254.3.8/23
clusterl-02 e0d true

clusterl-02 clus2 wup/up 169.254.3.9/23
clusterl-02 eld true

clusterl-03 clusl up/up 169.254.1.3/23
clusterl-03 elb true

clusterl-03 clus2 up/up 169.254.1.1/23
clusterl-03 elb true

clusterl-04 clusl wup/up 169.254.1.6/23
clusterl-04 eOb true

clusterl-04 clus2 up/up 169.254.1.7/23
clusterl-04 elb true

8 entries were displayed.
clusterl::*>

NREMEE LIF HRROFIERRD, BT RFNRE

network interface revert -vserver Cluster -1if <lif name>

F—$RHA4?
28 NX-0S BHHfE, BAURESARSEREH (RCF)

TESEZREXH (RCF)
TS,

il

RI&E Nexus 3232C 3 RESERENXMH (RCF),
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ZI 2 F BRI EAONTAPER LA Cisco Nexus 3000 RN ; FRIFSEIHEA, SNIEEAONTAPES
A

<o

LI IR AR 2R AR ERISTHRAB RS (ISL), XZIRIHER, E RCF RASBIECARIREZERSRIMM ISL
E, AT RIEHMEEHRE, UTHBRFABEEE LIF TR EIrHREN S EINEIIHA, FIRTEBIRIEY]
ERITHE.

FERK "EE % NX-0S 7l RCF" PR, ARRRBUTIEIRE,

TE 1. ERHA ERE RCF

1. £/ SSH s EITIEFHI 8 E R E switch cs2,
2. FERLUTERENY 22— RCF EFIRIZZ#A cs2 BY bootflash: FTP. TFTP. SFTP &{ SCP, & *Ciscofp
SHEZEE, E8i¥ "Cisco Nexus 3000 #75 NX-0S srdHE",

kvl

R BIRR T d0faIfER TFTP X RCF XA EHIEIZZHA cs2 B EIAFS:

cs2# copy tftp: bootflash: vrf management

Enter source filename: Nexus 3232C_RCF_vl.6-Cluster-HA-Breakout. txt
Enter hostname for the tftp server: 172.22.201.50

Trying to connect to tftp server...... Connection to Server
Established.

TFTP get operation was successful

Copy complete, now saving to disk (please wait)...

3. ¥z A N RCF XA EIB RN,

EXCiscompTHEZER, &% "Cisco Nexus 3000 2% NX-0S fp$&ZE",
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I RBIETRT RCF X4 "Nexus_3232C_RCF_v1.6-Cluster-HA-Breakout.txt' IEFE3Z#i#]] cs2 L%t

cs2# copy Nexus 3232C_RCF_vl.6-Cluster-HA-Breakout.txt running-
config echo-commands

(D 155 AMFARIE)IE RCF B9 Installation notes. Important Notes 1 banner 393, &A%
IR IEEIX Lo 15 BA SR IO IE 3T A B IE BT B N2

KEMEIEEL “show banner motd 8%, A ARIEHERE EERR TR, MARREVINIEREE
FRE

5N RCF @& N IEWBYSFTHRZS |

show running-config

RERBLERUINIERSAE EMRRY RCF B, BHERUTERIER:

° RCF1&ig
° WEMHOIEE
° E

MBERSRECHNNLEEMEFITRE, ERMIKE, HSERTHE, THRERERN RCF kA2
BEEREEN.

8 2 i3t R A B BB B E X R EEHF N Ao
REENEBIFMEE write_erase.cfg BENANTE LB,

() ®REEUTHE: * BPSHEE B2 P i BARX: SRS

cs2# show run | section "switchname" > bootflash:write erase.cfg

cs2# show run | section "hostname" >> bootflash:write erase.cfg

cs2# show run | i "username admin password" >> bootflash:write erase.cfqg

cs2# show run | section "vrf context management" >> bootflash:write erase.cfg
cs2# show run | section "interface mgmtO" >> bootflash:write erase.cfg

T RCF 1.12 REShRAERY, BT TS

cs2# echo "hardware access-list tcam region racl-lite 512" >>
bootflash:write erase.cfg

cs2# echo "hardware access-list tcam region gos 256" >>



10.

1.

12.

13.
14.

bootflash:write erase.cfg

BEEARMIREXE "I RFITEZEZRIE R FERCiscoR ER R LR E " EZFFIEN T

ik “write_erase.cfg' X1 EIRTNHAESS :

show file bootflash:write erase.cfg

] “write erase EIF R ERIFEENG !

cs2# write erase

Warning: This command will erase the startup-configuration.
Do you wish to proceed anyway? (y/n) [n] y

Rz aRENEFREES S B EP.

cs2# copy bootflash:write_ erase.cfg startup-config

B lcs2:

cs2# reload

This command will reboot the system. (y/n)? [n] y

EXHAN cs1 LEELE1E 12,
JEONTAPEEEFRE T R BB IR IEIE B 3HA] cs1 1 cs2,

T 2. WUEIRAERR

1.

HIAER R SR IR QRS HIR O ER A,

show interface brief | grep up
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csl# show interface brief | grep up

Ethl/1/1

1 eth access up none
10G (D) --
Ethl/1/2 1 eth access up none
10G (D) --
Ethl/7 1 eth trunk up none
100G (D) --
Ethl/8 1 eth trunk up none
100G (D) --
ISIE cs1 # cs2 ZiBIRY ISL EIZE RIS
show port-channel summary
EFTH)
csl# show port-channel summary
Flags: D - Down P - Up in port-channel
I - Individual H - Hot-standby (LACP only)
s - Suspended r - Module-removed
b - BFD Session Wait
S - Switched R - Routed
U - Up (port-channel)
p - Up in delay-lacp mode (member)
M - Not in use. Min-links not met
Group Port- Type Protocol Member Ports
Channel
1 Pol (SU) Eth LACP Ethl/31 (P)
csl#

A& LIF EMERHRKO:

network interface show -role cluster

(members)

Ethl/32 (P)



Bl

clusterl::*> network interface show

-role cluster

Logical Status Network Current
Current Is
Vserver Interface Admin/Oper Address/Mask Node
Port Home
Cluster

clusterl-01 clusl wup/up 169.254.3.4/23
clusterl-01 e0d true

clusterl-01 clus2 up/up 169.254.3.5/23
clusterl-01 eld true

clusterl-02 clusl up/up 169.254.3.8/23
clusterl-02 e0d true

clusterl-02 clus2 up/up 169.254.3.9/23
clusterl-02 e0d true

clusterl-03 clusl wup/up 169.254.1.3/23
clusterl-03 eOb true

clusterl-03 clus2 up/up 169.254.1.1/23
clusterl-03 elb true

clusterl-04 clusl up/up 169.254.1.6/23
clusterl-04 eOb true

clusterl-04 clus2 wup/up 169.254.1.7/23
clusterl-04 eOb true
8 entries were displayed.
clusterl::*>

WNREMIEEE LIFS MARREIEFIKO, BFIEEME: network interface revert -vserver

<vserver name> -1lif <lif name>
4. ISR RIGITIESR:

cluster show



Bl

clusterl::*> cluster show

Node Health Eligibility Epsilon
clusterl-01 true true false
clusterl-02 true true false
clusterl-03 true true true
clusterl-04 true true false

4 entries were displayed.
clusterl::*>

S 3. ISEONTAPEE:
NetAppR i (B R A B IR RIS EFNER,

Ao EERNERRENEERM TEEZTNIERE, SFDETREIE IP ik, YIAHER. Sl
E. EEMYAEENGEFE.

B% "{FH System Manager £ 5 FEIEONTAP" T #IZ B 1% A,
T—3EHA4?

ZH5E RCF 5, &ALL...... "I$IIF SSH EZE",

SZE A A 47

BB SSH &

SR ETEER AKX IR EEE IS 2% (CSHM) 1B EWERTIEE, IRHIAREEHN L
2= F SSH # SSH %%,

PSIE
1. #31\ SSH EEA:

(switch) show ssh server
ssh version 2 is enabled

2. JEHaiA SSH ZEAERA:

show ssh key
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(switch) # show ssh key

rsa Keys generated:Fri Jun 28 02:16:00 2024

ssh-rsa

AAAAB3NzaClyc2EAAAADAQABAAAAGQDiINrD52Q586wTGJIJjFALJBl1FaA23EpDrZ2sDCew
17nwlioC6HBe jx1ulObAH8hrW8kR+gjO0ZAfPPNeLGTg3AP])/yiPTBOIZZXxbWRShywAMS5
PayxWwRb7kp9Zt1YHzVuHYpSO82KUDowKrL6lox/YtpKoZUDZjrZjAp8hTv3JZsPgQ==

bitcount:1024
fingerprint:
SHA256:aHwhpzo7+YCDSrp3isdv2uVGz+mjMMokgdMeXVVXfdo

could not retrieve dsa key information

ecdsa Keys generated:Fri Jun 28 02:30:56 2024

ecdsa-shaz2-nistpb521

AAAAE2VIZHNhLXNoYTItbmlzdHAIMJEAAAATbm] zdHAIMJEAAACFBABJ+ZX5SFKhS57e
vkE273e0Voqgzid/32dt+£14fBuKv80MjMsmLfJKtCWylwgVt1Zi+C5TIBbugpzez529z
kFSFOADb8JaGCoaAYe2HVWR/ f6QLbKbgVIewCdgWgxzrIY5BPP5GBAxQJIMBiOwWEdnHgl
u/9Pzh/Vz9cHDcCWIGGE780QHA==

bitcount:521
fingerprint:
SHA256:TFGe2hXn6QIpcs/vyHzftHI7Dceg0vQaULYRAL ZeHwQ

(switch) # show feature include scpServer

|
scpServer 1 enabled
(switch) # show feature | include ssh
sshServer 1 enabled
(switch) #

@ B FIPS BY, ®fER TSR EBIAIITHEME R 256, ssh key ecdsa 256
force o & "#f FIPS ELEMEZ L2 "BLZFHIBEN TXo

T—FEHA?
¥iE5e SSH icEfg, &rIkL...... "B B ST R kT
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¥ 3232C IFEXHNEE AU FIAE

R 3232C FEAXREE N BOIME, WIURRR 3232C FHEAXRIKE,

KXFIAES
* [EAIfE R B O & R EI AT AL
* WESSEEEENENEE,

TR
1. ERMEERE:

write erase

(cs2)# write erase

Warning: This command will erase the startup-configuration.
Do you wish to proceed anyway? (y/n) [n] y

2. EHTINBATHANER M -

reload

(cs2)# reload

This command will reboot the system. (y/n)? [n] y

RGENRMHHENEER T ERMIET, MRWER T PILEEEHRSIERIRE? "(yes/no)n]”
» BN Z[E1E yes* 7 BEAR SR,

T—%
BEFXE, CANREESNER EHRE"TC,
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