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1. S

Cumulus Linux 4.4.3
1. BRENZHEM

BXRERTINEEZEAF Z/ZER cumulus/cumulus, “sudo $51%,

cumulus login: cumulus
Password: cumulus

You are required to change your password immediately (administrator

enforced)

Changing password for cumulus.
Current password: cumulus

New password: <new_password>

Retype new password: <new_password>

2. ¥97 Cumulus Linux hiRA: net show system

cumulus@cumulus:mgmt:~$ net show system

Hostname......... cumulus

Build............ Cumulus Linux 4.4.3
Uptime........... 0:08:20.860000
Model............ Mlnx X86

CPU. ... x86 64 Intel Atom C2558 2.40GHz
Memory....eeuue.. 8GB

DisK.vueweeeueonan 14.7GB

ASIC. . v ieieennnn Mellanox Spectrum MT52132
Ports............ 16 x 100G-QSFP28

Part Number...... MSN2100-CB2FC

Serial Number.... MT2105T05177

Platform Name.... x86 64-mlnx x86-r0
Product Name..... MSN2100

ONIE Version..... 2019.11-5.2.0020-115200
Base MAC Address. 04:3F:72:43:92:80
Manufacturer..... Mellanox

3. EEEFAHNR. IPtiiit, FRIIBMBIARRK, HHNENRRIABEERITHQ/SSHREREA L.

@ Cumulus Linux A E DR E— N T ANUKNERKO, ¥ ethoo LEOLIIA
FHIMNEE, RINBERT, EEZOGEA DHCPv4 #H1THIE S B,

(D zmessEERTIE O . WS () SEFEASCH

= A

F1Jo



cumulus@cumulus:mgmt:~$ net add hostname swl
cumulus@cumulus:mgmt:~$ net add interface ethO ip address
10.233.204.71/24

cumulus@cumulus:mgmt:~$ net add interface eth0 ip gateway
10.233.204.1

cumulus@cumulus:mgmt:~$ net pending

cumulus@cumulus:mgmt:~$ net commit

LR S FEMER LA TRIN: /etc/hostname F “/etc/hosts X 15,

4. BEIAENGZ. IP inb, FRIFBARIAR X EEH.

cumulus@swl:mgmt:~$ hostname swl

cumulus@swl:mgmt:~$ ifconfig ethO

eth0: flags=4163<UP,BROADCAST, RUNNING,MULTICAST> mtu 1500

inet 10.233.204.71 netmask 255.255.254.0 Dbroadcast 10.233.205.255
inet6 fe80::bace:f6ff:fel9:1df6 prefixlen 64 scopeid 0x20<link>
ether b8:ce:f6:19:1d:f6 txqueuelen 1000 (Ethernet)

RX packets 75364 bytes 23013528 (21.9 MiB)

RX errors 0O dropped 7 overruns 0 frame 0

TX packets 4053 Dbytes 827280 (807.8 KiB)

TX errors 0 dropped 0 overruns 0 carrier 0 collisions 0 device
memory 0Oxdfc00000-dfclffff

cumulus@swl: :mgmt:~$ ip route show vrf mgmt
default via 10.233.204.1 dev ethO
unreachable default metric 4278198272

10.233.204.0/23 dev eth0 proto kernel scope link src 10.233.204.71
127.0.0.0/8 dev mgmt proto kernel scope link src 127.0.0.1

S. AR EigEHER. BfiEl. XA NTP ARS528.
a. BN SRR

cumulus@swl:~$ cat /etc/timezone

b. B EMAIX:

cumulus@swl:~$ sudo dpkg-reconfigure --frontend noninteractive
tzdata

c. BWINES RN



cumulus@switch:~$ date +%2Z

d. EFASISEASIRENK, BHETUTHL:

cumulus@swl:~$ sudo dpkg-reconfigure tzdata

e. HRIFECE KIS E IR

cumulus@switch:~$ sudo date -s "Tue Oct 28 00:37:13 2023"

f SR A R Py SR EIR B AR R A E:

cumulus@switch:~$ sudo hweclock -w

g- WNBFE, BAMNTP IRSS2E:

cumulus@swl:~$ net add time ntp server <cumulus.network.ntp.org>
iburst

cumulus@swl:~$ net pending

cumulus@swl:~$ net commit

h. #3I\ “ntpd’ IEFE R4 _LIBETT:

cumulus@swl:~$ ps -ef | grep ntp
ntp 4074 1 0 Jun20 ? 00:00:33 /usr/sbin/ntpd -p
/var/run/ntpd.pid -g -u 101:102

i FEENTPRIZEO, BIABERT, NTP EHIREOR eth0o EAILURIN T AREEARR NTP
EiEO:

cumulus@swl:~$ net add time ntp source <src_int>
cumulus@swl:~$ net pending
cumulus@swl:~$ net commit

6. 223 Cumulus Linux 4.4.3:

cumulus@swl:mgmt:~$ sudo onie-install -a -i http://<web-
server>/<path>/cumulus-linux-4.4.3-mlx-amd64.bin



REIEFFE T, BT, BRI o

7. EENVIDIA SN21003 41

cumulus@swl :mgmt:~$ sudo reboot

8. KRKBEFK, HEMLUT GRUB REIAT, H7## 1 TEMNERE,
o Cumulus-Linux GNU/Linux
° ONIE: RERIERS
° MoRE
o Cumulus-Linux GNU/Linux
9. BESFB1E4FR,
10. i5H#8iA Cumulus Linux hR45/9 4.4.3: net show version

cumulus@swl :mgmt:~$ net show version

NCLU VERSION=1. 0-cl4.4.3u0

DISTRIB ID="Cumulus Linux"

DISTRIB RELEASE=4.4.3

DISTRIB DESCRI PTION="Cumulus Linux 4.4.3"

. IB— AR HIEZARRMNE “sudo BliF, ZAF(NEEHIG/SSHRIFEREEN.

sudo adduser --ingroup netedit admin



cumulus@swl :mgmt:~$ sudo adduser --ingroup netedit admin
[sudo] password for cumulus:

Adding user 'admin'

Adding new user 'admin' (1001) with group "netedit'
Creating home directory '/home/admin'

Copying files from '/etc/skel'

New password:

Retype new password:

passwd: password updated successfully

Changing the user information for admin

Enter the new value, or press ENTER for the default
Full Name []:

Room Number []:

Work Phone []:

Home Phone []:

Other []:

Is the information correct? [Y/n] y

cumulus@swl:mgmt:~$ sudo adduser admin sudo
[sudo] password for cumulus:

Adding user “admin' to group " sudo'

Adding user admin to group sudo

Done.

cumulus@swl :mgmt:~$ exit

logout

Connection to 10.233.204.71 closed.

[admin@cycrh6sv101l ~]$ ssh admin@10.233.204.71
admin@10.233.204.71's password:

Linux swl 4.19.0-cl-1-amd64 #1 SMP Cumulus 4.19.206-1+cl4.4.1ul
(2021-09-09) x86 64

Welcome to NVIDIA Cumulus (R) Linux (R)

For support and online technical documentation, visit
http://www.cumulusnetworks.com/support

The registered trademark Linux (R) is used pursuant to a sublicense
from LMI, the exclusive licensee of Linus Torvalds, owner of the
mark on a world-wide basis.

admin@swl:mgmt:~$

Cumulus Linux 5.4.0
1. BRENZI MM

BRERTINEEZEARAF Z/ZER cumulus/cumulus, “sudo $51%,



cumulus login: cumulus

Password: cumulus

You are required to change your password immediately (administrator

enforced)

Changing password for cumulus.

Current password: cumulus

New password: <new_password>

Retype new password: <new_password>

2. 97 Cumulus Linux fRZ&: nv show system

cumulus@cumulus:mgmt:~$ nv show system

operational

applied

description

hostname
build
uptime

timezone

cumulus
Cumulus
6 days,
Etc/UTC

cumulus
Linux 5.3.0 system build version
8:37:36 system uptime

system time zone

3. EEEEANZ. IPihit, FRIIBIAMBIARRK, HHNENRRABEERITHG/SSHREREA SEK.

@ Cumulus Linux IR E/VMRE— N EBARNUKMERRKO, ¥ etho. EOEIIE
FHINEE, RINBERT, BIBEOFER DHCPv4 #1Titht 53 B,

(D =HEFBEATHE O . #S () SEkASCIFH.

cumulus@cumulus :mgmt

cumulus@cumulus :mgmt :

10.233.204.71/24

cumulus@cumulus :mgmt :

10.233.204.1

cumulus@cumulus :mgmt :

cumulus@cumulus :mgmt :

:~$ nv

~$ nv

~S nv

set system hostname swl
set interface eth0O ip address

set interface eth0 ip gateway

config apply
config save

LA S 2 RIHMERLLTRRIN: /etc/hostname 1 “/etc/hosts X {5o

4. BEIAENE. IP ik, FRIFEIBAMEIAR X EEH.



cumulus@swl :mgmt:~$ hostname swl

cumulus@swl:mgmt:~$ ifconfig ethO

ethO: flags=4163<UP,BROADCAST, RUNNING, MULTICAST> mtu 1500

inet 10.233.204.71 netmask 255.255.254.0 Dbroadcast 10.233.205.255
inet6 fe80::bace:f6ff:fel9:1df6 prefixlen 64 scopeid 0x20<link>
ether b8:ce:f6:19:1d:f6 txgqueuelen 1000 (Ethernet)

RX packets 75364 bytes 23013528 (21.9 MiB)

RX errors 0 dropped 7 overruns 0 frame O

TX packets 4053 Dbytes 827280 (807.8 KiB)

TX errors 0 dropped 0 overruns 0 carrier 0 collisions 0 device
memory 0Oxdfc00000-dfclffff

cumulus@swl: :mgmt:~$ ip route show vrf mgmt

default via 10.233.204.1 dev ethO

unreachable default metric 4278198272

10.233.204.0/23 dev eth0 proto kernel scope link src 10.233.204.71
127.0.0.0/8 dev mgmt proto kernel scope link src 127.0.0.1

S. R LIgERX. BE. BIEF NTP ARS8,
a. RERKX:

cumulus@swl:~$ nv set system timezone US/Eastern
cumulus@swl:~$ nv config apply

b. EHINEHRIRIEIX

cumulus@switch:~$ date +%2Z

c. ZFEA5ISARSRENK, BETUTHL:

cumulus@swl:~$ sudo dpkg-reconfigure tzdata

d. HRIEFCERF XIS BRI

cumulus@swl:~$ sudo date -s "Tue Oct 28 00:37:13 2023"

e FFARMHES Py H AT EIR B N REA R FRYE

cumulus@swl:~$ sudo hwclock -w



f. WNBEEE, &R NTP R385

cumulus@swl:~$ nv set service ntp mgmt listen ethO
cumulus@swl:~$ nv set service ntp mgmt server <server> iburst on
cumulus@swl:~$ nv config apply

cumulus@swl:~$ nv config save

ESRRIRENE"NTP RSS2 ECE SNVIDIA SN2100 TRV A RS, "EZIFEEN T
g- #iA ‘ntpd IETE RS LIBTT:
cumulus@swl:~$ ps -ef | grep ntp

ntp 4074 1 0 Jun20 ? 00:00:33 /usr/sbin/ntpd -p
/var/run/ntpd.pid -g -u 101:102

h. {8ENTPRIZEO. ZABERT, NTP EHERIEOR eth0o EAILURIN T AREERREA NTP
B0

cumulus@swl:~$ nv set service ntp default listen <src_int>
cumulus@swl:~$ nv config apply

6. 223 Cumulus Linux 5.4.0:

cumulus@swl :mgmt:~$ sudo onie-install -a -i http://<web-
server>/<path>/cumulus-linux-5.4-mlx-amdé64.bin

LTRIEFFIETE. HIUETRE, EHA yo

7. EENVIDIA SN210033##],:

cumulus@swl :mgmt:~$ sudo reboot

8. LB, HHILT GRUB RREIAI, E/NHITERNER,
o Cumulus-Linux GNU/Linux
° ONIE: RZEBRIERR
° MoRE
o Cumulus-Linux GNU/Linux
0. EESR1E4ER,
10. i5#3IA Cumulus Linux k479 5.4.0: nv show system
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. #WiAs I

12. glg—

cumulus@cumulus:mgmt:~$ nv show system

operational

hostname
build
uptime

timezone

applied

6 days,
Etc/UTC

RES TR AEE:

Linux 5.4.0
13:37:36

cumulus@swl:mgmt:~$ net show 1lldp

LocalPort Speed Mode
RemotePort

ethO 100M Mgmt
Eth110/1/29

swp2sl 25G Trunk/L2
ela

swpl5 100G BondMember
swplb

swpl6 100G BondMember
swpl6

RemoteHost

mgmt-swl

nodel

SW2

SW2

AR FHRZAFRMNE sudo’Flf. ZAFXEERIG/SSHS

sudo adduser --ingroup netedit admin

description

cumulus
system build version
system uptime

system time zone

FEREEY.

11



12

cumulus@swl :mgmt:~$ sudo adduser --
[sudo] password for cumulus:

Adding user 'admin'

Adding new user 'admin' (1001) with
Creating home directory '/home/admi
Copying files from '/etc/skel'

New password:

Retype new password:

passwd: password updated successful
Changing the user information for a
Enter the new value, or press ENTER
Full Name []:

Room Number []:

Work Phone []:

Home Phone []:

Other []:

Is the information correct? [Y/n] y

ingroup netedit admin

group netedit'

n v

ly
dmin
for the default

cumulus@swl:mgmt:~$ sudo adduser admin sudo

[sudo] password for cumulus:
Adding user “admin' to group " sudo'
Adding user admin to group sudo
Done.

cumulus@swl :mgmt:~$ exit

logout

Connection to 10.233.204.71 closed.

[admin@cycrh6sv101l ~]$ ssh admin@10
admin@10.233.204.71's password:

.233.204.71

Linux swl 4.19.0-cl-1-amd64 #1 SMP Cumulus 4.19.206-1+4+cl4.4.1ul

(2021-09-09) x86 64
Welcome to NVIDIA Cumulus (R) Linux

For support and online technical do
http://www.cumulusnetworks.com/supp

The registered trademark Linux (R)
from LMI, the exclusive licensee of
mark on a world-wide basis.

admin@swl:mgmt:~$

13. AINEMAFRAUMERSRBFIFE nv <.

(R)

cumentation, visit

ort

is used pursuant to a sublicense
Linus Torvalds, owner of the



cumulus@swl :mgmt:~$ sudo adduser admin nvshow

[sudo] password for cumulus:

Adding user 'admin' to

group 'nvshow'

Adding user admin to group nvshow

Done.

E "NVIDIABFIKF " THREZER.

Cumulus Linux 5.11.0

B3 xhxxjﬁﬁh

BRERZENE, EEHMABPR/Z5S cumulus/cumulus, “sudo 1%

cumulus login: cumulus
Password: cumulus

You are required to change your password immediately (administrator

enforced)

Changing password for cumulus.

Current password: cumulus

New password: <new_password>

Retype new password: <new_password>

2. ¥97 Cumulus Linux iRA: nv show system

cumulus@cumulus:mgmt:~$ nv show system

description

operational applied
hostname cumulus
build Cumulus
uptime 6 days,
timezone Etc/UTC

Linux 5.4.0
8:37:36

cumulus
system build version
system uptime

system time zone

3. EEXME. IPtthit, FRUBIIFEINNK, HNENEREEEREHIQ/SSHRIERASEK.

@ Cumulus Linux A=/ DR H—

O  znesFEERTIE O

NERANUAMERRO, ¥ ethoo LEOEIIA
FHINEE, FIABERT, ”‘:EEE%EI@FH DHCPv4 #1753 Fc,

. M= () ZLIEASCIH FEF&.
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cumulus@cumulus:mgmt:~$ nv unset interface eth0O ip address dhcp
cumulus@cumulus:mgmt:~$ nv set interface ethO ip address
10.233.204.71/24

cumulus@cumulus:mgmt:~$ nv set interface ethO ip gateway
10.233.204.1

cumulus@cumulus:mgmt:~$ nv config apply

cumulus@cumulus:mgmt:~$ nv config save

LR S FEMER LA TRIN: /etc/hostname F “/etc/hosts X 15,

4. BEIAENGZ. IP inb, FRIFBARIAR X EEH.

cumulus@swl:mgmt:~$ hostname swl

cumulus@swl:mgmt:~$ ifconfig ethO

eth0: flags=4163<UP,BROADCAST, RUNNING,MULTICAST> mtu 1500

inet 10.233.204.71 netmask 255.255.254.0 Dbroadcast 10.233.205.255
inet6 fe80::bace:f6ff:fel9:1df6 prefixlen 64 scopeid 0x20<link>
ether b8:ce:f6:19:1d:f6 txqueuelen 1000 (Ethernet)

RX packets 75364 bytes 23013528 (21.9 MiB)

RX errors 0O dropped 7 overruns 0 frame 0

TX packets 4053 Dbytes 827280 (807.8 KiB)

TX errors 0 dropped 0 overruns 0 carrier 0 collisions 0 device
memory 0Oxdfc00000-dfclffff

cumulus@swl: :mgmt:~$ ip route show vrf mgmt
default via 10.233.204.1 dev ethO
unreachable default metric 4278198272

10.233.204.0/23 dev eth0 proto kernel scope link src 10.233.204.71
127.0.0.0/8 dev mgmt proto kernel scope link src 127.0.0.1

S. RN LIS BERX. HEA. BYEF NTP ARS388.
a. IKENKX:

cumulus@swl:~$ nv set system timezone US/Eastern
cumulus@swl:~$ nv config apply

b. BEHINEH AR

cumulus@switch:~$ date +%Z

c. EFEA5ISRARTRENK, BETUTHS:



cumulus@swl:~$ sudo dpkg-reconfigure tzdata

d. {RIBFCE R XIS ERGETH:

cumulus@swl:~$ sudo date -s "Tue Oct 28 00:37:13 2023"

e R py HaEIRE N EA Y HRYE:

cumulus@swl:~$ sudo hweclock -w

L MMBEFE, ERMNNTP ARSS2E:

cumulus@swl:
cumulus@swl:
cumulus@swl:

cumulus@swl:

nv
nv
nv
nv

set service ntp mgmt listen ethO

set service ntp mgmt server <server> iburst on
config apply

config save

BEFAIREXE"NTP AR5 25E0E SNVIDIA SN2100 2l A %A, "BEIFHIEMN T

g #IA “ntpd IETE R R LIETT:

cumulus@swl:~$ ps -ef | grep ntp
ntp 4074
/var/run/ntpd.pid -g -u 101:102

1 0 Jun20 ? 00:00:33 /usr/sbin/ntpd -p

h. $8ENTPIRIZE. RBIABERT, NTP EANFEOR ethoo EEILURINTAREERFER NTP

B0

cumulus@swl:~$ nv set service ntp default listen <src_int>

cumulus@swl:~$ nv config apply

6. 223 Cumulus Linux 5.11.0:

cumulus@swl:mgmt:~$ sudo onie-install -a -i http://<web-

server>/<path>/cumulus-linux-5.11.0-mlx-amd64.bin

RERIEFTIE T E. HIRRET, B8N Yo

7. EENVIDIA SN210033##1.:
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cumulus@swl :mgmt:~$ sudo reboot

8. KRKHEFK, HEIMLUT GRUB REIXT, B/ TEMNERE,
o Cumulus-Linux GNU/Linux
° ONIE: RERIERS
° MaRE
o Cumulus-Linux GNU/Linux
9. BEESB1E4ER,
10. 3E#5IA Cumulus Linux kRZ<5 5.11.0:

nv show system

cumulus@cumulus:mgmt:~S nv show system

operational applied description
build Cumulus Linux 5.11.0
uptime 153 days, 2:44:16
hostname cumulus cumulus
product-name Cumulus Linux
product-release 5.11.0
platform x86 64-mlnx x86-r0
system-memory 2.76 GB used / 2.28 GB free / 7.47 GB total
swap-memory 0 Bytes used / 0 Bytes free / 0 Bytes total
health-status not OK
date-time 2025-04-23 09:55:24
status N/A
timezone Etc/UTC
maintenance
mode disabled
ports enabled
version
kernel 6.1.0-cl-1-amd64
build-date Thu Nov 14 13:06:38 UTC 2024
image 5.11.0
onie 2019.11-5.2.0020-115200

N WA I N REES SR AERE:



cumulus@swl:mgmt:~$ nv show interface 1l1ldp

LocalPort Speed Mode RemoteHost
RemotePort

ethO 100M eth mgmt-swl
Ethl110/1/14

swp2sl 25G Trunk/L2 nodel
ela

swplsl 10G sSWp SW2

ela

swp9 100G SWp sw3

eda

swpl0 100G SWp sw4

eda

swplb 100G SWp sSw5

swplb

swpl6 100G SWp Sw6

swpl6

& "NVIDIARFIKA"T RESER.

T—FRMHA?
7£ Cumulus & F& % Cumulus Linux [5§, & "&ESERLE A (RCF) 4",

LA ONIE &3\ & % Cumulus Linux
HRAIZITE ONIE RN TEY, BB IL TS B %S Cumulus Linux (CL) #ERS.

@ Cumulus Linux (CL) #{ERZ 0] LATERRAIEST ONIE ¢ Cumulus Linux BYRE (BR) . "L
Cumulus IR ELE") .

KXFULES

IO LUE R FFE REEIFE (ONIE) R4 Cumulus Linux, ONIE AJLLBEIAMMELEEFIR G, XEMT
ELHEBITIRERFEE (190 Cumulus Linux) RRIPHEVIHRFIEE, FH ONIE Z% Cumulus Linux Bf&
B EEEE A HTTP &K,

@ WMREHENZIF IPVE, BHRRTIETIEIT Web IRS28. MNREMNENZIF IPv4, 15HERRT
Web AR$528 290, EFIETT DHCP RS,

AIIEETR T BIERTE ONIE BapEaNaF4k Cumulus Linux.
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il 2. BB
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Cumulus Linux 4.4.3

1.
2.
3.

© N o O

9.

¥ Cumulus Linux ZEX 4 TEHEI Web IRZ2IRE R, FILXHEHRE . onie-installer,
fEARLURMZE ENEEDI AN EIE LUK MR .
FTHFXER,

AT E ONIE SREREREFHBR. RETHME, KXiFEORZHIL Cumulus Linux ERIET

L) xan

To

-

(D) Sw#s cumulus Linux BY, BAXHRGEHBSRIERAER,

EFESN21003Z#EH] -

cumulus@cumulus:mgmt:~$ sudo reboot
7£ GNU GRUB #& t#% Esc U EENEEhIFE, 1%£4F ONIE, SA/53% Enter .
ETFT—1TREEL, 1% ONIE: RERIERS,
ONIE RERFAMIERETUIERBHLERER. 1% Enter BEHIEILIZHIE,
HARIMIIZELERT:

ONIE:/ # onie-stop

discover: installer mode detected.

Stopping: discover...start-stop-daemon: warning: killing process
427

No such process done.

NRIGHMLKIETEZIT DHCP ARSS, BIRIE IP ik, FRIEIEMEIAN X RS EEHDAC:

ifconfig ethO



ONIE:/ # ifconfig ethO
ethO Link encap:Ethernet HWaddr B8:CE:F6:19:1D:F6
inet addr:10.233.204.71 Bcast:10.233.205.255
Mask:255.255.254.0
inet6 addr: fe80::bace:f6ff:fel9:1df6/64 Scope:Link
UP BROADCAST RUNNING MULTICAST MTU:1500 Metric:1
RX packets:21344 errors:0 dropped:2135 overruns:0 frame:0
TX packets:3500 errors:0 dropped:0 overruns:0 carrier:0
collisions:0 txqueuelen:1000
RX bytes:6119398 (5.8 MiB) TX bytes:472975 (461.8 KiB)
Memory:dfc00000-dfclffff

ONIE:/ # route
Kernel IP routing table
Destination Gateway Genmask Flags Metric Ref

Use Iface

default 10.233.204.1 0.0.0.0 UG 0 0
0 ethO
10.233.204.0 % 255.255.254.0 U 0 0
0 ethO

10. 9N 1P it B RBFINENXR, ERITUUTIERIE:

ONIE:/ # ifconfig ethO 10.233.204.71 netmask 255.255.254.0
ONIE:/ # route add default gw 10.233.204.1

N BEESRE 9 URIEHSEEESEERBN.

12. %3 Cumulus Linux:

# onie-nos-install http://<web-server>/<path>/cumulus-linux-4.4.3-
mlx-amd64.bin



ONIE:/ # route
Kernel IP routing table

ONIE:/ # onie-nos-install http://<web-server>/<path>/cumulus-
linux-4.4.3-mlx-amd64 .bin

Stopping: discover... done.

Info: Attempting
http://10.60.132.97/x/eng/testbedN, svl/nic/files/cumulus—-linux-
4.4.3-mlx-amd64.bin

Connecting to 10.60.132.97 (10.60.132.97:80)

installer 100% | *| 552M 0:00:00 ETA

13 REFTMGE, BRI,

cumulus login: cumulus

Password: cumulus

You are required to change your password immediately (administrator
enforced)

Changing password for cumulus.

Current password: cumulus

New password: <new_password>

Retype new password: <new_password>

14. JEI&IF Cumulus Linux hRZ4<: net show version

cumulus@cumulus:mgmt:~$ net show version
NCLU_VERSION=1.0—C14.4.3u4

DISTRIB ID="Cumulus Linux"
DISTRIB_RELEASE=4.4.3
DISTRIB_DESCRIPTION="Cumulus Linux 4.4.3”

Cumulus Linux 5.x

1. ¥ Cumulus Linux REXHTEHE Web lRZB(HIRE R, BIXHEHR . onie-installers
2. FHUKMEE EVIEZD IR ERAKMIE .
3. FIAFXEIR,

Y

;}:?ﬁ*ﬂ?ﬁﬁ ONIE REREREFHBM. RETM/E, XinEOPZHI Cumulus Linux BERIETR
Fo



() &&= Cumuius Linux BY, BAXH RGBSR ER,

4. EFSN210035 4 :

cumulus@cumulus:mgmt:~$ sudo reboot

GNU GRUB version 2.06-3

5. £ GNU GRUB R& L% Esc BT EE B oIIIE, 1% ONIE, A5 Enter #,
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Loading ONIE

GNU GRUB version 2.02

ONIE: Install OS
ONIE: Rescue

ONIE: Uninstall OS
ONIE: Update ONIE

ONIE: Embed ONIE

%8 ONIE: ZEIZIER S,

6. ONIE REREFAUIIEZRTITUIEREDNLEIEF. & Enter BE IS L iZ#H2,
7. HRILIIE LR

ONIE:/ # onie-stop

discover: installer mode detected.

Stopping: discover...start-stop-daemon: warning: killing process
427 :

No such process done.

8. ECEIPHInt, FRIISMBIARIK

ifconfig ethO



ONIE:/ # ifconfig ethO
ethO Link encap:Ethernet HWaddr B8:CE:F6:19:1D:F6
inet addr:10.233.204.71 Bcast:10.233.205.255
Mask:255.255.254.0
inet6 addr: fe80::bace:f6ff:fel9:1df6/64 Scope:Link
UP BROADCAST RUNNING MULTICAST MTU:1500 Metric:1
RX packets:21344 errors:0 dropped:2135 overruns:0 frame:0
TX packets:3500 errors:0 dropped:0 overruns:0 carrier:0
collisions:0 txqueuelen:1000
RX bytes:6119398 (5.8 MiB) TX bytes:472975 (461.8 KiB)
Memory:dfc00000-dfclffff
ONIE:/ #
ONIE:/ # ifconfig eth0 10.228.140.27 netmask 255.255.248.0
ONIE:/ # ifconfig ethO
ethO Link encap:Ethernet HWaddr B8:CE:F6:5E:05:E6
inet addr:10.228.140.27 Bcast:10.228.143.255
Mask:255.255.248.0
inet6 addr: £d20:8ble:b255:822b:bace:f6ff:feS5e:5e6/64
Scope:Global
inet6 addr: fe80::bace:f6ff:febe:5e6/64 Scope:Link
UP BROADCAST RUNNING MULTICAST MTU:1500 Metric:1
RX packets:18813 errors:0 dropped:1418 overruns:0 frame:0
TX packets:491 errors:0 dropped:0 overruns:0 carrier:0
collisions:0 txqueuelen:1000
RX bytes:1339596 (1.2 MiB) TX bytes:49379 (48.2 KiB)
Memory:dfc00000-dfclffff
ONIE:/ # route add default gw 10.228.136.1
ONIE:/ # route
Kernel IP routing table
Destination Gateway Genmask Flags Metric Ref
Use Iface

default 10.228.136.1 0.0.0.0 UG 0 0
0 etho
10.228.136.1 % 255.255.248.0 U 0 0
0 ethO

[

9. 2% Cumulus Linux 5.4

# onie-nos-install http://<web-server>/<path>/cumulus-linux-5.4-mlx-
amd64 .bin
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http://<web-server>/<path>/cumulus-linux-5.4-mlx-amd64.bin
http://<web-server>/<path>/cumulus-linux-5.4-mlx-amd64.bin
http://<web-server>/<path>/cumulus-linux-5.4-mlx-amd64.bin
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ONIE:/ # route
Kernel IP routing table

ONIE:/ # onie-nos-install http://<web-server>/<path>/cumulus-
linux-5.4-mlx-amd64 .bin

Stopping: discover... done.

Info: Attempting
http://10.60.132.97/x/eng/testbedN, svl/nic/files/cumulus-linux-5.4-
mlx-amd64.bin

Connecting to 10.60.132.97 (10.60.132.97:80)

installer 100% | *| 552M 0:00:00 ETA

10. RETMGE, BRI,

cumulus login: cumulus

Password: cumulus

You are required to change your password immediately (administrator
enforced)

Changing password for cumulus.

Current password: cumulus

New password: <new_password>

Retype new password: <new_password>

1. 3B Cumulus Linux hRZ4S: nv show system

cumulus@cumulus:mgmt:~$ nv show system

operational applied description

hostname cumulus cumulus

build Cumulus Linux 5.4.0 system build version
uptime 6 days, 13:37:36 system uptime
timezone Etc/UTC system time zone

12. QIE— MR R ZAR RN sudo B, ZAFNEEHQ/SSHREEREE.

sudo adduser --ingroup netedit admin



cumulus@swl :mgmt:~$ sudo adduser --ingroup netedit admin
[sudo] password for cumulus:

Adding user 'admin'

Adding new user 'admin' (1001) with group "netedit'
Creating home directory '/home/admin'

Copying files from '/etc/skel'

New password:

Retype new password:

passwd: password updated successfully

Changing the user information for admin

Enter the new value, or press ENTER for the default
Full Name []:

Room Number []:

Work Phone []:

Home Phone []:

Other []:

Is the information correct? [Y/n] y

cumulus@swl:mgmt:~$ sudo adduser admin sudo
[sudo] password for cumulus:

Adding user “admin' to group " sudo'

Adding user admin to group sudo

Done.

cumulus@swl :mgmt:~$ exit

logout

Connection to 10.233.204.71 closed.

[admin@cycrh6sv101l ~]$ ssh admin@10.233.204.71
admin@10.233.204.71's password:

Linux swl 4.19.0-cl-1-amd64 #1 SMP Cumulus 4.19.206-1+cl4.4.1ul
(2021-09-09) x86 64

Welcome to NVIDIA Cumulus (R) Linux (R)

For support and online technical documentation, visit
http://www.cumulusnetworks.com/support

The registered trademark Linux (R) is used pursuant to a sublicense
from LMI, the exclusive licensee of Linus Torvalds, owner of the

mark on a world-wide basis.

admin@swl:mgmt:~$

13. AINEMAFRAUMERSRBFIFE nv <.
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cumulus@cumulus:mgmt:~$ sudo adduser admin nvshow
[sudo] password for cumulus:
Adding user “admin' to group "nvshow'
Adding user admin to group nvshow
Done.
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i 3. BB

Cumulus Linux 4.4.x = Cumulus Linux 5.4.0
1. B R SHRNIEE T BN,
2. {#A ping B2 IRIESHEE Cumulus Linux 1 RCF BUBRSS BRAVIEEE,
3. BB R LSRR R I AR RO

network device-discovery show

4. ESMEFRONEENIZTRES.
a. WINEEFI AR EREREER:

network port show -role cluster
b. HINFRESEHEO (LIF) A FEHOL:
network interface show -role cluster
C. WIAEBE TR M ERIINER
system cluster-switch show -is-monitoring-enabled-operational true

S. LR LIF MBMEIRINEE, 8 LIF SHIERB I ERIRN, HEEX BRmNHIITAER
AAZRH R E IR L

network interface modify -vserver Cluster -1if * -auto-revert false

6. 2 LAl Cumulus Linux kA2 &g



cumulus@cumulus:mgmt:~$ net show system

Hostname......... cumulus

Build............ Cumulus Linux 4.4.3
Uptime........... 0:08:20.860000
Model............ Mlnx X86
CBUcooo0o000000000c x86 64 Intel Atom C2558 2.40GHz
MEMOTY . et eeennn. 8GB

Disk....ooooo.... 14.7GB

ASIC. . i ivi i Mellanox Spectrum MT52132
Ports............ 16 x 100G-QSFP28

Part Number...... MSN2100-CB2FC

Serial Number.... MT2105T05177

Platform Name.... x86 64-mlnx x86-r0
Product Name..... MSN2100

ONIE Version..... 2019.11-5.2.0020-115200
Base MAC Address. 04:3F:72:43:92:80
Manufacturer..... Mellanox

cumulus@cumulus:mgmt:~$ net show interface

State Name Spd MTU Mode LLDP

Summary

UP swpl 100G 9216 Trunk/L2 nodel (ebb)

Master: bridge (UP)

UP SWp2 100G 9216 Trunk/L2 node2 (ebb)

Master: bridge (UP)

UP swp3 100G 9216 Trunk/L2 SHFFG1826000112 (e0b)
Master: bridge (UP)

UP swp4 100G 9216 Trunk/L2 SHFFG1826000112 (e0b)
Master: bridge (UP)

UP sSwp5 100G 9216 Trunk/L2 SHFFG1826000102 (elOb)
Master: bridge (UP)

UP SwWp6 100G 9216 Trunk/L2 SHEFFG1826000102 (elOb)

Master: bridge (UP))

7. & Cumulux Linux 5.4.0 8%



cumulus@cumulus:mgmt:~$ sudo onie-install -a -i http://<ip-to-
webserver>/path/to/cumulus-linux-5.4.0-mlx-amd64 .bin

[sudo] password for cumulus:

Fetching installer: http://<ip-to-webserver>/path/to/cumulus-linux-
5.4.0-mlx-amd64.bin

Downloading URL: http://<ip-to-webserver>/path/to/cumulus-linux-
5.4.0-mlx-amd64.bin

# 100.0%

Success: HTTP download complete.

EFI variables are not supported on this system

Warning: SecureBoot is not available.

Image is signed.

Staging installer image...done.

WARNING:

WARNING: Activating staged installer requested.
WARNING: This action will wipe out all system data.
WARNING: Make sure to back up your data.

WARNING:

Are you sure (y/N)? y

Activating staged installer...done.

Reboot required to take effect.

8. BRI

cumulus@cumulus:mgmt:~$ sudo reboot

9. BN
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cumulus login: cumulus

Password:

You are required to change your password immediately (administrator
enforced)

Changing password for cumulus.

Current password: cumulus

New password: <new_password>

Retype new password: <new_password>

Linux cumulus 5.10.0-cl-1-amd64 #1 SMP Debian 5.10.162-1+cl5.4.0ul
(2023-01-20) x86_ 64

Welcome to NVIDIA Cumulus (R) Linux (R)

ZTP in progress. To disable, do 'ztp -d'

10. 7 Cumulus Linux fRZ: nv show system

cumulus@cumulus:mgmt:~$S nv show system

operational applied
hostname cumulus cumulus
build Cumulus Linux 5.4.0
uptime 14:07:08

timezone Etc/UTC

. BRENH:

cumulus@cumulus:mgmt:~$ nv set system hostname swl
cumulus@cumulus:mgmt:~$ nv config apply

Warning: The following files have been changed since the last save,
and they WILL be overwritten.

- /etc/nsswitch.conf

- /etc/synced/synced.conf

12. FHHAERERTIAN, BEIERTTEREN GBI AT



cumulus@cumulus:mgmt:~$ exit

logout

Debian GNU/Linux 10 cumulus ttySO

cumulus login: cumulus

Password:

Last login: Tue Dec 15 21:43:13 UTC 2020 on ttySO

Linux cumulus 5.10.0-cl-1-amd64 #1 SMP Debian 5.10.162-1+cl5.4.0ul
(2023-01-20) x86

64

Welcome to NVIDIA Cumulus (R) Linux (R)

ZTP in progress.

cumulus@swl :mgmt:

13. 1§ EIPHuAE:

cumulus@swl :mgmt:
10.231.80.206/22
cumulus@swl :mgmt:
cumulus@swl :mgmt:
applied [rev_ id:

cumulus@swl :mgmt:

To

~$

disable, do 'ztp -d'

nv set interface ethO ip address

nv set interface eth0 ip gateway 10.231.80.1
nv config apply

ip route show vrf mgmt

default via 10.231.80.1 dev eth0O proto kernel

unreachable default metric 4278198272

10.231.80.0/22 dev eth0 proto kernel scope link src 10.231.80.206
127.0.0.0/8 dev mgmt proto kernel scope link src 127.0.0.1

14. QIE—NRAFRHEZAFRNE sudo' BElif, ZAFXIEEHIS/SSHAIFERFE.

sudo adduser --ingroup netedit admin
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cumulus@swl :mgmt:~$ sudo adduser --
[sudo] password for cumulus:

Adding user 'admin'

Adding new user 'admin' (1001) with
Creating home directory '/home/admi
Copying files from '/etc/skel'

New password:

Retype new password:

passwd: password updated successful
Changing the user information for a
Enter the new value, or press ENTER
Full Name []:

Room Number []:

Work Phone []:

Home Phone []:

Other []:

Is the information correct? [Y/n] y

ingroup netedit admin

group netedit'

n v

ly
dmin
for the default

cumulus@swl:mgmt:~$ sudo adduser admin sudo

[sudo] password for cumulus:
Adding user “admin' to group " sudo'
Adding user admin to group sudo
Done.

cumulus@swl :mgmt:~$ exit

logout

Connection to 10.233.204.71 closed.

[admin@cycrh6sv101l ~]$ ssh admin@10
admin@10.233.204.71's password:

.233.204.71

Linux swl 4.19.0-cl-1-amd64 #1 SMP Cumulus 4.19.206-1+4+cl4.4.1ul

(2021-09-09) x86 64
Welcome to NVIDIA Cumulus (R) Linux

For support and online technical do
http://www.cumulusnetworks.com/supp

The registered trademark Linux (R)
from LMI, the exclusive licensee of
mark on a world-wide basis.

admin@swl:mgmt:~$

15, AINEMAFRAUMEERRBFIFE nv <.

(R)

cumentation, visit

ort

is used pursuant to a sublicense
Linus Torvalds, owner of the



cumulus@swl :mgmt:~$ sudo adduser admin nvshow
[sudo] password for cumulus:
Adding user “admin' to group "nvshow'
Adding user admin to group nvshow
Done.

£ "NVIDIABF K" THREZEE

Cumulus Linux 5.x £ Cumulus Linux 5.4.0
1. BRSNS BN,
2. f$A ping AL WIFS5FEE Cumulus Linux 1 RCF BIARSS 2RMOZEIEM
3. BB R LSRR SR A AR RO -

network device-discovery show

4. *.L =] g/\%ﬁ I:l E"J":E.A:EE*ui:?i—)lklu\o
a. WINERFI A E R BEIREIE

network port show -role cluster
b. #INFRESEEHEO (LIF) A FEHOL:
network interface show -role cluster
C. MIAEBE TR MERIIINGER
system cluster-switch show -is-monitoring-enabled-operational true

. BFASEY LIF WETHEIRINAE, 5EF LIF SRS I SEESIAN, HEEX BIR3TIRIITAHR
AAZRM R E IR L

network interface modify -vserver Cluster -1if * -auto-revert false

6. ¥ZYFT Cumulus Linux KRZASFI EiEiEm0
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cumulus@swl:mgmt:~$ nv show system

operational applied
hostname cumulus cumulus
build Cumulus Linux 5.3.0
uptime 6 days, 8:37:36
timezone Etc/UTC

cumulus@swl :mgmt:~$ nv show interface
Interface MTU Speed State Remote Host
Type Summary

+ cluster isl 9216 200G wup

bond
+ ethO 1500 100M wup mgmt-swl
eth IP Address: 10.231.80 206/22
ethO
IP Address: fd20:8ble:f6ff:fe31:4a0e/64
+ lo 65536 up
loopback IP Address: 127.0.0.1/8
lo
IP Address: ::1/128
+ swplsO 9216 10G up cluster0Ol
SWP
+ swplb 9216 100G up sw2
SWP
+ swpl6 9216 100G up sw2
SWp

7. & Cumulux Linux 5.4.0 $R1%:

Remote Port-

Ethl105/1/14
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cumulus@swl:mgmt:~$ sudo onie-install -a -i http://<ip-to-
webserver>/path/to/cumulus-linux-5.4.0-mlx-amd64 .bin

[sudo] password for cumulus:

Fetching installer: http://<ip-to-webserver>/path/to/cumulus-linux-
5.4.0-mlx-amd64.bin

Downloading URL: http://<ip-to-webserver>/path/to/cumulus-linux-
5.4.0-mlx-amd64.bin

# 100.0%

Success: HTTP download complete.

EFI variables are not supported on this system

Warning: SecureBoot is not available.

Image is signed.

Staging installer image...done.

WARNING:

WARNING: Activating staged installer requested.
WARNING: This action will wipe out all system data.
WARNING: Make sure to back up your data.

WARNING:

Are you sure (y/N)? y

Activating staged installer...done.

Reboot required to take effect.

8. BRI

cumulus@swl :mgmt:~$ sudo reboot

9. BN
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cumulus login: cumulus

Password:

You are required to change your password immediately (administrator
enforced)

Changing password for cumulus.

Current password: cumulus

New password: <new_password>

Retype new password: <new_password>

Linux cumulus 5.10.0-cl-1-amd64 #1 SMP Debian 5.10.162-1+cl5.4.0ul
(2023-01-20) x86_ 64

Welcome to NVIDIA Cumulus (R) Linux (R)

ZTP in progress. To disable, do 'ztp -d'

10. 7 Cumulus Linux fRZ: nv show system

cumulus@cumulus:mgmt:~$S nv show system

operational applied
hostname cumulus cumulus
build Cumulus Linux 5.4.0
uptime 14:07:08
timezone Etc/UTC

M. BEHENR:

cumulus@cumulus:mgmt:~$ nv set system hostname swl
cumulus@cumulus:mgmt:~$ nv config apply

Warning: The following files have been changed since the last save,
and they WILL be overwritten.

- /etc/nsswitch.conf

- /etc/synced/synced.conf

12. FHHAERERTIAN, BEIERTTEREN GBI AT



cumulus@cumulus:mgmt:~$ exit

logout
Debian GNU/Linux 10 cumulus ttySO

cumulus login: cumulus

Password:

Last login: Tue Dec 15 21:43:13 UTC 2020 on ttySO

Linux cumulus 5.10.0-cl-1-amd64 #1 SMP Debian 5.10.162-1+cl5.4.0ul
(2023-01-20) x86 64

Welcome to NVIDIA Cumulus (R) Linux (R)

ZTP in progress. To disable, do 'ztp -4d'

cumulus@swl :mgmt : ~$

13. G EIPHhE:

cumulus@swl:mgmt:~$ nv unset interface eth0O ip address dhcp
cumulus@swl:mgmt:~$ nv set interface ethO0 ip address
10.231.80.206/22

cumulus@swl:mgmt:~$ nv set interface ethO ip gateway 10.231.80.1
cumulus@swl:mgmt:~$ nv config apply

applied [rev id: 2]

cumulus@swl:mgmt:~$ ip route show vrf mgmt

default via 10.231.80.1 dev ethO proto kernel

unreachable default metric 4278198272

10.231.80.0/22 dev eth0 proto kernel scope link src 10.231.80.206
127.0.0.0/8 dev mgmt proto kernel scope link src 127.0.0.1

14. BIR— AR H I ZAFRINE sudo B, ZAF(EEHG/SSHRIFEREEN.

sudo adduser --ingroup netedit admin
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cumulus@swl :mgmt:~$ sudo adduser --
[sudo] password for cumulus:

Adding user 'admin'

Adding new user 'admin' (1001) with
Creating home directory '/home/admi
Copying files from '/etc/skel'

New password:

Retype new password:

passwd: password updated successful
Changing the user information for a
Enter the new value, or press ENTER
Full Name []:

Room Number []:

Work Phone []:

Home Phone []:

Other []:

Is the information correct? [Y/n] y

ingroup netedit admin

group netedit'

n v

ly
dmin
for the default

cumulus@swl:mgmt:~$ sudo adduser admin sudo

[sudo] password for cumulus:
Adding user “admin' to group " sudo'
Adding user admin to group sudo
Done.

cumulus@swl :mgmt:~$ exit

logout

Connection to 10.233.204.71 closed.

[admin@cycrh6sv101l ~]$ ssh admin@10
admin@10.233.204.71's password:

.233.204.71

Linux swl 4.19.0-cl-1-amd64 #1 SMP Cumulus 4.19.206-1+4+cl4.4.1ul

(2021-09-09) x86 64
Welcome to NVIDIA Cumulus (R) Linux

For support and online technical do
http://www.cumulusnetworks.com/supp

The registered trademark Linux (R)
from LMI, the exclusive licensee of
mark on a world-wide basis.

admin@swl:mgmt:~$

15, AINEMAFRAUMEERRBFIFE nv <.

(R)

cumentation, visit

ort

is used pursuant to a sublicense
Linus Torvalds, owner of the



cumulus@swl :mgmt:~$ sudo adduser admin nvshow
[sudo] password for cumulus:
Adding user “admin' to group "nvshow'
Adding user admin to group nvshow
Done.

£ "NVIDIABF K" THREZEE

Cumulus Linux 5.4.0 £ Cumulus Linux 5.11.0
1. BRSNS BN,
2. f$A ping AL WIFS5FEE Cumulus Linux 1 RCF BIARSS 2RM9EIEM
3. BB R LSRR SR A RSB RO -

network device-discovery show

4. *.L =] g/\%ﬁ I:l E"J":E.A:EE*ui:?i—)lklu\o
a. WINERFI A E R BEIREIE

network port show -role cluster
b. #INFRESEEHEO (LIF) A FEHOL:
network interface show -role cluster
C. MIAEBE TR MERIIINGER
system cluster-switch show -is-monitoring-enabled-operational true

. BFASEY LIF WETHEIRINAE, 5EF LIF SRS I SEESIAN, HEEX BIR3TIRIITAHR
AAZRM R E IR L

network interface modify -vserver Cluster -1if * -auto-revert false

6. ¥ZYFT Cumulus Linux KRZASFI EiEiEm0
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cumulus@swl:mgmt:~$ nv show system

operational applied
hostname cumulus cumulus
build Cumulus Linux 5.4.0
uptime 6 days, 8:37:36
timezone Etc/UTC

cumulus@swl :mgmt:~$ nv show interface
Interface MTU Speed State Remote Host
Type Summary

+ cluster isl 9216 200G wup

bond
+ ethO 1500 100M wup mgmt-swl
eth IP Address: 10.231.80 206/22
ethO
IP Address: fd20:8ble:f6ff:fe31:4a0e/64
+ lo 65536 up
loopback IP Address: 127.0.0.1/8
lo
IP Address: ::1/128
+ swplsO 9216 10G up cluster0Ol
SWP
+ swplb 9216 100G up sw2
SWP
+ swpl6 9216 100G up sw2
SWp

7. F& Cumulux Linux 5.11.0 55
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cumulus@swl:mgmt:~$ sudo onie-install -a -i http://<ip-to-
webserver>/path/to/cumulus-linux-5.11.0-mlx-amdé64.bin

[sudo] password for cumulus:

Fetching installer: http://<ip-to-webserver>/path/to/cumulus-linux-
5.11.0-mlx-amd64.bin

Downloading URL: http://<ip-to-webserver>/path/to/cumulus-linux-
5.11.0-mlx-amd64.bin

# 100.0%

Success: HTTP download complete.

EFI variables are not supported on this system

Warning: SecureBoot is not available.

Image is signed.

Staging installer image...done.

WARNING:

WARNING: Activating staged installer requested.
WARNING: This action will wipe out all system data.
WARNING: Make sure to back up your data.

WARNING:

Are you sure (y/N)? y

Activating staged installer...done.

Reboot required to take effect.

8. BRI

cumulus@swl :mgmt:~$ sudo reboot

9. BN
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cumulus login: cumulus

Password:

You are required to change your password immediately (administrator
enforced)

Changing password for cumulus.

Current password: cumulus

New password: <new_password>

Retype new password: <new_password>

Linux cumulus 5.11.0-cl-1-amd64 #1 SMP Debian 5.10.162-1+cl5.4.0ul
(2023-01-20) x86_ 64

Welcome to NVIDIA Cumulus (R) Linux (R)

ZTP in progress. To disable, do 'ztp -d'

10. 7 Cumulus Linux fRZ: nv show system

cumulus@cumulus:mgmt:~$S nv show system

operational applied
hostname cumulus cumulus
build Cumulus Linux 5.11.0
uptime 14:07:08
timezone Etc/UTC

M. BEHENR:

cumulus@cumulus:mgmt:~$ nv set system hostname swl
cumulus@cumulus:mgmt:~$ nv config apply

Warning: The following files have been changed since the last save,
and they WILL be overwritten.

- /etc/nsswitch.conf

- /etc/synced/synced.conf

12. FHHAERERTIAN, BEIERTTEREN GBI AT



cumulus@cumulus:mgmt:~$ exit

logout
Debian GNU/Linux 10 cumulus ttySO

cumulus login: cumulus

Password:

Last login: Tue Dec 15 21:43:13 UTC 2020 on ttySO

Linux cumulus 5.11.0-cl-1-amd64 #1 SMP Debian 5.10.162-1+cl5.4.0ul
(2023-01-20) x86 64

Welcome to NVIDIA Cumulus (R) Linux (R)

ZTP in progress. To disable, do 'ztp -4d'

cumulus@swl :mgmt : ~$

13. 1§ EIPHuAE:

cumulus@swl:mgmt:~$ nv unset interface eth0O ip address dhcp
cumulus@swl:mgmt:~$ nv set interface ethO0 ip address
10.231.80.206/22

cumulus@swl:mgmt:~$ nv set interface ethO ip gateway 10.231.80.1
cumulus@swl:mgmt:~$ nv config apply

applied [rev id: 2]

cumulus@swl:mgmt:~$ ip route show vrf mgmt

default via 10.231.80.1 dev ethO proto kernel

unreachable default metric 4278198272

10.231.80.0/22 dev eth0 proto kernel scope link src 10.231.80.206
127.0.0.0/8 dev mgmt proto kernel scope link src 127.0.0.1

T—$ 242
F4%k Cumulus Linux fRZAf5, &aILL...... "I FH4Rk RCF BIZ"

ZERYHARKSZREXH (RCF) iz
HRB LU TS BRI AHSR RCF B,

ez al
EREH AL RCF IR, BHREMH EESEUTHMAE:
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install-rcf-sn2100-cluster.html
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install-rcf-sn2100-cluster.html
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install-rcf-sn2100-cluster.html
install-rcf-sn2100-cluster.html
install-rcf-sn2100-cluster.html
install-rcf-sn2100-cluster.html
install-rcf-sn2100-cluster.html
install-rcf-sn2100-cluster.html

* Cumulus Linux B&3#, &I "Hardware Universe"i& A F XIFHIhR 2N,
* P itk FRIERIFIZRIAM XEE DHCP EX S FEhEc &,

() mremEamP,

EFEE
AIANSERERFWNT:

=2

T#i#

251 RCF Bl AhizZs

EIETE RCF PEE— 1B AT ASKRERNARF.

EECE N 4x10GbE 2= MimA L, —MNHABEN 4x25GbE 9%, H
fim O EZE 9 40/100GbE, T FERAREER/HABONT =, XiFE
O EMHEZEE/HA RS, BESRAMNIREXEFHNFER, "HILEAFF,

ASAFIFASTE AR ZERM HA LIAMERO? "o FrakOWMaI LUE
EE &K,

PR IROIECE /A 100GbE NVMe T7iiERE,

SEEMTFREN AR LUERMM RCF fiiZs, M "NVIDIA SN2100 ZX 4 F&"Tl. SMIERILIES BEEE,

* ££3%: MSN2100-RCF-v1.x-Cluster-HA-Breakout-LLDP

* 77fi5: MSN2100-RCF-v1.x-7Zf#

eS|

UTROIZBRRER T 0 T AN SR SHAE RCF s,

THlen S imBERIIREIER P #htk 10.233.204.71, FRHR 255.255.254.0 FIZRIAM X 10.233.204.1,
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i 4. TR

Cumulus Linux 4.4.3

1. BER RN IEIZ D BB LR,
2. f$/ "ping’ BFHIES5+EE Cumulus Linux 1 RCF RYBRSS SRAVIEIEIEMIS <,
3. BERSAMT A BEEREREIHNINERRO:

network device-discovery show

4. ESMEFRONEENIZTRS.
a. WINEE BRI E R BIRESIE

network port show -role cluster
b. #INFRESEEHEO (LIF) A FEHOL:
network interface show -role cluster
C. MIAER ETRM M EEIER
system cluster-switch show -is-monitoring-enabled-operational true

o. ZFEEE LIF WBMMEIRINAE, £&F LIF SHIERB RN RSN, HEEX BRmNBIITAHR
TR REB RSN L

network interface modify -vserver Cluster -1if * -auto-revert false

* NREEALR RCF, MpTFE IS BEHEA B RNERINEE,
* JIRERINFLR T Cumulus Linux ks, NEFFELTRHZEAEERIE, EAECELER.



1. B/RSN21003#e4/ LRI R RO :

admin@swl:mgmt:~$ net show interface all

State Name Spd MTU Mode LLDP Summary

ADMDN swpl N/A 9216 NotConfigured
ADMDN  swp2 N/A 9216 NotConfigured
ADMDN swp3 N/A 9216 NotConfigured
ADMDN  swp4 N/A 9216 NotConfigured
ADMDN  swpb N/A 9216 NotConfigured
ADMDN swp6 N/A 9216 NotConfigured
ADMDN  swp7 N/A 9216 NotConfigured
ADMDN  swp8 N/A 9216 NotConfigured
ADMDN swp?9 N/A 9216 NotConfigured
ADMDN swplO N/A 9216 NotConfigured
ADMDN swpll N/A 9216 NotConfigured
ADMDN swpl2 N/A 9216 NotConfigured
ADMDN swpl3 N/A 9216 NotConfigured
ADMDN swpl4 N/A 9216 NotConfigured
ADMDN swpl5 N/A 9216 NotConfigured
ADMDN swpl6 N/A 9216 NotConfigured

2. ¥ RCF Python BlZ<E HIZI 2 Ho

cumulus@cumulus:mgmt:~$ ed /tmp

cumulus@cumulus:mgmt:/tmp$ scp <user>@<host:/<path>/MSN2100-RCF-vl.x
-Cluster-HA-Breakout-LLDP

s5010gin@10.233.204.71's password:
MSN2100-RCF-vl.x-Cluster-HA-Breakout-LLDP 100% 8607
111.2KB/s 00:00

@ RE “scp IR THIHERNEXMA I, EAJUERESRAXHEHmAI, Fla0
SFTP. HTTPS g FTP,

3. 2 RCF python flZs MSN2100-RCF-v1.x-Cluster-HA-Breakout-LLDP,



cumulus@cumulus:mgmt:/tmp$ sudo python3 MSN2100-RCF-vl.x-Cluster-HA
-Breakout-LLDP

[sudo] password for cumulus:

Step

1: Creating the banner file
Step 2: Registering banner message
Step 3: Updating the MOTD file
Step 4: Ensuring passwordless use of cl-support command by admin
Step 5: Disabling apt-get
Step 6: Creating the interfaces
Step 7: Adding the interface config
Step 8: Disabling cdp
Step 9: Adding the 1lldp config
Step 10: Adding the RoCE base config
Step 11: Modifying RoCE Config
Step 12: Configure SNMP
Step 13: Reboot the switch

RCF MlZA5em 7 _EERAIFFIHHNT R,

@ EERDLE 3EH MOTD X4, %85< “cat /etc/motd’ IETEIETT. Xi¥, ERLAILL
J0IE RCF Xf4#&. RCF higas. EfFERAMNIRO LKL RCF @iEhrEMERER.

@ ﬁjﬂj%i@%ﬂﬁﬁ?ﬁfﬁﬁﬁ}%ﬂ’ﬂ RCF Python fiizs[ml@®, IB5EXZAFK ], "NetApp 2Hf"FKEE
8o

4. Bz R EEEFMMANERNEEXIRBEENNA, BSREERANLEE TESIE X EREE
TENFAES.

S ERERIERE:

admin@swl:mgmt:~$ net show interface all

State Name Spd MTU Mode LLDP Summary
DN swplsO N/A 9216 Trunk/L2 Master:
bridge (UP)
DN swplsl N/A 9216 Trunk/L2 Master:
bridge (UP)
DN swpls2 N/A 9216 Trunk/L2 Master:
bridge (UP)
DN swpls3 N/A 9216 Trunk/L2 Master:

bridge (UP)
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DN swp2s0
bridge (UP)

DN swp2sl
bridge (UP)

DN SwWp2s2
bridge (UP)

DN swp2s3
bridge (UP)

UP swp3
bridge (UP)

UPpP swp4
bridge (UP)

DN sSwpb5
bridge (UP)

DN SWp6
bridge (UP)

DN swp'7/
bridge (UP)

DN swp8
bridge (UP)

DN swp9
bridge (UP)

DN swpl0
bridge (UP)

DN swpll
bridge (UP)

DN swpl2
bridge (UP)

DN swpl3
bridge (UP)

DN swpl4
bridge (UP)

UP swplb

bond 15 16 (UP)

UP swpl6

bond 15 16 (UP)

N/A 9216

N/A 9216
N/A 9216
N/A 9216
100G 9216
100G 9216
N/A 9216
N/A 9216
N/A 9216
N/A 9216
N/A 9216
N/A 9216
N/A 9216
N/A 9216
N/A 9216
N/A 9216
N/A 9216
N/A 9216

Trunk/L2

Trunk/L2

Trunk/L2

Trunk/L2

Trunk/L2

Trunk/L2

Trunk/L2

Trunk/L2

Trunk/L2

Trunk/L2

Trunk/L2

Trunk/L2

Trunk/L2

Trunk/L2

Trunk/L2

Trunk/L2

BondMember

BondMember

admin@swl:mgmt:~$ net show roce config

RoCE mode......

Congestion Control:

Enabled SPs..

Min Threshold..
Max Threshold..

025
ECN

150 KB
1500 KB

lossless

Master:

Master:

Master:

Master:

Master:

Master:

Master:

Master:

Master:

Master:

Master:

Master:

Master:

Master:

Master:

Master:

Master:

Master:



PFC:

SEACUS o coocoooo o enabled

Enabled SPs.... 2 5

Interfaces......... swpl0-16, swpls0-3, swp2s0-3, swp3-9
DSCP 802.1p switch-priority

012345¢67

8 9 10 11 12 13 14 15
16 17 18 19 20 21 22 23
24 25 26 27 28 29 30 31
32 33 34 35 36 37 38 39
40 41 42 43 44 45 46 47
48 49 50 51 52 53 54 55
56 57 58 59 60 61 62 63

~ o U1 b W DN B O
~ o U b w DN B O

switch-priority TC ETS

01 3 467 0 DWRR 28%
2 2 DWRR 28%
5 5 DWRR 43%

6. Bz EAPRASENER:

admin@swl:mgmt:~$ net show interface pluggables
Interface Identifier Vendor Name Vendor PN Vendor SN
Vendor Rev

swp3 Ox11 (QSFP28) Amphenol 112-00574

APF20379253516 BO

swp4 0x11 (QSFP28) AVAGO 332-00440 AF1815GUQ05%Z
AQ

swplb 0x11 (QSFP28) Amphenol 112-00573

APF21109348001 BO

swpl6 Ox11 (QSFP28) Amphenol 112-00573

APF21109347895 BO

7. WA TN RBS BN RN EER:
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admin@swl:mgmt:~$ net show 1lldp

LocalPort Speed Mode RemoteHost RemotePort
swp3 100G Trunk/L2 swl e3a

swp4 100G Trunk/L2 SwW2 e3b

swplb 100G BondMember swl3 swplb
swpl6 100G BondMember swl4 swpl6

8. MEER FERIRORTI TR,
a. FAEHPME T RNEFIRE Y EREETIRERYF:

clusterl::*> network port show -role cluster
Node: nodel

Ignore

Speed (Mbps)
Health Health
Port IPspace Broadcast Domain Link MTU Admin/Oper

e3a Cluster Cluster up 9000 auto/10000
healthy false
e3b Cluster Cluster up 9000 auto/10000

healthy false

Node: node2

Ignore

Speed (Mbps)
Health Health
Port IPspace Broadcast Domain Link MTU Admin/Oper

e3a Cluster Cluster up 9000 auto/10000
healthy false
e3b Cluster Cluster up 9000 auto/10000

healthy false

b. MEEFISIESRAM BB (XAIBER S BRI sw2, E7 LIF &BYAE e0d) -



clusterl::*> network device-discovery show -protocol 1lldp

Node/ Local Discovered
Protocol Port Device (LLDP: ChassisID) Interface Platform
nodel/11dp

e3a swl (b8:ce:f6:19:1a:7e) swp3 —

e3b sw2 (b8:ce:f6:19:1b:96) swp3 -
node2/11dp

e3a swl (b8:ce:f6:19:1a:7e) swpé -

e3b sw2 (b8:ce:f6:19:1b:96) swp4 =

clusterl::*> system switch ethernet show -is-monitoring-enabled

-operational true

Switch Type Address
Model
swl cluster—-network 10.233.205.90

MSN2100-CB2RC

Serial Number: MNXXXXXXGD
Is Monitored: true
Reason: None

Software Version:

Mellanox

Cumulus Linux version 4.4.3 running on

Technologies Ltd. MSN2100

Version Source: LLDP
SW2 cluster-network 10.233.205.91
MSN2100-CB2RC
Serial Number: MNCXXXXXXGS
Is Monitored: true
Reason: None

Software Version:

Mellanox

Version Source:

Cumulus Linux version 4.4.3 running on

Technologies Ltd. MSN2100
LLDP

- IR RIEITIESR:
cluster show

CWHEZANAXEESE 1 E 14,
. BFREE LIF NWBDIERTIEE,
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network interface modify -vserver Cluster -1if * -—-auto-revert true

1. BERETIRNERED BB,
2. f$ ‘ping’ BFHIES5#EE Cumulus Linux F1 RCF AUBRSS S2A0EIZ ISR <,
3. BERSAMT A LEEISERSHYNER RO

network device-discovery show

4. WEESMEFRONEENEITRS.
a. WINEEF R RO ERBEIREIER:

network port show -role cluster
b. HINFRESEHENO (LIF) A FEHOL:
network interface show -role cluster
C. WA B TR N ERSIAIES
system cluster-switch show -is-monitoring-enabled-operational true

S. LR LIF MBMEIRINEE, 8 LIF SHERBINHERIRN], HEEX BRmNBIITAER
AAZRMRE ARSI L

network interface modify -vserver Cluster -1if * -auto-revert false

* NREEFALR RCF, NATIEIDBEFE B RNEIRINEE.
* JNRERINFLR T Cumulus Linux i, NWEFELTRFZABEERINE, BAEEEER,.



1. B/RSN21003#e4/ LRI R RO :

admin@swl :mgmt:~$ nv show interface
Interface MTU Speed State Remote Host Remote Port-
Type Summary

+ cluster isl 9216 200G up

bond
+ ethO 1500 100M up mgmt-swl Eth105/1/14
eth IP Address: 10.231.80 206/22

ethO
IP Address: fd20:8ble:f6ff:fe31:4a0e/64
+ 1o 65536 up
loopback IP Address: 127.0.0.1/8

lo
IP Address: ::1/128
+ swplsO 9216 10G up cluster01 eOb
SWp
+ swplb 9216 100G up sw2 swplb
SWp
+ swpl6 9216 100G up sw2 swpl6
SWp

2. ¥4 RCF Python iz~ & 12353240

cumulus@cumulus:mgmt:~$ ed /tmp

cumulus@cumulus:mgmt:/tmp$ scp <user>@<host:/<path>/MSN2100-RCF-vl.x
-Cluster-HA-Breakout-LLDP

ss0login@10.233.204.71's password:
MSN2100-RCF-vl.x-Cluster-HA-Breakout-LLDP 100% 8607
111.2KB/s 00:00

@ RE “scp IR HIPRERANZXMA I, EeIUEREERNXXHEEAI, Fi
SFTP. HTTPS Z FTP,

3. A RCF python flZs MSN2100-RCF-v1.x-Cluster-HA-Breakout-LLDP,



cumulus@cumulus:mgmt:/tmp$ sudo python3 MSN2100-RCF-vl.x-Cluster-HA
-Breakout-LLDP

[sudo] password for cumulus:

Step

1: Creating the banner file
Step 2: Registering banner message
Step 3: Updating the MOTD file
Step 4: Ensuring passwordless use of cl-support command by admin
Step 5: Disabling apt-get
Step 6: Creating the interfaces
Step 7: Adding the interface config
Step 8: Disabling cdp
Step 9: Adding the 1lldp config
Step 10: Adding the RoCE base config
Step 11: Modifying RoCE Config
Step 12: Configure SNMP
Step 13: Reboot the switch

RCF BlZA7em 7 EERFIPFIHHNT R,

@ FELEARPE 3“BEH MOTD X4'H, Zep< cat /etc/issue.net IETEIETT. XHE, &EFiA]
II8IE RCF X8, RCF hras. EfFBEIRO LN RCF EgHRMEMEBEEEE,

40



admin@swl:mgmt:~$ cat /etc/issue.net
R b b b b (b b (b b b b b b b b b b b b b b Ib b b b b b b b b b b b b b b b Ib b b b b Sb b b b b b S Ib b Ib b b Sb b Sb ab I b db b Ib b b b b g

kX hkkkkkKkk

*

* NetApp Reference Configuration File (RCF)

* Switch : Mellanox MSN2100

* Filename : MSN2100-RCF-1. x -Cluster-HA-Breakout-LLDP
* Release Date : 13-02-2023

* Version : 1. x -Cluster-HA-Breakout-LLDP

* Port Usage:

* Port 1 : 4x10G Breakout mode for Cluster+HA Ports, swpls0-3
* Port 2 : 4x25G Breakout mode for Cluster+HA Ports, swp2s0-3
* Ports 3-14 : 40/100G for Cluster+HA Ports, swp3-14

* Ports 15-16 : 100G Cluster ISL Ports, swplb5-16

* NOTE:

w RCF manually sets swpls0-3 link speed to 10000 and
W auto-negotiation to off for Intel 10G

2 RCF manually sets swp2s0-3 link speed to 25000 and
2 auto-negotiation to off for Chelsio 25G

*

* IMPORTANT: Perform the following steps to ensure proper RCF

installation:
* - Copy the RCF file to /tmp
* - Ensure the file has execute permission

* — From /tmp run the file as sudo python3 <filename>
*

R b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b i g

kAhkKkkkkkk k%K

@ ﬁjﬂjiiﬁﬂﬁﬁ%ﬁﬁﬁ)ﬂﬂ’ﬂ RCF Python fiiZs[ml@, IB5EXZAFK ], "NetApp ZHf"FKEE
8o

4. Bz R EEEFMMAEREEXIRBEENNA, BSREERANLEE TESIE X EREE
TENFMAES.

S. ERERIERE:

admin@swl:mgmt:~$ nv show interface
Interface MTU Speed State Remote Host Remote Port-
Type Summary
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+ cluster isl 9216 200G up
bond
+ ethO 1500 100M wup mgmt-swl
eth IP Address: 10.231.80 206/22
ethO
IP Address: fd20:8ble:f6ff:fe31:4a0e/64
+ 1o 65536 up
loopback IP Address: 127.0.0.1/8
lo
IP Address: ::1/128
+ swplsO 9216 10G up clusterO1
SWP
+ swplb 9216 100G up sw2
SWP
+ swpl6 9216 100G up sw2
SWP

admin@swl:mgmt:~$ nv show gos roce

Ethl105/1/14

eOb

swplb

swpl6

description

Turn feature 'on' or

Roce Mode

Congestion config mode
Congestion config enabled

Congestion config max-

Congestion config min-

switch-priority of roce
L4 port number
L4 protocol

switch-prio on which PFC

PFC Rx Enabled status

operational applied

enable on
'off'. This feature is disabled by default.
mode lossless lossless
congestion-control

congestion-mode ECN, RED

enabled-tc 0,2,5
Traffic Class

max—-threshold 195.31 KB
threshold

min-threshold 39.06 KB
threshold

probability 100
lldp-app-tlv

priority 3

protocol-id 4791

selector UDP
pfc

pfc-priority 2, 5
is enabled

rx—enabled enabled

tx-enabled enabled

trust

PFC Tx Enabled status



trust-mode pcp,dscp
for packet classification

RoCE PCP/DSCP->SP mapping configurations

Trust Setting on the port

0,1,2,3,4,5,6,7

~N o O b W N P O
~N o O b W N P O

8,9,10,11,12,13,14,15

16,17,18,19,20,21,22,23
24,25,26,27,28,29,30,31
32,33,34,35,36,37,38,39
40,41,42,43,44,45,46,47
48,49,50,51,52,53,54,55
56,57,58,59,60,61,62,63

~N o O b W N BB O

RoCE SP->TC mapping and ETS configurations

switch-prio traffic-class

N o O W N P O
N o O W N P O
O O U O O N o O

RoCE pool config

name

0 lossy-default-ingress
1 roce-reserved-ingress
2 lossy-default-egress
3

roce—reserved—egress

Exception List

DWRR-28%
DWRR-28%
DWRR-28%
DWRR-28%
DWRR-28%
DWRR-43%
DWRR-28%
DWRR-28%

Dynamic
Dynamic
Dynamic

Dynamic

size

50%
50%
50%
inf

switch-priorities

0,1,3,4,6,7 =
2,5

N O
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1
2

ECN.
4
thresho
5
thresho

6
switch-

9
switch-

8
switch-

9
switch-

10
switch-

11
switch-

12
switch-

13
switch-

14
15
16
0 Got 2
17
3 Got O
18
0 Got 5
19
6 Got O

Incomplete Command:

fast-11i

Incomplete Command:

RoCE PFC Priority
Congestion Config
Congestion Config

Congestion Config
150000.
Congestion Config

1d:
1d:
1500000.

Scheduler config mismatch

prio0.

Expected scheduler-weight:
Scheduler config mismatch

priol.

Expected scheduler-weight:
Scheduler config mismatch

prio2.

Expected scheduler-weight:
Scheduler config mismatch

prio3.

Expected scheduler-weight:
Scheduler config mismatch

prio4.

Expected scheduler-weight:

Scheduler config mismatch

prio5.

Expected scheduler-weight:

Scheduler config mismatch

prioé6.

Expected scheduler-weight:

Scheduler config mismatch

prio7.

Expected scheduler-weight:

Invalid
Invalid
Invalid
Invalid

Invalid

Invalid

nkup

reserved config for ePort.
reserved config for ePort.
traffic-class mapping for
traffic-class mapping for
traffic-class mapping for
traffic-class mapping for

set interface swp3-16

set interface swp3-16

for traffic-class

for traffic-class

Mismatch.Expected pfc-priority: 3.
TC Mismatch.Expected enabled-tc:
mode Mismatch.Expected congestion-mode:

0,3.

min-threshold Mismatch.Expected min-

max-threshold Mismatch.Expected max-

mapped to

DWRR-50%.
for traffic-class

mapped to

DWRR-50%.
for traffic-class

mapped to

DWRR-50%.
for traffic-class

mapped to

DWRR-50%.
for traffic-class

mapped to

DWRR-50%.

for traffic-class

mapped to

DWRR-50%.

for traffic-class

mapped to

strict-priority.

mapped to

DWRR-50%.

TC[2] .Expected 0 Got 1024
TC[5] .Expected 0 Got 1024
switch-priority 2.Expected
switch-priority 3.Expected
switch-priority 5.Expected
switch-priority 6.Expected

link fast-linkupp3-16 link

link fast-linkupp3-16 link



fast-linkup
Incomplete Command: set interface swp3-16 link fast-linkupp3-16 link
fast-linkup

() FAspsMER R AL, TR SR,

6. BEIZIHEOPRLBIESR:

admin@swl:mgmt:~$ nv show interface --view=pluggables

Interface Identifier Vendor Name Vendor PN Vendor
SN Vendor Rev

swplsO 0x00 None

swplsl 0x00 None

swpls?2 0x00 None

swpls3 0x00 None

swp2s0 O0x11 (QSFP28) CISCO-LEONI 1L45593-D278-D20
LCC2321GTTJ 00

swp2sl Ox11 (QSFP28) CISCO-LEONI L45593-D278-D20
LCC2321GTTJ 00

SWp2s2 Ox11 (QSEFP28) CISCO-LEONI L45593-D278-D20
LCC2321GTTJ 00

swp2s3 Ox11 (QSFP28) CISCO-LEONI 1L45593-D278-D20
LCC2321GTTJ 00

swp3 0x00 None

swp4 0x00 None

swp5 0x00 None

SWp6 0x00 None

swplb5 Ox11 (QSFP28) Amphenol 112-00595
APF20279210117 BO

swpl6 O0x11 (QSFP28) Amphenol 112-00595

APF20279210166 BO

7. WA TN RBES SN EER:



admin@swl:mgmt:~$ nv show interface --view=lldp

60

b. MEEBFIOIE SR B ERIR T

LocalPort Speed Mode RemoteHost RemotePort
eth0 100M  Mgmt mgmt-swil Eth110/1/29
swp2sl 25G Trunk/L2 nodel ela
swplb 100G BondMember sw2 swplb5
swpl6 100G BondMember sw2 swplb6
8. KERR FEHBONEI TR,
a. MIAEBTAE T RNEREONERMAEITTRIR:
clusterl::*> network port show -role cluster
Node: nodel
Ignore
Speed (Mbps)
Health Health
Port IPspace Broadcast Domain Link MTU Admin/Oper
Status Status
e3a Cluster Cluster up 9000 auto/10000
healthy false
e3b Cluster Cluster up 9000 auto/10000
healthy false
Node: node?
Ignore
Speed (Mbps)
Health Health
Port IPspace Broadcast Domain Link MTU Admin/Oper
Status Status
e3a Cluster Cluster up 9000 auto/10000
healthy false
e3b Cluster Cluster up 9000 auto/10000
healthy false

(XEJREAR R BRI sw2, EA LIF ZBYIE] e0d) o



clusterl::*> network device-discovery show -protocol 1lldp

Node/ Local Discovered
Protocol Port Device (LLDP: ChassisID) Interface Platform
nodel/11dp

e3a swl (b8:ce:f6:19:1a:7e) swp3 —

e3b sw2 (b8:ce:f6:19:1b:96) swp3 -
node2/11dp

e3a swl (b8:ce:f6:19:1a:7e) swpé -

e3b sw2 (b8:ce:f6:19:1b:96) swp4 =

clusterl::*> system switch ethernet show -is-monitoring-enabled

-operational true

Switch Type Address
Model
swl cluster—-network 10.233.205.90

MSN2100-CB2RC

Serial Number: MNXXXXXXGD
Is Monitored: true
Reason: None

Software Version:

Mellanox

Cumulus Linux version 5.4.0 running on

Technologies Ltd. MSN2100

Version Source: LLDP
SW2 cluster-network 10.233.205.91
MSN2100-CB2RC
Serial Number: MNCXXXXXXGS
Is Monitored: true
Reason: None

Software Version:

Mellanox

Version Source:

Cumulus Linux version 5.4.0 running on

Technologies Ltd. MSN2100
LLDP

- IR RIEITIESR:
cluster show

CWHEZANAXEESE 1 E 14,
. BFREE LIF NWBDIERTIEE,



62

network interface modify -vserver Cluster -1if * -—-auto-revert true

1. BERETIRNERED BB,
2. f$ ‘ping’ BFHIES5#EE Cumulus Linux F1 RCF AUBRSS S2A0EIZ ISR <,
3. BERSAMT A LEEISERSHYNER RO

network device-discovery show

4. WEESMEFRONEENEITRS.
a. WINEEF R RO ERBEIREIER:

network port show -role cluster
b. HINFRESEHENO (LIF) A FEHOL:
network interface show -role cluster
C. WA B TR N ERSIAIES
system cluster-switch show -is-monitoring-enabled-operational true

S. LR LIF MBMEIRINEE, 8 LIF SHERBINHERIRN], HEEX BRmNBIITAER
AAZRMRE ARSI L

network interface modify -vserver Cluster -1if * -auto-revert false

* NREEFALR RCF, NATIEIDBEFE B RNEIRINEE.
* JNRERINFLR T Cumulus Linux i, NWEFELTRFZABEERINE, BAEEEER,.



1. B/RSN21003#e4/ LRI R RO :

admin@swl :mgmt:~$ nv show interface
Interface MTU Speed State Remote Host Remote Port-
Type Summary

+ cluster isl 9216 200G up

bond
+ ethO 1500 100M up mgmt-swl Eth105/1/14
eth IP Address: 10.231.80 206/22

ethO
IP Address: fd20:8ble:f6ff:fe31:4a0e/64
+ 1o 65536 up
loopback IP Address: 127.0.0.1/8

lo
IP Address: ::1/128
+ swplsO 9216 10G up cluster01 eOb
SWp
+ swplb 9216 100G up sw2 swplb
SWp
+ swpl6 9216 100G up sw2 swpl6
SWp

2. ¥4 RCF Python iz~ & 12353240

cumulus@cumulus:mgmt:~$ ed /tmp

cumulus@cumulus:mgmt:/tmp$ scp <user>@<host:/<path>/MSN2100-RCF-vl.x
-Cluster-HA-Breakout-LLDP

ss0login@10.233.204.71's password:
MSN2100-RCF-vl.x-Cluster-HA-Breakout-LLDP 100% 8607
111.2KB/s 00:00

@ EBI scp IR HIREANZXMAI, EAIUEREERNXXHEEAI, Fli
SFTP. HTTPS Z FTP,

3. A RCF python flZs MSN2100-RCF-v1.x-Cluster-HA-Breakout-LLDP,



cumulus@cumulus:mgmt:/tmp$ sudo python3 MSN2100-RCF-vl.x-Cluster-HA
-Breakout-LLDP

[sudo] password for cumulus:

Step

1: Creating the banner file
Step 2: Registering banner message
Step 3: Updating the MOTD file
Step 4: Ensuring passwordless use of cl-support command by admin
Step 5: Disabling apt-get
Step 6: Creating the interfaces
Step 7: Adding the interface config
Step 8: Disabling cdp
Step 9: Adding the 1lldp config
Step 10: Adding the RoCE base config
Step 11: Modifying RoCE Config
Step 12: Configure SNMP
Step 13: Reboot the switch

RCF BlZA7em 7 EERFIPFIHHNT R,

@ ELRTE 3 FFH MOTD X4 H1, iZ1T88<S cat /etc/issue.neto X#E, LRI
PAISIE RCF X% . RCF hrad. EFAHOMUR RCF EigRHEMERER,

a0



admin@swl:mgmt:~$ cat /etc/issue.net
R b b b b (b b (b b b b b b b b b b b b b b Ib b b b b b b b b b b b b b b b Ib b b b b Sb b b b b b S Ib b Ib b b Sb b Sb ab I b db b Ib b b b b g

kX hkkkkkKkk

*

* NetApp Reference Configuration File (RCF)

* Switch : Mellanox MSN2100

* Filename : MSN2100-RCF-1. x -Cluster-HA-Breakout-LLDP
* Release Date : 13-02-2023

* Version : 1. x -Cluster-HA-Breakout-LLDP

* Port Usage:

* Port 1 : 4x10G Breakout mode for Cluster+HA Ports, swpls0-3
* Port 2 : 4x25G Breakout mode for Cluster+HA Ports, swp2s0-3
* Ports 3-14 : 40/100G for Cluster+HA Ports, swp3-14

* Ports 15-16 : 100G Cluster ISL Ports, swplb5-16

* NOTE:

w RCF manually sets swpls0-3 link speed to 10000 and
W auto-negotiation to off for Intel 10G

2 RCF manually sets swp2s0-3 link speed to 25000 and
2 auto-negotiation to off for Chelsio 25G

*

* IMPORTANT: Perform the following steps to ensure proper RCF

installation:
* - Copy the RCF file to /tmp
* - Ensure the file has execute permission

* — From /tmp run the file as sudo python3 <filename>
*

R b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b i g

kAhkKkkkkkk k%K

@ ﬁjﬂjiiﬁﬂﬁﬁ%ﬁﬁﬁ)ﬂﬂ’ﬂ RCF Python fiiZs[ml@, IB5EXZAFK ], "NetApp ZHf"FKEE
8o

4. Bz R EEEFMMAEREEXIRBEENNA, BSREERANLEE TESIE X EREE
TENFMAES.

S. ERERIERE:

admin@swl:mgmt:~$ nv show interface
Interface MTU Speed State Remote Host Remote Port-
Type Summary
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+ cluster isl 9216 200G up
bond
+ ethO 1500 100M wup mgmt-swl
eth IP Address: 10.231.80 206/22
ethO
IP Address: fd20:8ble:f6ff:fe31:4a0e/64
+ 1o 65536 up
loopback IP Address: 127.0.0.1/8
lo
IP Address: ::1/128
+ swplsO 9216 10G up clusterO1
SWP
+ swplb 9216 100G up sw2
SWP
+ swpl6 9216 100G up sw2
SWP

admin@swl:mgmt:~$ nv show gos roce

Ethl105/1/14

eOb

swplb

swpl6

description

Turn feature 'on' or

Roce Mode

Congestion config mode
Congestion config enabled

Congestion config max-

Congestion config min-

switch-priority of roce
L4 port number
L4 protocol

switch-prio on which PFC

PFC Rx Enabled status

operational applied

enable on
'off'. This feature is disabled by default.
mode lossless lossless
congestion-control

congestion-mode ECN, RED

enabled-tc 0,2,5
Traffic Class

max—-threshold 195.31 KB
threshold

min-threshold 39.06 KB
threshold

probability 100
lldp-app-tlv

priority 3

protocol-id 4791

selector UDP
pfc

pfc-priority 2, 5
is enabled

rx—enabled enabled

tx-enabled enabled

trust

PFC Tx Enabled status



trust-mode pcp,dscp
for packet classification

RoCE PCP/DSCP->SP mapping configurations

Trust Setting on the port

0,1,2,3,4,5,6,7

~N o O b W N P O
~N o O b W N P O

8,9,10,11,12,13,14,15

16,17,18,19,20,21,22,23
24,25,26,27,28,29,30,31
32,33,34,35,36,37,38,39
40,41,42,43,44,45,46,47
48,49,50,51,52,53,54,55
56,57,58,59,60,61,62,63

~N o O b W N BB O

RoCE SP->TC mapping and ETS configurations

switch-prio traffic-class

N o O W N P O
N o O W N P O
O O U O O N o O

RoCE pool config

name

0 lossy-default-ingress
1 roce-reserved-ingress
2 lossy-default-egress
3

roce—reserved—egress

Exception List

DWRR-28%
DWRR-28%
DWRR-28%
DWRR-28%
DWRR-28%
DWRR-43%
DWRR-28%
DWRR-28%

Dynamic
Dynamic
Dynamic

Dynamic

size

50%
50%
50%
inf

switch-priorities

0,1,3,4,6,7 =
2,5

N O
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1
2

ECN.
4
thresho
5
thresho

6
switch-

9
switch-

8
switch-

9
switch-

10
switch-

11
switch-

12
switch-

13
switch-

14
15
16
0 Got 2
17
3 Got O
18
0 Got 5
19
6 Got O

Incomplete Command:

fast-11i

Incomplete Command:

RoCE PFC Priority
Congestion Config
Congestion Config

Congestion Config
150000.
Congestion Config

1d:
1d:
1500000.

Scheduler config mismatch

prio0.

Expected scheduler-weight:
Scheduler config mismatch

priol.

Expected scheduler-weight:
Scheduler config mismatch

prio2.

Expected scheduler-weight:
Scheduler config mismatch

prio3.

Expected scheduler-weight:
Scheduler config mismatch

prio4.

Expected scheduler-weight:

Scheduler config mismatch

prio5.

Expected scheduler-weight:

Scheduler config mismatch

prioé6.

Expected scheduler-weight:

Scheduler config mismatch

prio7.

Expected scheduler-weight:

Invalid
Invalid
Invalid
Invalid

Invalid

Invalid

nkup

reserved config for ePort.
reserved config for ePort.
traffic-class mapping for
traffic-class mapping for
traffic-class mapping for
traffic-class mapping for

set interface swp3-16

set interface swp3-16

for traffic-class

for traffic-class

Mismatch.Expected pfc-priority: 3.
TC Mismatch.Expected enabled-tc:
mode Mismatch.Expected congestion-mode:

0,3.

min-threshold Mismatch.Expected min-

max-threshold Mismatch.Expected max-

mapped to

DWRR-50%.
for traffic-class

mapped to

DWRR-50%.
for traffic-class

mapped to

DWRR-50%.
for traffic-class

mapped to

DWRR-50%.
for traffic-class

mapped to

DWRR-50%.

for traffic-class

mapped to

DWRR-50%.

for traffic-class

mapped to

strict-priority.

mapped to

DWRR-50%.

TC[2] .Expected 0 Got 1024
TC[5] .Expected 0 Got 1024
switch-priority 2.Expected
switch-priority 3.Expected
switch-priority 5.Expected
switch-priority 6.Expected

link fast-linkupp3-16 link

link fast-linkupp3-16 link



fast-linkup

Incomplete Command:

fast-linkup

®

set interface swp3-16 link fast-linkupp3-16 link

FRIGISMERAFImIERE, A LABER,

6. BEIZIHEOPRLBIESR:

admin@swl:mgmt:~$ nv show platform transceiver

Interface
SN

swplsO 0x00
swplsl 0x00
swpls2 0x00
swpls3 0x00
swp2s0 0x11
LCC2321GTTJ
swp2sl 0x11
LCC2321GTTJ
SWp2s2 0x11
LCC2321GTTJ
swp2s3 0x11
LCC2321GTTJ
swp3 0x00
swp4 0x00
swp5 0x00
SWp6 0x00
swplb5 0x11
APF20279210117
swpl6 0x11
APF20279210166

Identifier

Vendor Name Vendor PN Vendor

Vendor Rev

None
(QSFP28)
00
(QSFP28)
00
(QSFP28)
00
(QSFP28)
00

None

CISCO-LEONI 1L45593-D278-D20

CISCO-LEONI L45593-D278-D20

CISCO-LEONI 1L45593-D278-D20

CISCO-LEONI L45593-D278-D20

None
None
None

(OSFP28)
BO

(OSFP28)
BO

Amphenol 112-00595

Amphenol 112-00595

7. WA TN RBES SN EER:

69
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admin@swl:mgmt:~$ nv show interface 1lldp

LocalPort Speed Mode RemoteHost RemotePort
eth0 100M  Mgmt mgmt-swil Eth110/1/29
swp2sl 25G Trunk/L2 nodel ela

swplb 100G BondMember sw2 swplb5

swpl6 100G BondMember sw2 swplb6

8. MEER FERIRORTI TR,
a. FAEHPME T RNEFIRE Y EREETIRERYF:

clusterl::*> network port show -role cluster
Node: nodel

Ignore

Speed (Mbps)
Health Health
Port IPspace Broadcast Domain Link MTU Admin/Oper

e3a Cluster Cluster up 9000 auto/10000
healthy false
e3b Cluster Cluster up 9000 auto/10000

healthy false

Node: node2

Ignore

Speed (Mbps)
Health Health
Port IPspace Broadcast Domain Link MTU Admin/Oper

e3a Cluster Cluster up 9000 auto/10000
healthy false
e3b Cluster Cluster up 9000 auto/10000

healthy false

b. MEEFISIESRAM BB (XAIBER S BRI sw2, E7 LIF &BYAE e0d) -



clusterl::*> network device-discovery show -protocol 1lldp

Node/ Local Discovered
Protocol Port Device (LLDP: ChassisID) Interface Platform
nodel/11dp

e3a swl (b8:ce:f6:19:1a:7e) swp3 —

e3b sw2 (b8:ce:f6:19:1b:96) swp3 -
node2/11dp

e3a swl (b8:ce:f6:19:1a:7e) swpé -

e3b sw2 (b8:ce:f6:19:1b:96) swp4 =

clusterl::*> system switch ethernet show -is-monitoring-enabled

-operational true

Switch Type Address
Model
swl cluster—-network 10.233.205.90

MSN2100-CB2RC

Serial Number: MNXXXXXXGD
Is Monitored: true
Reason: None

Software Version:

Mellanox

Cumulus Linux version 5.4.0 running on

Technologies Ltd. MSN2100

Version Source: LLDP
SW2 cluster-network 10.233.205.91
MSN2100-CB2RC
Serial Number: MNCXXXXXXGS
Is Monitored: true
Reason: None

Software Version:

Mellanox

Version Source:

Cumulus Linux version 5.4.0 running on

Technologies Ltd. MSN2100
LLDP

- IR RIEITIESR:
cluster show

CWHEZANAXEESE 1 E 14,
. BFREE LIF NWBDIERTIEE,



network interface modify -vserver Cluster -1if * -—-auto-revert true

T—HRHA?

LHE5E RCF [, EALL...... "Z23t CSHM X",

b —_ <3

L3 UK RR I 23 H0 & S
Z7ENVIDIALIK MR A LB E A KRR ARV BRI R ST, 1ERRUT S RRE,
YNERNVIDIA X190006-PE #1 X190006-PI Fr kKM IEFICNE, MEALTIRE, sh@idiEiTU Fan<REIA
X—: “system switch ethernet show HI0EEHNE S B B Ht"ED, EiRFZINVIDIATKIZNE S,

BEAUTHSERIMHES, nv show platform hardware iZFFNVIDIA CL 5.8 EERZAE "nv show
platform™ & F f542hR 48,

YR IEZFBIEFEENVIDIA CL 5.11.x 1L  TFONTAPARZEY, #f@EEIAIEH B EWEREIZILTREAT/E
, WENRITXES B, BMEAREUXLESE, @RS B EWREINGELAIEENAER, BE
() EXESBABR—IERET
* 9.10.1P20. 9.11.1P18. 9.12.1P16. 9.13.1P8. 9.14.1. 9.15.1 REEhRABI*N T
Feaz i
* JBHRIRONTAPEEE B H EEIET.
* TERMEN E/Z R SSH, BIRIfER CSHM HBIFRBEIhEE,
* ;5B “/mroot/etc/cshm_nod/nod_sign/ FArE TR LB R:

a. FHATIR shell:
system node run -node <name>

b. RS LRANPR
priv set advanced

C. SIHFRE X, ‘letc/cshm_nod/nod_sign' BR. MNRERFEELEREXHE, WKTIEXHE,
1s /etc/cshm nod/nod sign

d. MRS FrZEE Ry 3IRA B S X R PR B Fo & X 1o

?2%@7\6&@, B LEY AR ESHRBEEX M, AR THHREXERSHNRMECEX

rm /etc/cshm nod/nod sign/<filename>

a. BIAEMFHEEXHFEREERTF:!

ls /etc/cshm nod/nod sign

72



TR

1. RIBAENZBIONTAPRRZS T & LUK M AR R M IE 2R A0 B zip )Xo IZXXERTMULTFAIEFREL: "NVIDIALL

KRR BT
a. 7ZZNVIDIA SN2100 X T & DIE £, 1%+ Nvidia CSHM XX 15
b. FERFIUMIF TIE L, RPEEERTER,
C. ARZLAPWHMNIE L, RFERERTRE, RARRIHIRRHRE
d. 7£ Nvidia CSHM X - THIIE L, #FEANEEXH. UTXHRHTE:

ONTAP 9.15.1 RE SR
« MSN2100-CB2FC-v1.4.zip

*+ MSN2100-CB2RC-v1.4.zip
» X190006-PE-v1.4.zip
» X190006-PI1-v1.4.zip

ONTAP 9.11.1 £ 9.14.1
*+ MSN2100-CB2FC_PRIOR_R9.15.1-v1.4.zip

* MSN2100-CB2RC_PRIOR_R9.15.1-v1.4.zip
» X190006-PE_PRIOR_9.15.1-v1.4.zip
» X190006-PI_PRIOR_9.15.1-v1.4.zip

1. JSAERZAY zip X4 LERIERIRER Web ARSS 28,
2. NEBHHENONTAPR A REAIER L E.

set -privilege advanced

3. BT ERIITSRECEH T,

clusterl::> system switch ethernet configure-health-monitor
4. BIIAEBIONTAPRR AN SR S B B A LU T XA LS
ONTAP 9.15.1 REShRA

AR A 2 R i i B R ECE X 1o

ONTAP 9.11.1 E 9.14.1
SHM B & RECEX Fo

ONTAP 9.10.1
CSHMT#H BB M E,

MREEEIR, BELRNetAppZHFo
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1. EFURMRIEN RSN I8EIRAITERE, ZERESETU T < El, "system switch
ethernet polling-interval show' 75l F—#% Z &1,

2. i&z171%E % “system switch ethernet configure-health-monitor show ZEONTAPZ& S, HIRE A ILERF TR
N, HEKEFEIZERN True, FHISFEAFETR Unknown,

clusterl::> system switch ethernet configure-health-monitor show

() NEURREXHE, EHELPAZTOTHER, B RENetAppIIS,

S0 RGN U WECE - B RR- i BITan L LRI E Z1F15,

-
L% CSHM XtHfg, ERILL.... " IeE RS o

¥ SN2100 £ IRV EE N NS E

Z8 SN2100 SR ST EE N FIALE:

* 3F Cumulus Linux 5.10 EEhrAS, EeILANA Cumulus BR{&,
* ¥tF Cumulus Linux 5.11 REEARZS, EBILER "nv action reset system factory-default 85

XFIESE
* ISAE R R OIE S &1 E R R Ao
* &R root RS A BEfFE A sudo A1R)EF S,

() &% cumulus Linux MESEE, BB NVIDIA SN21005HH IR 2 TIEAIE",
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5l 5. TR

Cumulus Linux 5.10 & E R AR

1. M Cumulus =H8, AU TE< TSN EFBEERMEREATIP, onie-install -a -i'fFHE
SRR BT, fI40:

cumulus@swl:mgmt:~$ sudo onie-install -a -i http://<web-
server>/<path>/cumulus-1linux-5.10.0-mlx-amdé64.bin

2. RERFHETH. SEGTHEHARIESE, SRTHIARERN, BNy
3. ENRITRNIAREH R

sudo reboot

cumulus@swl:mgmt:~$ sudo reboot

@ RN EFBEIFHENIRIR A LR, XFE—LENE, RETME, KRNERH
RIFEZRS. log-in XA,

Cumulus Linux 5.1 XEERRZA
1. BERENEENH RINKEHNIRFAEERE. RAXHNBEEXH, BE1T:

nv action reset system factory-default

f5an:

cumulus@switch:~$ nv action reset system factory-default

This operation will reset the system configuration, delete the log
files and reboot the switch.

Type [y] continue.

Type [n] to abort.

Do you want to continue? [y/n] y

BZFINVIDIA " E H 12 B "B ZFEBS RIS,

T—%
FEFRAE, CALN SRS REBEER,
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