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* MER CN1610 EBEHAL N C1# C2,
* #7189 9336C-FX2 EEIRHEL S A cs1 # cs2
* a9 nodet # node2,

* T 1 ERIEEE LIF 9504 node1_clus1 #l node1_clus2, T5m 2 ERIEEE LIF 954 node2 clus1
node2 _clus2,

* X “cluster1::*> prompt {8 REEE R,
© I REPERRERFIR A e3a M e3bo
XFUtES
AHIERE TR
© BB C2 BTN cs2,
° KAEHTRNEO, NBERERARE, FIBROXMAFE XA,
* FRE &R LIF PRI EIFHTIRA cs2.
° REAT RS C2 ZIBIWB4S C2 MiERE, HEMEES cs2.
* AL C1 AR cs1 Btk
° XK RNERO. JEBREREAIRE, FiFlmOSMNERXH,
* FRE &Rt LIF iP5 EIFR3TIRA cs1o
° AEMIATRS C1 ZEINEL, HEEBINEREE cs1,.

7l R R AR EE TR RAIEISER (SL), KRR, A ROF ARANEMIAE
() 2=mmmISLEE. NBERERETARE, LTSRS RTSBNREE, &
FESE3E LIF SIS I SE TSI,

SEA1. EETE

1. dNRLERF B A T AutoSupport , NiE@iD & AutoSupportH B3R IN%| B oh o2
system node autosupport invoke -node * -type all -message MAINT=xh
Heh x A4EPE ORFEREE (M) o

2. BRIRESIER EAK, HIERTAERNRN y:
set -privilege advanced
HIMERIRTRH (*>) o

3. ZF&EE LIF B RIEIRINEE,

RSN BMIREINEERE, £ LIF SAZEMBEETRO. RSBZBORRIEREIZE, MIImIL
SERZEL,.

network interface modify -vserver Cluster -1if * -auto-revert false



SR EEmOMELS
1. MES M EHEOMNEEREITTRS.

)

i

2

O#NI1ZETRH*K, Link M “healthy AT ‘Health Statuso

- BRI O

network port show -ipspace Cluster

Bl

clusterl::*> network port show -ipspace Cluster

Node: nodel
Ignore

Health Health
Port IPspace
Status Status
e3a Cluster
healthy false
e3b Cluster
healthy false
Node: node2
Ignore

Health Health
Port IPspace
Status Status
e3a Cluster
healthy false
e3b Cluster
healthy false

Broadcast Domain Link MTU

Cluster 9000

Cluster 9000

up

Broadcast Domain Link MTU

Cluster 9000

Cluster 9000

up

b. BREX LIF REEEIET RIER:

network interface show -vserver Cluster

Speed (Mbps)

Admin/Oper

auto/100000

auto/100000

Speed (Mbps)

Admin/Oper

auto/100000

auto/100000



B LIF #MNE/XR up/up T “Status Admin/Oper # “true AT “Is Homeo

Bl

clusterl::*> network interface show -vserver Cluster

Logical Status Network Current
Current Is
Vserver Interface Admin/Oper Address/Mask Node
Port Home
Cluster

nodel clusl up/up 169.254.209.69/16 nodel
e3a true

nodel clus2 wup/up 169.254.49.125/16 nodel
e3b true

node2 clusl up/up 169.254.47.1%94/16 node2
e3a true

node2 clus2 up/up 169.254.19.183/16 node2
e3b true

2. NP RAERE, 8 TRENEHGREOEIUTHESUNTAREEEMEER T
network device-discovery show -protocol

B

clusterl::*> network device-discovery show -protocol cdp

Node/ Local Discovered
Protocol Port Device (LLDP: ChassisID) Interface
Platform
nodel /cdp
e3a Cl (6ba:ad:4f:98:3b:3f) 0/1 -
e3b C2 (6a:ad:4f:98:4c:a4) 0/1 -
node?2 /cdp
e3a Cl (ba:ad:4f:98:3b:3f) 0/2 -
e3b C2 (6ba:ad:4f:98:4c:a4) 0/2 -

3. ERIROMBH BT A FanL&ERE (MHABAERE)



show cdp neighbors



Bl



Cl# show cdp neighbors

Capability Codes: R - Router, T - Trans-Bridge, B - Source-Route-

Bridge
S - Switch, H - Host, I - IGMP, r - Repeater,
- VoIP-Phone, D - Remotely-Managed-Device,
s - Supports-STP-Dispute
Device-1ID Local Intrfce Hldtme Capability Platform
Port ID
nodel Ethl/1 124 H AFF-A400
e3a
node?2 Ethl/2 124 H AFF-2400
e3a
C2 0/13 179 S I s CN1610
0/13
C2 0/14 175 S I s CN1610
0/14
C2 0/15 179 S I s CN1610
0/15
C2 0/16 175 S I s CN1610
0/16

C2# show cdp neighbors

Capability Codes: R - Router, T - Trans-Bridge, B - Source-Route-

Bridge
S - Switch, H - Host, I - IGMP, r - Repeater,
- VoIP-Phone, D - Remotely-Managed-Device,
s - Supports-STP-Dispute
Device-1ID Local Intrfce Hldtme Capability Platform
Port ID
nodel Ethl/1 124 H AFF-A400
e3b
node?2 Ethl/2 124 H AFF-A400
e3b
Cl 0/13 175 S I s CN1610
0/13
Cl 0/14 175 S I s CN1610
0/14
Cl 0/15 175 S I s CN1610
0/15
Cl 0/16 175 S I s CN1610

0/16
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ONTAP 9.9.1 XE Sk
{RATLUEF “network interface check cluster-connectivity HiiTeR S U BEHEEIEIZEMNTE, AEERE4H

=¥

network interface check cluster-connectivity start '# ‘network interface check
cluster-connectivity show

clusterl::*> network interface check cluster-connectivity start

VERL BITRERIEFE/MNH show ERIFAE SRS

clusterl::*> network interface check cluster-connectivity show

Source Destination

Packet
Node Date LIF LIF
Loss
nodel

3/5/2022 19:21:18 -06:00 nodel clus?2 node2-clusl
none

3/5/2022 19:21:20 -06:00 nodel clus2 node2 clus2
none
node?2

3/5/2022 19:21:18 -06:00 node2 clus2 nodel clusl
none

3/5/2022 19:21:20 -06:00 node2 clus2 nodel clus2
none

FiE ONTAPHRZS

B

I FEREONTAPHRZS, EBILIERA cluster ping-cluster -node <name> 10 & iEZ MY

cluster ping-cluster -node <name>
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clusterl::*> cluster ping-cluster -node local

Host 1s node?2

Getting addresses from network interface table...

Cluster nodel clusl 169.254.209.69 nodel
Cluster nodel clus2 169.254.49.125 nodel
Cluster node2 clusl 169.254.47.194 node2
Cluster node2 clus2 169.254.19.183 node2
Local = 169.254.47.194 169.254.19.183
Remote = 169.254.209.69 169.254.49.125
Cluster Vserver Id = 4294967293

Basic connectivity succeeds on 4 path(s)
Basic connectivity fails on 0 path(s)

Detected 9000 byte MTU on 4 path(s):

Local 169.254.19.183 to Remote 169.254
Local 169.254.19.183 to Remote 169.254
Local 169.254.47.194 to Remote 169.254
Local 169.254.47.194 to Remote 169.254
Larger than PMTU communication succeeds on

RPC status:
2 paths up, 0 paths down (tcp check)
2 paths up, 0 paths down (udp check)

e3a
e3b
e3a
e3b

.209.69
.49.125
.209.69
.49.125

4 path(s)

TR C2 £, RHANERII T REMIHEONIRO, LUESE LIF #THERS,.

(D FEERFHTHERLF

# configure

(Config) # interface 0/1-0/12
(Interface 0/1-0/12)+# shutdown
(Interface 0/1-0/12)# exit

(

(C2)
(C2)
(C2)
(C2)
(C2) (Config) # exit

. f£FCisco 9336C-FX2 #l1 9336C-FX2-T Z$FHVIE H BT

cs2.

ETRMRimOEM:

network port show -ipspace Cluster

5

s

SBR[ MIB3THRAL C2 B BhEIFRTATHRA



Bl

clusterl::*> network port show -ipspace Cluster

Node: nodel

Ignore
Speed (Mbps) Health
Health
Port IPspace Broadcast Domain Link MTU Admin/Oper Status
Status
e3a Cluster Cluster up 9000 auto/100000
healthy false
e3b Cluster Cluster up 9000 auto/100000

healthy false

Node: node?2

Ignore
Speed (Mbps) Health
Health
Port IPspace Broadcast Domain Link MTU Admin/Oper Status
Status
e3a Cluster Cluster up 9000 auto/100000
healthy false
e3b Cluster Cluster up 9000 auto/100000

healthy false

4 MNTRIAERE, 80T R ERNEEEOMEZUT A NSRRI SRR

network device-discovery show -protocol

11



O. TERMEM cs2 L, WINFRET RER R OYERE:

12

Bl

clusterl::*> network device-discovery show -protocol cdp

P:

ChassisID)

Node/ Local Discovered
Protocol Port Device (LLD
Platform
nodel /cdp

e3a Cc1l (ba:ad:
CN1610

e3b cs2 (b8:ce:
C9336C-FX2
node?2 /cdp

e3a C1l (ba:ad
CN1610

e3b cs?2 (b8:ce:
C9336C-FX2

4f:

fo:

:4f:

f6:

98:

19:

98:

19:

network interface show -vserver Cluster

Ebnwnt]

clusterl::*> network interface show

Logical
Current Is
Vserver Interfac
Port Home

3b:3f)

la:7e)

3b:3f)

1b:906)

Interface

0/1

Ethernetl/1/1 NOK-
0/2

Ethernetl/1/2 NI9K-

-vserver Cluster

Status Network Current
Admin/Oper Address/Mask Node
Cluster
nodel clusl up/up 169.254.3.4/16 nodel
e0b false
nodel clus2 up/up 169.254.3.5/16 nodel
eOb true
node2 clusl up/up 169.254.3.8/16 node?2
e0b false
node2 clus2 up/up 169.254.3.9/16 node?2
e0b true



6. 7E3XHHL C1 £, XRAEZRITRERORRO, UEER LIF #THERS,

(Cl)# configure

(Cl) (Config) # interface 0/1-0/12
(Cl) (Interface 0/1-0/12)# shutdown
(Cl) (Interface 0/1-0/12)# exit
(C1l) (Config)# exit

7. {#F3Cisco 9336C-FX2 1 9336C-FX2-T V& H B4 T KRB IR O MIBZIRN] C1 BapEFT IR
cslo

8. IIFEB N RARE:
network port show -ipspace Cluster

ENMNEONER up AT "Link M “healthy AT ‘Health Statuse



Bl

clusterl::*> network

Node: nodel

Ignore

Health

Port IPspace
Status

e3a Cluster
healthy false
e3b Cluster

healthy false

Node: node?2

Ignore

Health

Port IPspace
Status

e3a Cluster
healthy false
e3b Cluster

healthy false

port show -ipspace Cluster

Broadcast Domain Link MTU

Cluster up 9000

Cluster up 9000

Broadcast Domain Link MTU

Cluster up 9000

Cluster up 9000

Speed (Mbps)

Admin/Oper

auto/100000

auto/100000

Speed (Mbps)

Admin/Oper

auto/100000

auto/100000

9. MTmHAERE, 8T DR ENERKEONTERUT AN ERDER IR

14

network device-discovery show -protocol

Health

Status

Health

Status



Bl

clusterl::*> network device-discovery show -protocol cdp

Node/
Protocol
Platform

C9336C-FX2

C9336C-FX2
node?2

C9336C-FX2

C9336C-FX2

Local

Port

e3b

/cdp
e3a

e3b

Discovered

Device (LLDP:
csl (b8:ce:f6:
cs2 (b8:ce:fo6:
csl (b8:ce:fo6:
cs?2 (b8:ce:f6:

ChassisID)

1598

19:

19:

19:

la:

1b:

la:

1b:

Te)

96)

Te)

96)

10. 723244 cs1 # cs2 £, WIEFBE T REHIRORSEHERH:

network port show -ipspace Cluster

Interface

Ethernetl/1/1

Ethernetl/1/2

Ethernetl/1/1

Ethernetl/1/2

N9K-

NO9K-

NO9K-

N9K-

15



Bl

clusterl::*> network port show -ipspace Cluster

Node: nodel

Ignore

Health

Port IPspace
Status

ela Cluster
healthy false
eOb Cluster

healthy false

Node: node?2

Ignore

Health

Port IPspace
Status

ela Cluster
healthy false
eOb Cluster

healthy false

Speed (Mbps) Health

Broadcast Domain Link MTU Admin/Oper Status

Cluster up 9000 auto/10000

Cluster up 9000 auto/10000

Speed (Mbps) Health

Broadcast Domain Link MTU Admin/Oper Status

Cluster up 9000 auto/10000

Cluster up 9000 auto/10000

N BINR I RBA5 58NN L T —FEE:

16

network device-discovery show -protocol



Bl

UTFRAIERT WA XBIIERESR:

clusterl::*> network device-discovery show -protocol cdp

Node/
Protocol
Platform

C9336C-FX2

C9336C-FX2

node?2

C9336C-FX2

C9336C-FX2

SR 3. WikkcE

1. BFREE LIF (B mhERINAE:

Local
Port

/cdp
ela

e0b

Discovered

Device (LLDP:
csl (b8:ce:f6:
cs2 (b8:ce:fo6:
csl (b8:ce:f6:
cs?2 (b8:ce:f6:

ChassisID)

19:

19:

19:

19:

1b:42)

1b:96)

1b:42)

1b:96)

Interface

Ethernetl/1/1

Ethernetl/1/2

Ethernetl/1/1

Ethernetl/1/2

N9K-

N9K-

N9K-

NO9K-

clusterl::*> network interface modify -vserver Cluster -1if * -auto-revert

true

2. ERMAN cs2 £, XAHENBHFAEEREKO, UAFRERTENIPEiRO RS LIF WEmTRE,

17



cs2> enable

cs2# configure

cs2 (config) # interface ethl/1-1/2
cs2 (config-if-range)# shutdown

(Wait for 5-10 seconds before re-enabling the ports)

cs2 (config-if-range)# no shutdown

(After executing the no shutdown command, the nodes detect the change

and begin to auto-revert the cluster LIFs to their home ports)

cs2 (config-if-range)# exit
cs2 (config) # exit
cs2#

3. WiEEEEY LIF RS EMEIHRIKO (XAERE—20H)

5.

18

network interface show -vserver Cluster

WNREBPIMEM LIF MARMERIEFIHO, BFshBEME, BHIERZTIFEZ LIF WAt apmEt
TEEIE LIF 5{SP/ BMC&RZisHIS :

network interface revert -vserver Cluster -1if *

cluster show

FEIAR SR B CIBIERR I



ONTAP 9.9.1 XE Sk
{RATLUEF “network interface check cluster-connectivity HiiTeR S U BEHEEIEIZEMNTE, AEERE4H

=¥

network interface check cluster-connectivity start '# ‘network interface check
cluster-connectivity show

clusterl::*> network interface check cluster-connectivity start

()  EEEsSRLBH show BRHEEENHS,

clusterl::*> network interface check cluster-connectivity show

Source Destination

Packet
Node Date LIF LIF
Loss
nodel

3/5/2022 19:21:18 -06:00 nodel clus2 node2 clusl
none

3/5/2022 19:21:20 -06:00 nodel clus?2 node2 clus2
none
node?2

3/5/2022 19:21:18 -06:00 node2 clus2 nodel clusl
none

3/5/2022 19:21:20 -06:00 node2 clus2 nodel clus2
none

FiE ONTAP}RZs

FHFFREONTAPHRZS, EEILIER cluster ping-cluster -node <name> 10 & iEZE MRS :

cluster ping-cluster -node <name>

19



clusterl::*> cluster ping-cluster -node node2
Host is node2

Getting addresses from network interface table...

Cluster nodel clusl 169.254.209.69 nodel ela
Cluster nodel clus2 169.254.49.125 nodel e0b
Cluster node2 clusl 169.254.47.194 node2 ela
Cluster node2 clus2 169.254.19.183 node2 eOb

Local = 169.254.47.194 169.254.19.183
Remote = 169.254.209.69 169.254.49.125
Cluster Vserver Id = 4294967293

Ping status:

Basic connectivity succeeds on 4 path(s)
Basic connectivity fails on 0 path(s)

Detected 9000 byte MTU on 4 path(s):
Local 169.254.19.183 to Remote 169.254.209.69
Local 169.254.19.183 to Remote 169.254.49.125
Local 169.254.47.194 to Remote 169.254.209.69
Local 169.254.47.194 to Remote 169.254.49.125

Larger than PMTU communication succeeds on 4 path(s)

RPC status:

2 paths up, 0 paths down (tcp check)

2 paths up, 0 paths down (udp check)

1. $16. BIRAHIAEIEEA:
set -privilege admin
2. NREEZABEIERGIThEE, 158 iEEAutoSupport;d B E# /3 B iZIhkE

system node autosupport invoke -node * -type all -message MAINT=END

TR A?
SIS RAE, GALL..... TRE SRS

MEIHBICiscoaZ#it:TF2ZEICisco Nexus 9336C-FX2 #1
9336C-FX2-T 322l

1&E] UM IBAYCisco R BE 3TN T R T #2 FlCisco Nexus 9336C-FX2 #1 9336C-FX2-T
EEBE BRI o

20
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[ Switch csl Switch cs2 ] [ Switch csl-new Switch cs2-new ]
v, \ J \

XFIAES
B2 R ERRERAONTAPE LA "Nexus 9000 R 532 #iH"65 < ; BRIESBREA, BNERONTAPE S,

ATIEREUTER:
© B cs2 B AIEN cs2-new,
° XAEHT AN, NBREHARE, FBHAOXAFR X,
" FTE5EEE LIF SR 23] cs2-new,
° REMHT RS cs2 ZEIMNBLS cs2 %L, HEINERT cs2-new,
* A cs1 #RIHRA cs1-new Bk,
° XAEHT AN, NBRERARE, FBHAXABE X,
* FRE5EEE LIF SRR 2 F 3L cs1-new,
° REMIAT RS cs1 ZIBIREBLS, FHIFEEHEEES cs1-new,
FI SRR BB A AIRERI IRAIEEER (ISL). XRIZITHEFER, FN RCF hRASHIE AT HE

() 2=mpmIsLER. PBERERETAE, UTSBAR R ERTSBNREE, B
P B LIF SEESTS SR TSI,

SIB 1 AERTE
1. SNSRI EEE F BT AutoSupport , NIiEiE I A AutoSupportiE B kiNEI B Eh eI 2 Zf: system node

autosupport invoke -node * -type all -message MAINT=xh

e x UHPEORSEEE (N8
(D AutoSupportEBBHBASIUAIES, LUELELEFE ORI S HeIRER.

2 HIRESIERNER, HICETMEHEA v

set -privilege advanced

HIBRETE (>) o
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SR EEEmOMZESR
1. B3RS, HBIASSHEH cs1-new F] cs2-new ZBJRY ISL 4N EEIE R
show port-channel summary

Bl

csl-new# show port-channel summary

Flags: D - Down P - Up in port-channel (members)
I - Individual H - Hot-standby (LACP only)
s — Suspended r - Module-removed
b - BFD Session Wait
S - Switched R - Routed
U - Up (port-channel)
p - Up in delay-lacp mode (member)
M - Not in use. Min-links not met
Group Port- Type Protocol Member Ports
Channel
1 Pol (SU) Eth LACP Ethl/35 (P) Ethl/36 (P)

cs2-new# show port-channel summary

Flags: D - Down P - Up in port-channel (members)
I - Individual H - Hot-standby (LACP only)
s — Suspended r - Module-removed
b - BFD Session Wait
S - Switched R - Routed
U - Up (port-channel)
p - Up in delay-lacp mode (member)
M - Not in use. Min-links not met
Group Port- Type Protocol Member Ports
Channel
1 Pol (SU) Eth LACP Ethl1/35 (P) Ethl/36 (P)

2. BREIT R DEED A SRR RO

network device-discovery show



Bl

clusterl::*> network device-discovery show -protocol cdp

Node/ Local Discovered
Protocol Port Device (LLDP: ChassisID) Interface
Platform
nodel /cdp

ela csl Ethernetl/1 N5K-
C5596UP

e0b cs?2 Ethernetl/2 N5SK-
C5596UP
node?2 /cdp

ela csl Ethernetl/1 N5SK-
C5596UP

e0b cs?2 Ethernetl/2 NS5K-
C5596UP

3. WEB M ERFEONEEHZITIRS.
a. WINEEFI AR O ERERTER:

network port show -ipspace Cluster
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Bl

clusterl::*> network port show -ipspace Cluster

Node: nodel

Ignore

Speed (Mbps)
Health Health
Port IPspace Broadcast Domain Link MTU Admin/Oper
Status Status
ela Cluster Cluster up 9000 auto/10000
healthy false
e0b Cluster Cluster up 9000 auto/10000
healthy false
Node: node2
Ignore

Speed (Mbps)
Health Health
Port IPspace Broadcast Domain Link MTU Admin/Oper
Status Status
ela Cluster Cluster up 9000 auto/10000
healthy false
eOb Cluster Cluster up 9000 auto/10000
healthy false

b. MIAFRESEEZEO (LIF) MEEZINHFERO:

network interface show -vserver Cluster



Bl

clusterl::*> network interface show -vserver Cluster

Logical Status Network Current
Current Is
Vserver Interface Admin/Oper Address/Mask Node
Port Home
Cluster

nodel clusl up/up 169.254.209.69/16 nodel
ela true

nodel clus2 up/up 169.254.49.125/16 nodel
e0b true

node2 clusl wup/up 169.254.47.194/16 node2
ela true

node2 clus2 up/up 169.254.19.183/16 node2
elb true

C. MIAER B TR NSRRGSR

system cluster-switch show -is-monitoring-enabled-operational true



Bl

clusterl::*> system cluster-switch show -is-monitoring-enabled
-operational true

Switch Type Address

Model

csl cluster—-network 10.233.205.92 N5K-
C5596UP

Serial Number: FOXXXXXXXGS
Is Monitored: true
Reason: None
Software Version: Cisco Nexus Operating System (NX-0S) Software,
Version
9.3(4)
Version Source: CDP

cs?2 cluster-network 10.233.205.93 N5K-
C5596UP
Serial Number: FOXXXXXXXGD
Is Monitored: true
Reason: None
Software Version: Cisco Nexus Operating System (NX-0S) Software,
Version
9.3(4)
Version Source: CDP

4. EHEE LIF WETHEARINEE,

ZRALSENBMIMEINERE, £ LIF SAEMBREXRO. IBZEBORRIEREITE, MM
SER %A,

network interface modify -vserver Cluster -1if * -auto-revert false
() RasmE TR RONTAPRIE SIS CIRIE X IRE A & £ MRS 3 LIF,

O. TEEEBFATHIN cs2 £, KHEZEFIE T REMIRONEO, UEHITERS LIF AUKIEES:
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cs2# configure

cs2 (config) # interface ethl/1-1/2
cs2 (config-if-range)# shutdown
cs2 (config-if-range) # exit

cs2 (config) # exit

cs2#

- SRR LIF R R EMPER B RSN cs1 EHRENHRO, XrIgeFE/LFE.
network interface show -vserver Cluster

Bl

clusterl::*> network interface show -vserver Cluster

Logical Status Network Current
Current Is
Vserver Interface Admin/Oper Address/Mask Node
Port Home
Cluster

nodel clusl up/up 169.254.3.4/16 nodel
ela true

nodel clus2 up/up 169.254.3.5/16 nodel
ela false

node2 clusl up/up 169.254.3.8/16 node?2
ela true

node2 clus2 up/up 169.254.3.9/16 node?2
ela false

- IR RIEITIESR:
cluster show

Bl

clusterl::*> cluster show

Node Health Eligibility Epsilon
nodel true true false
node?2 true true false



8. UNREE LIF BB E
BALEER, EALURINTAREIRS T cs2 AUE::

a. BEpEREI AT R IR O RYIRO

cs2# configure
cs2 (config) # interface ethl/1-1/2
cs2 (config-if-range)# no shutdown

cs2 (config-if-range) # exit

cs2 (config) # exit

cs2#

b. IUIEEERE LIF B SRS BISER SN cs1 EFRERIKO, X

network interface show -vserver Cluster

BRI

clusterl:

Current
Vserver
Port

:*> network interface show

Logical
Is
Interface

AHH cs1 BLEREE

BITRRARY, BHEEID, 10, MRFLER LIF REFSE

Status

Network

Admin/Oper Address/Mask

-vserver Cluster

Current

Node

ela

ela

ela

C. IIFEBRERIE

cluster show

nodel clusl
true

nodel clus?2
false

node2 clusl
true

node2 clus2
false

1TIEE:

up/up

up/up

up/up

up/up

1609.

169.

169.

169.

254.

254.

254

254.

3.4/16

3.5/16

.3.8/16

3.9/16

nodel

nodel

node?2

node?2
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clusterl::*> cluster show

Node Health Eligibility Epsilon
nodel true true false
node?2 true true false

9. & LIF MERHRRWRE, EMBmIZERE. Do 4,

10.  BATESEET RUEERLAMIBN cs2 THMABERH cs2-new 3k,

ERTRERLL BB Ecs2-newsTHiA]

.
[ Switch cs1
’

s '
Switch cs2 ] [ Switch cs1-new
h J

1. #IATEBE cs2-new KM IEZESBIES:

network port show -ipspace Cluster

30
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Switch cs2-new ]




Bl

clusterl:

:*> network port show -ipspace Cluster

Node: nodel

Ignore

Health
Port
Status

ela
healthy
eOb
healthy

Speed (Mbps) Health

IPspace Broadcast Domain Link MTU Admin/Oper Status
Cluster Cluster up 9000 auto/10000
false

Cluster Cluster up 9000 auto/10000
false

Node: node?2

Ignore

Health
Port
Status

ela
healthy
eOb
healthy

Speed (Mbps) Health

IPspace Broadcast Domain Link MTU Admin/Oper Status
Cluster Cluster up 9000 auto/10000
false

Cluster Cluster up 9000 auto/10000
false

FrE EXBRERIROEMMIZER A,

12. BEEHREONPEER:

network device-discovery show -protocol cdp
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clusterl::*> network device-discovery show -protocol cdp

Node/ Local Discovered
Protocol Port Device (LLDP: ChassisID) Interface Platform
nodel /cdp

ela csl Ethernetl/1 N5K-
C5596UP

e0b cs2-new Ethernetl/1/1 N9K-
C9336C-FX2
node?2 /cdp

ela csl Ethernetl/2 N5K-
C5596UP

e0b cs2-new Ethernetl/1/2 N9K-
C9336C-FX2

HIAERENERHIEOREE cs2-new IR A LPE,
13. MM cs2-new BYFE EFIAISHEM im0 |

cs2-new# show interface brief
cs2-new# show cdp neighbors

14, RSB cs1 £, XMERIIFBE T RERRONKO, LUESEE LIF #1THEER,

csl# configure

csl (config) # interface ethl/1-1/2
csl (config-if-range)# shutdown
csl (config-if-range) # exit

csl (config)# exit

csl#

FRE5EEE LIF 82378 E] cs2-new Mo
15. ISIFEEEY LIF 28 BHRIEEBEIZTHA] cs2-new HITEMHRO, XAJREEE 1 F0$h:

network interface show -vserver Cluster
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Bl

clusterl::*> network interface show -vserver Cluster

Logical Status Network Current
Current Is
Vserver Interfac Admin/Oper Address/Mask Node
Port Home
Cluster

nodel clusl up/up 169.254.3.4/16 nodel
e0b false

nodel clus2 up/up 169.254.3.5/16 nodel
e0b true

node2 clusl up/up 169.254.3.8/16 node?2
eOb false

node2 clus2 up/up 169.254.3.9/16 node?2
e0b true

16. WIFEBRTITITIER:
cluster show

Bl

clusterl::*> cluster show

Node Health Eligibility Epsilon
nodel true true false
node?2 true true false

17, JSERET SEIEBESEM cs1 BEHH cs1-new A,

EHTRIEEZGEREE cs1-new TR



MNodeal MNode2

I
|
1
1
1
1
[

n-".

) - - ) ' )
Switch cs1 Switch cs2 Switch cs1-new Switch cs2-new

18. HBINTEFER cs1-new MIRISEIEZRBERIR:

network port show -ipspace Cluster
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Bl

clusterl:

:*> network port show -ipspace Cluster

Node: nodel

Ignore

Health
Port
Status

ela
healthy
eOb
healthy

Speed (Mbps) Health

IPspace Broadcast Domain Link MTU Admin/Oper Status
Cluster Cluster up 9000 auto/10000
false

Cluster Cluster up 9000 auto/10000
false

Node: node?2

Ignore

Health
Port
Status

ela
healthy
eOb
healthy

Speed (Mbps) Health

IPspace Broadcast Domain Link MTU Admin/Oper Status
Cluster Cluster up 9000 auto/10000
false

Cluster Cluster up 9000 auto/10000
false

FrE EXBRERIROEMMIZER A,

19. EEHKEONPEER:

network device-discovery show
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clusterl::*> network device-discovery show -protocol cdp

Node/ Local
Protocol Port
Platform
nodel /cdp
ela
C9336C-FX2
eOb
C9336C-FX2
node?2 /cdp
ela
C9336C-FX2
eOb
C9336C-FX2

MBI ENEHIEORER cs1-new IR A LBE,

Discovered
Device (LLDP:

csl-new

cs2-new

csl-new

cs2-new

20. MZZHH cs1-new BYF AN STHRA L (%4 |

21. I83F cs1-new 1 cs2-new Z8IHY ISL SR EE

36

csl-new# show interface brief

csl-new# show cdp neighbors

show port-channel summary

ChassisID)

s,

iz

17:

Interface

Ethernetl/1/1

Ethernetl/1/2

Ethernetl/1/1

Ethernetl/1/2

N9K-

N9K-

NO9K-

N9K-



Bl

csl-new# show port-channel summary

Flags: D - Down P - Up in port-channel (members)
I - Individual H - Hot-standby (LACP only)
s — Suspended r - Module-removed
b - BFD Session Wait
S - Switched R - Routed
U - Up (port-channel)
p - Up in delay-lacp mode (member)
M - Not in use. Min-links not met
Group Port- Type Protocol Member Ports
Channel
1 Pol (SU) Eth LACP Ethl/35 (P) Ethl/36 (P)

cs2-new# show port-channel summary

Flags: D - Down P - Up in port-channel (members)
I - Individual H - Hot-standby (LACP only)
s — Suspended r - Module-removed
b - BFD Session Wait
S - Switched R - Routed
U - Up (port-channel)
p - Up in delay-lacp mode (member)
M - Not in use. Min-links not met
Group Port- Type Protocol Member Ports
Channel
1 Pol (SU) Eth LACP Ethl1/35 (P) Ethl/36 (P)

S 3: WitfkcE
1. BR%E LIF NE&HERINEE,
network interface modify -vserver Cluster -1if * -auto-revert true

2. EXMM cs2 £, RAHEMBIFTEERIKD, UMLMMERETENFMEIRO LRSS LIF ERE.
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cs2> enable

cs2# configure

cs2 (config) # interface ethl/1-1/2
cs2 (config-if-range)# shutdown

(Wait for 5-10 seconds before re-enabling the ports)

cs2 (config-if-range)# no shutdown

(After executing the no shutdown command, the nodes detect the change

and begin to auto-revert the cluster LIFs to their home ports)

cs2 (config-if-range)# exit
cs2 (config) # exit
cs2#

3. WiEEEEY LIF RS EMEIHRIKO (XAERE—20H)

5.

38

network interface show -vserver Cluster

WNREBPIMEM LIF MARMERIEFIHO, BFshBEME, BHIERZTIFEZ LIF WAt apmEt
TEEIE LIF 5{SP/ BMC&RZisHIS :

network interface revert -vserver Cluster -1if *

cluster show

FEIAR SR B CIBIERR I



ONTAP 9.9.1 XE Sk
{RATLUEF “network interface check cluster-connectivity HiiTeR S U BEHEEIEIZEMNTE, AEERE4H

=¥

network interface check cluster-connectivity start '# ‘network interface check
cluster-connectivity show

clusterl::*> network interface check cluster-connectivity start

()  EEEsSRLBH show BRHEEENHS,

clusterl::*> network interface check cluster-connectivity show

Source Destination

Packet
Node Date LIF LIF
Loss
nodel

3/5/2022 19:21:18 -06:00 nodel clus2 node2 clusl
none

3/5/2022 19:21:20 -06:00 nodel clus?2 node2 clus2
none
node?2

3/5/2022 19:21:18 -06:00 node2 clus2 nodel clusl
none

3/5/2022 19:21:20 -06:00 node2 clus2 nodel clus2
none

FiE ONTAP}RZs

FHFFREONTAPHRZS, EEILIER cluster ping-cluster -node <name> 10 & iEZE MRS :

cluster ping-cluster -node <name>
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clusterl::*> cluster ping-cluster -node node2
Host is node2

Getting addresses from network interface table...

Cluster nodel clusl 169.254.209.69 nodel ela
Cluster nodel clus2 169.254.49.125 nodel e0b
Cluster node2 clusl 169.254.47.194 node2 ela
Cluster node2 clus2 169.254.19.183 node2 eOb

Local = 169.254.47.194 169.254.19.183
Remote = 169.254.209.69 169.254.49.125
Cluster Vserver Id = 4294967293

Ping status:

Basic connectivity succeeds on 4 path(s)
Basic connectivity fails on 0 path(s)

Detected 9000 byte MTU on 4 path(s):
Local 169.254.19.183 to Remote 169.254.209.69
Local 169.254.19.183 to Remote 169.254.49.125
Local 169.254.47.194 to Remote 169.254.209.69
Local 169.254.47.194 to Remote 169.254.49.125

Larger than PMTU communication succeeds on 4 path(s)

RPC status:

2 paths up, 0 paths down (tcp check)

2 paths up, 0 paths down (udp check)

1. WMREEZREBMNIERGITIEE, 5B EHAutoSupportE EEFBAIZINGE: system node
autosupport invoke -node * -type all -message MAINT=END

T—pRItA?
RNEBERE, EAL RS R,
TR BT AT EF

MNREEENT S LM EEFIFIE, M LIEERCisco Nexus 9336C-FX2 #1 9336C-
FX2-T TR RN T =B A E IR IR,

TSRS TAREERALAH Twinax In AT &, BIRT SERRE 10Gb BASE-T RJ45 imO1/E &R
MLimO, MR A Z3F TR,

HEZEK

REEA
¢ TR RTEHRANECE :

° W RERIEEE B IEWSEHIZITIER.
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° EHFBHOL TR RS,
° FTESEZEED (LIF) 4T up RS, HUTFHEMERA L,
° & "Hardware Universe" & FFE 2 ZIFHONTAPARZS,
* 3FFCisco Nexus 9336C-FX2 XM ECE :
BRI EBE FEIEM L EIEINEE,
° AILUBIRIEHI & 15 R B IR
° Nexus 9336C-FX2 T3 3 EIF5 s AR AR B ZHNERZE D Twinax ST B4,
& "Hardware Universe" B XEMEZES,

* ZHRMIEFERR (ISL) BR4SIEIERF D 9336C-FX2 A EAYERO 1/35 #0 1/36,
* T 9336C-FX2 RHNBIFNBEFIE TR, Fitk:
° 9336C-FX2 RIENIEITH BRI AR AHIER 4

° BEREXM (RCF) NATRMAN. EALRER], W SMTP. SNMP # SSH, #RTEMITHRN LT
[T

XF Bl
AR B BIE R LA N EEBE AHAN AN T man 2 AN -

* 9336C-FX2 NI R FRZE cs1 F cs2.
* BIESVMBIRZFRS 51 anode1#Inode2,

* TE 1 LMY LIF 8FF95U4 node1_clus1 #1 node1_clus2, Ts 2 EAY LIF #5925 node2_clus1 #(l
node2_ clus2,

* X “cluster1::*>"prompt 18R EEF R TR,
* 2R EER RS IR eOa F eOb,

& "Hardware Universe"B X EEBIROMNGEE, & "CEHWUFEEMNSELRZTERNLTIMSE? "AX
TRNLZEERNEZE R,

ES 3
T EETE
1. WNSRUILEEE BT AutoSupport , &I JE A AutoSupportiH 2 kN B =h 8l 22 521 -
system node autosupport invoke -node * -type all -message MAINT=xh
Hep x Jain&a ORFErEeadiE) (heY) o
@ AutoSupportiH B BB ARSZRFILAEIFESS, BRI E ARG B ohelZ S,

2. BRIRBFIERNER, BNy HRGIR UGS

set -privilege advanced
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SR> HE.

SR EEEmOMLEL

1. ZRMEERIEN cs1 Ml cs2 LAEEMET RMEO (3E ISL iHA) o
ENERISLE O,
Era vt

UTFRE 2R3 cs1 EERAT SRR 1 5 34 EXMA:

csl# config

Enter configuration commands, one per line. End with CNTL/Z.
csl (config)# interface el/1/1-4, el/2/1-4, el/3/1-4, el/4/1-4,
el/5/1-4, el/6/1-4, el/7-34

csl (config-if-range)# shutdown

2. ISFFE 9336C-FX2 33441 cs1 F cs2 BBy ISL LUK ISL EayIREs LR 1/35 #1 1/36 FEFMF
BERE:

show port-channel summary
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Bl

LUFRBIZRBAZ IR cs1 LAY ISL im0 E/=5h:

csl# show port-channel summary

Flags: D - Down P - Up in port-channel (members)
I - Individual H - Hot-standby (LACP only)
s — Suspended r - Module-removed
b - BFD Session Wait
S - Switched R - Routed
U - Up (port-channel)
p - Up in delay-lacp mode (member)
M - Not in use. Min-links not met
Group Port- Type Protocol Member Ports
Channel
1 Pol (SU) Eth LACP Ethl1/35 (P) Ethl/36 (P)

AR R IZREAZZIRA cs2 £RY ISL i EBzh:

(cs2)# show port-channel summary

Flags: D - Down P - Up in port-channel (members)
I - Individual H - Hot-standby (LACP only)
s — Suspended r - Module-removed
b - BFD Session Wait
S - Switched R - Routed
U - Up (port-channel)
p - Up in delay-lacp mode (member)
M - Not in use. Min-links not met
Group Port- Type Protocol Member Ports
Channel
1 Pol (SU) Eth LACP Ethl/35 (P) Ethl/36(P)

3. BRMIRETIR:
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show cdp neighbors
e IR R EEF ARG ENER.

Bl

AT RBIFIE T 3344 cs1 _ERIAESRIZE

csl# show cdp neighbors

T - Trans-Bridge, B - Source-Route-

S - Switch, H - Host, I - IGMP, r - Repeater,

D - Remotely-Managed-Device,

Hldtme Capability Platform

Capability Codes: R - Router,
Bridge

- VoIP-Phone,

s — Supports-STP-Dispute

Device-1ID Local Intrfce
Port ID
cs2 Ethl/35
Ethl/35
cs?2 Ethl/36
Ethl/36

Total entries displayed: 2

UTFRAIFIL T 33 cs2 LRIMRSRISE !

cs2# show cdp neighbors

Capability Codes: R - Router, T -
Bridge
S_
V - VoIP-Phone,
s -
Device-1ID Local Intrfce
Port ID
csl Ethl/35
Ethl/35
csl Ethl/36
Ethl/36

Total entries displayed: 2

175 R ST s NI9K-C9336C
175 R ST s NI9K-C9336C
Trans-Bridge, B - Source-Route-

Switch, H - Host, I - IGMP, r - Repeater,

D - Remotely-Managed-Device,

Supports-STP-Dispute

Hldtme Capability Platform

177 RS I s NI9K-C9336C

177 R S I s NI9K-C9336C



4. BWIARBFIB RO E B

network port show -ipspace Cluster

B Im O ER N 1% B Ko

Bl

Link MEAXS4Em=

"Health Statuso

clusterl::*> network port show -ipspace Cluster

Node: nodel

Broadcast Domain

Speed (Mbps) Health
Link MTU Admin/Oper Status

Port IPspace
ela Cluster
healthy
e0b Cluster
healthy

Node: node?2

Cluster

Cluster

Broadcast Domain

up 9000 auto/10000

up 9000 auto/10000

Speed (Mbps) Health
Link MTU Admin/Oper Status

Port IPspace
ela Cluster
healthy
eOb Cluster
healthy

Cluster

Cluster

4 entries were displayed.

S. AT B &R LIF EBRMHERIEIT:

network interface show -vserver Cluster

up 9000 auto/10000

up 9000 auto/10000

FNEEF LIF NE/R 'true’ A7 'Is Home' # B 1A " Status Admin/Oper 8 /[ ks
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7.

46

Bl

clusterl::*> network interface show -vserver Cluster

Logical Status Network Current
Current Is
Vserver Interface Admin/Oper Address/Mask Node
Port Home

Cluster

nodel clusl
ela true

nodel clus?2
eOb true

node2 clusl
ela true

node2 clus?2
elb true

up/up 169.254.209.69/16 nodel

up/up 169.254.49.125/16 nodel
up/up 169.254.47.194/16 node2
up/up 169.254.19.183/16 node2

4 entries were displayed.

B AE&EFTA LIF NBEGHEIRTEE:

network interface modify -vserver Cluster -1if * -auto-revert false

Bl

clusterl::*> *network interface modify -vserver Cluster

-revert false*

Logical
Vserver Interface

nodel clusl
nodel clus2
node2 clusl
node2 clus?2

Auto-revert

false
false
false
false

4 entries were displayed.

Wr AT s 1 _EREEREIR e0a BYERLS,
Ml cs1 EMIRO 1,

PAIRfER 9336C-FX2 AR FRE S B L4T e0a EHE!

£&®=

<

-1if * -auto

EF3ift



X "Hardware Universe- 32" A E S X FHEMNER,

"Hardware Universe- 3Z#24/]"

8. BT 2 ERVEEEFIR] eOa RYFELE, SASSfER 9336C-FX2 ST HFAVIE L LR e0a EEIETIEREY

Ml cs1 EMIRO 2,
9. BRI cs1 LArEEAT 2%,

Bl

TGRSR cs1 ERYIRO 1/1 2 1/34 BERA:

csl# config
Enter configuration commands,

one per line.

csl (config)# interface el/1/1-4, el/2/1-4,

el/5/1-4, el/6/1-4, el/7-34

csl (config-if-range)# no shutdown

10. HIAFRE&EE LIF BB BohH EEETT:

network interface show -vserver Cluster

End with CNTL/Z.
el/3/1-4, el/4/1-4,

47


https://hwu.netapp.com/SWITCH/INDEX
https://hwu.netapp.com/SWITCH/INDEX
https://hwu.netapp.com/SWITCH/INDEX
https://hwu.netapp.com/SWITCH/INDEX
https://hwu.netapp.com/SWITCH/INDEX
https://hwu.netapp.com/SWITCH/INDEX
https://hwu.netapp.com/SWITCH/INDEX
https://hwu.netapp.com/SWITCH/INDEX
https://hwu.netapp.com/SWITCH/INDEX
https://hwu.netapp.com/SWITCH/INDEX
https://hwu.netapp.com/SWITCH/INDEX
https://hwu.netapp.com/SWITCH/INDEX
https://hwu.netapp.com/SWITCH/INDEX
https://hwu.netapp.com/SWITCH/INDEX

Bl

UTRFIERT node1 l node2 EMIFRE LIF EEEEh:

clusterl::*> network interface show -vserver Cluster

Logical
Current Is

Vserver Interface

Home
Cluster

nodel clusl
false

nodel clus2
true

node2 clusl
false

node2 clus2
true

Status Network

Admin/Oper Address/Mask

up/up 169.254.
up/up 169.254.
up/up 169.254.
up/up 169.254.

4 entries were displayed.

M. BREFPTRIIRSES:
cluster show

Bl

AT RAIERTEBEFTRNRERANARESR

clusterl::*> cluster

show

Health Eligibility

true true

true true

2 entries were displayed.

12, WiFFIR 1 _EBOSRBHED eOb BYER

Hl cs2 ERYERO 10

48

4, SAIEREFS 9336C-FX2 3TN FEHNEL B4IS eOb EHETILERE

209.69/16

49.125/16

47.194/16

19.183/16

Epsilon

Current

Node

nodel

nodel

node?2

node?2

Port

eOb

eOb

e0b

e0b

-
P

%

i



13. BrFF B 2 ERVEEIE eOb BYEELE, SATSIER 9336C-FX2 ATHAZIFHIE Y 4SS eOb iEIERERF T
# cs2 ERIIRO 2,

14. BRASEIEN cs2 LPREEMAT R8O,

Bl

MUTRBIZRARM cs2 ERVIRO 1/1 2 1/34 BB

cs2# config

Enter configuration commands, one per line. End with CNTL/Z.
cs2 (config)# interface el/1/1-4, el/2/1-4, el1/3/1-4, el/4/1-4,
el/5/1-4, el/6/1-4, el/7-34

cs2 (config-if-range)# no shutdown

15 BIAEHEROYERR:

network port show -ipspace Cluster

49



Bl

UTRAIREAT R 1 TR 2 ENRESERHIRONERS:

clusterl::*> network port show -ipspace

Node: nodel

Broadcast Domain

Cluster

Ignore

Health

Port IPspace
Status

ela Cluster
healthy false
eOb Cluster
healthy false

Node: node2

Cluster

Cluster

Broadcast Domain

Speed (Mbps) Health
Link MTU Admin/Oper Status
up 9000 auto/10000
up 9000 auto/10000

Speed (Mbps) Health
Link MTU Admin/Oper Status

Ignore

Health

Port IPspace
Status

ela Cluster
healthy false
eOb Cluster
healthy false

Cluster

Cluster

4 entries were displayed.

SR 3. WikkcE

1. B LIF BB EELRINEE,

up 9000 auto/10000

up 9000 auto/10000

network interface modify -vserver Cluster -1if * -—-auto-revert true

2. EX MM cs2 £, RAHEMBFTEERIKO, URLAFMERTENMRREIRO LRSS LIF IBRE

50
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cs2> enable

cs2# configure

cs2 (config) # interface ethl/1-1/2
cs2 (config-if-range)# shutdown

(Wait for 5-10 seconds before re-enabling the ports)
cs2 (config-if-range)# no shutdown

(After executing the no shutdown command, the nodes detect the change

and begin to auto-revert the cluster LIFs to their home ports)
cs2 (config-if-range)# exit

cs2 (config) # exit
cs2#

3. WiEEEEY LIF RS EMEIHRIKO (XAERE—20H)

network interface show -vserver Cluster

SNREBPREM LIF BARMERHEIRO, BFHFEME, BRIERTIBEZ LIF NAT[BE D

THREE LIF 3{SP/ BMCRZITHIA :
network interface revert -vserver Cluster -1if *
4. IIFFrEEZEORTEE A true Is Home :

network interface show -vserver Cluster

() =TEEENSHA s

51



o WA NN RE DA SN IANEIL T —F&EE:

52

Bl

MTRAIRAT S 1 TR 2 EAPRE LIF #EEE, HA Is Home EREK:

clusterl::*> network interface show -vserver Cluster

Current Is
Vserver

Home

true

true

true

Logical

Interface

nodel clusl

nodel clus2

node2 clusl

node2 clus2

Status

Network

Admin/Oper Address/Mask

up/up

up/up

up/up

up/up

4 entries were displayed.

show cdp neighbors

169.

169.

169.

169.

254.

254

254.

254.

209.69/16

.49.125/16

47.194/16

19.183/16

Current

Node

nodel

nodel

node?2

node?2

Port

ela

eOb

ela

e0b



Bl

UTFRAIERT WA XBIIERESR:

(csl)# show cdp neighbors

Capability Codes: R - Router, T - Trans-Bridge, B - Source-Route-

Bridge
S - Switch, H - Host, I - IGMP, r - Repeater,
- VoIP-Phone, D - Remotely-Managed-Device,
s — Supports-STP-Dispute
Device-1ID Local Intrfce Hldtme Capability Platform
Port ID
nodel Ethl/1 133 H FAS2980
ela
node?2 Ethl/2 133 H FAS2980
ela
cs?2 Ethl/35 175 RS TIs N9K-C9336C
Ethl/35
cs2 Ethl/36 175 R S I s NOK-C9336C
Ethl/36

Total entries displayed: 4

(cs2) # show cdp neighbors

Capability Codes: R - Router, T - Trans-Bridge, B - Source-Route-

Bridge
S - Switch, H - Host, I - IGMP, r - Repeater,
- VoIP-Phone, D - Remotely-Managed-Device,
s - Supports-STP-Dispute
Device-ID Local Intrfce Hldtme Capability Platform
Port ID
nodel Ethl/1 133 H FAS2980
e0b
node?2 Ethl/2 133 H FAS2980
elb
csl Ethl/35 175 R S I s N9K-C9336C
Ethl/35
csl Ethl/36 175 R S I s N9K-C9336C
Ethl/36

Total entries displayed: 4



6. BEREHPTEAMIMEIEEER
network device-discovery show -protocol cdp

Bl

clusterl::*> network device-discovery show -protocol cdp

Node/ Local Discovered
Protocol Port Device (LLDP: ChassisID) Interface
Platform
node?2 /cdp

ela csl 0/2 N9K-
C9336C

e0b cs2 0/2 N9K-
C9336C
nodel /cdp

ela csl 0/1 N9K-
C9336C

e0b cs2 0/1 NO9K-
C9336C

4 entries were displayed.

7. B XIS E DR

network options switchless-cluster show
() SoTRBENSHAERR, SHIDHERDRERNAE,

AT RAIFREiREH RPAECEIREERE A

clusterl::*> network options switchless-cluster show
Enable Switchless Cluster: false

8. IIESEEFPTI R RAVRES

cluster show

54



Bl

AT RAIERTEBEPTRRNRERANARESR

clusterl::*> cluster show

Node Health Eligibility Epsilon
nodel true true false
node?2 true true false

9. WIEIAR B RYEREE



56

ONTAP 9.9.1 XE Sk
{RATLUEF “network interface check cluster-connectivity HiiTeR S U BEHEEIEIZEMNTE, AEERE4H

=¥

network interface check cluster-connectivity start '# ‘network interface check
cluster-connectivity show

clusterl::*> network interface check cluster-connectivity start

VERL BITRERIEFE/MNH show ERIFAE SRS

clusterl::*> network interface check cluster-connectivity show

Source Destination

Packet
Node Date LIF LIF
Loss
nodel

3/5/2022 19:21:18 -06:00 nodel clus?2 node2-clusl
none

3/5/2022 19:21:20 -06:00 nodel clus2 node2 clus2
none
node?2

3/5/2022 19:21:18 -06:00 node2 clus2 nodel clusl
none

3/5/2022 19:21:20 -06:00 node2 clus2 nodel clus2
none

FiE ONTAPHRZS

B

I FEREONTAPHRZS, EBILIERA cluster ping-cluster -node <name> 10 & iEZ MY

cluster ping-cluster -node <name>



clusterl::*> cluster ping-cluster -node local
Host is node2

Getting addresses from network interface table...
Cluster nodel clusl 169.254.209.69 nodel eOa
Cluster nodel clus2 169.254.49.125 nodel eOb
Cluster node2 clusl 169.254.47.194 node2 e0a
Cluster node2 clus2 169.254.19.183 node2 e0Ob
Local = 169.254.47.194 169.254.19.183

Remote = 169.254.209.69 169.254.49.125
Cluster Vserver Id = 4294967293

Ping status:

Basic connectivity succeeds on 4 path(s)
Basic connectivity fails on 0 path(s)

Detected 9000 byte MTU on 4 path(s):

Local 169.254.47.194 to Remote 169.254.209.69

Local 169.254.47.194 to Remote 169.254.49.125

Local 169.254.19.183 to Remote 169.254.209.69

Local 169.254.19.183 to Remote 169.254.49.125
Larger than PMTU communication succeeds on 4 path(s)
RPC status:

2 paths up, 0 paths down (tcp check)

2 paths up, 0 paths down (udp check)

1. $B10: BRIREKFIEEER:
set -privilege admin
2. NREEEABEIERAITHEE, EE T AMAutoSupportH S E#/EFi%IhEE:

system node autosupport invoke -node * -type all -message MAINT=END

T—FRHA?
RNEBE TS, &R "B E AR R FR AT
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