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2. {ZBBLUT U BRIRAE "NVIDIAFF R L2545

T 242
BHRETER, AL NERENIEE"EXR,

HEHRENEE TEEM
7EECENVIDIA SN2100 RN Z 81, BEEU TN EFEE,

NVIDIAIE3#1H

RiimA imOERER

swp1s0-3 4x10GbE 9 Z&EHIHOT R
swp2s0-3 4x25GbE D& IHOT R
swp3-14 40/100GbE &afim T =
swp15-16 100GbEZZIEAliEIFEES (ISL) %A

20l "Hardware Universe"B XX HHiH ONEZEE,

AT EE PRI FERR IR
WNRICBRNEZILRBE EFHIER, Cumulus Linux 5.4 RESRAES S WTRRIEEZNLE, EILUERUT
FEEESERE: nvset ST

nv set interface <interface-id> link fast-linkup on
nv config apply
reload the switchd

Bl

cumulus@cumulus-csl3:mgmt:~$ nv set interface swp5 link fast-linkup on
cumulus@cumulus-csl3:mgmt:~$ nv config apply
switchd need to reload on this config change

Are you sure? [y/N] y
applied [rev id: 22]

Only switchd reload required
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Cumulus Linux 4.4.3
1. HaEEF 40GbE/100GbE A4S MEOMZFR:

cumulus@cumulus:mgmt:~$ net show interface pluggables

Interface Identifier Vendor Name Vendor PN Vendor SN
Vendor Rev

swp3 O0x11l (QSFP28) Molex 112-00576 93A2229911111
BO
swp4 0x11 (QSFP28) Molex 112-00576 93A2229922222
BO

2. BLUTMITARNE] Jetc/cumulus/switchd.conf {8 40GbE/100GbE 4BV E MmO (swp<n>) BIX 4

° interface.swp<n>.enable media depended linkup flow=TRUE

° interface.swp<n>.enable short tuning=TRUE

f54n:

cumulus@cumulus:mgmt:~$ sudo nano /etc/cumulus/switchd.conf

interface.swp3.enable media depended linkup flow=TRUE
interface.swp3.enable short tuning=TRUE
interface.swpd4.enable media depended linkup flow=TRUE
interface.swpd4.enable short tuning=TRUE

3. EFEE “switchd BRSS :

cumulus@cumulus:mgmt:~$ sudo systemctl restart switchd.service

4. FAROEHRE:



cumulus@cumulus:mgmt:~$ net show interface all

State Name Spd MTU Mode LLDP Summary
UpP swp3 100G 9216 Trunk/L2 Master:
bridge (UP)
UP swpé 100G 9216 Trunk/L2 Master:
bridge (UP)

Cumulus Linux 5.x
1. HaE A 40GbE/100GbE $F4aIE MEOKNZFR:

cumulus@cumulus:mgmt:~$ nv show interface pluggables

Interface Identifier Vendor Name Vendor PN Vendor SN

Vendor Rev

swp3 0x11l (QSFP28) Molex 112-00576 93A2229911111
BO
swp4 0x11 (QSFP28) Molex 112-00576 93RA2229922222
BO

2. FRAUTAREETEE nvset (s F:

°nv set interface <interface-id> link fast-linkup on

°nv config apply
° EHINE “switchd ARSS

f5gn:

cumulus@cumulus:mgmt:~$ nv set interface swp5 link fast-linkup on
cumulus@cumulus:mgmt:~$ nv config apply
switchd need to reload on this config change

Are you sure? [y/N] y
applied [rev id: 22]

Only switchd reload required

3. HWiAROEHE:



cumulus@cumulus:mgmt:~$ net show interface all

State Name Spd MTU Mode LLDP Summary
Up swp3 100G 9216 Trunk/L2 Master:
bridge (UP)
UP swpé 100G 9216 Trunk/L2 Master:
bridge (UP)
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Cumulus Linux 4.4.3

f54n:

cumulus@cumulus:mgmt:~$ net add int swpls3 link autoneg off && net com
-—- /etc/network/interfaces 2019-11-17 00:17:13.470687027 +0000
+++ /run/nclu/ifupdown2/interfaces.tmp 2019-11-24 00:09:19.435226258
+0000
@@ -37,21 +37,21 @@

alias 10G Intra-Cluster Node

link-autoneg off

link-speed 10000 <---- port speed set

mstpctl-bpduguard yes

mstpctl-portadminedge yes

mtu 9216

auto swpls3

iface swpls3
alias 10G Intra-Cluster Node

= link-autoneg off

+ link-autoneg on
link-speed 10000 <---- port speed set
mstpctl-bpduguard yes
mstpctl-portadminedge yes
mtu 9216

auto swp2s0

iface swp2s0
alias 25G Intra-Cluster Node
link-autoneg off
link-speed 25000 <---- port speed set

CEEAMKORES, UBANKEENA:
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cumulus@cumulus:mgmt:~$ net show interface

State Name

UPp swplsO
br default (UP)
UP swplsl
br default (UP)
UP swpls2
br default (UP)
UPpP swpls3
br default (UP)

UP

br

UPp

br

DN

br

DN

br

DN

br

UP

cluster isl (UP)

Up

cluster isl (UP)

swp3
default (UP)
swp4
default (UP)
swpb5
default (UP)
SWp6
default (UP)
swp7/
default (UP)

swplb

swplb

Cumulus Linux 5.x

fB4n:

10G

10G

10G

10G

40G

40G

N/A

N/A

N/A

100G

100G

9216

9216

9216

9216

9216

9216

9216

9216

9216

9216

9216

Trunk/L2

Trunk/L2

Trunk/L2

Trunk/L2

Trunk/L2

Trunk/L2

Trunk/L2

Trunk/L2

Trunk/L2

BondMember

BondMember

cs07

cs07

cs08

cs08

cs03

cs04

cs01

cs01

(edc)

(edd)

(edc)

(edd)

(ede)

(ede)

(swplb)

(swplb)

Summary

Master:

Master:

Master:

Master:

Master:

Master:

Master:

Master:

Master:

Master:

Master:



cumulus@cumulus:mgmt:~$ nv set interface swpls3 link auto-negotiate off
cumulus@cumulus:mgmt:~$ nv set interface swpls3 link speed 10G
cumulus@cumulus:mgmt:~$ nv show interface swpls3

link

auto-negotiate off off
off

duplex full full
full

speed 10G 10G
10G

fec auto auto
auto

mtu 9216 9216
9216
[breakout]

state up up
up

WEZOMBEORS, UHBIANKEENA:
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cumulus@cumulus:mgmt:~$ nv show interface

State Name

UPp swplsO
br default (UP
UP swplsl
br default (UP
UP swpls2
br default (UP
UPpP swpls3
br default (UP

UP

br

UPp

br

DN

br

DN

br

DN

br

UP

cluster isl(U

Up

cluster isl (UP

swp3

default (UP

swp4

default (UP

swpb5

default (UP

SWp6

default (UP

swp7/

default (UP

swplb

swplb

T-#Rftu

EiEmE

NS2248 45
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FIZSEmAMEEEERG, ERILIE NS224 5752 IEE R AT A1)

)

)

)

)

)

)

)

)

)

P)

)

10G

10G

10G

10G

40G

40G

N/A

N/A

N/A

100G

100G

18 @}Eﬁ JJ:tLBTE1 E,J 1:1 asi¥e)

9216

9216

9216

9216

9216

9216

9216

9216

9216

9216

9216

FRESHRAN EEE1F A
IIREPIRARER NS224 IRepBRSRIFASIMNERFME (MABERERFR) 1

Trunk/L2

Trunk/L2

Trunk/L2

Trunk/L2

Trunk/L2

Trunk/L2

Trunk/L2

Trunk/L2

Trunk/L2

BondMember

BondMember

cs07

cs07

cs08

cs08

cs03

cs04

cs01

cs01

(edc)

(edd)

(edc)

(edd)

(ede)

(ede)

(swplb)

(swplb)

EEIEEILE

Summary

Master:

Master:

Master:

Master:

Master:

Master:

Master:

Master:

Master:

Master:

Master:
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1. S

Cumulus Linux 4.4.3
1. BRENZHEM

BXRERTINEEZEAF Z/ZER cumulus/cumulus, “sudo $51%,

cumulus login: cumulus

Password: cumulus

You are required to change your password immediately (administrator
enforced)

Changing password for cumulus.

Current password: cumulus

New password: <new_password>

Retype new password: <new_password>

2. ¥97 Cumulus Linux hiRA: net show system

cumulus@cumulus:mgmt:~$ net show system

Hostname......... cumulus

Build............ Cumulus Linux 4.4.3
Uptime........... 0:08:20.860000
Model............ Mlnx X86

CPU. ... x86 64 Intel Atom C2558 2.40GHz
Memory....eeuue.. 8GB

DisK.vueweeeueonan 14.7GB

ASIC. . v ieieennnn Mellanox Spectrum MT52132
Ports............ 16 x 100G-QSFP28

Part Number...... MSN2100-CB2FC

Serial Number.... MT2105T05177

Platform Name.... x86 64-mlnx x86-r0
Product Name..... MSN2100

ONIE Version..... 2019.11-5.2.0020-115200
Base MAC Address. 04:3F:72:43:92:80
Manufacturer..... Mellanox

3. EEEFAHNR. IPtiiit, FRIIBMBIARRK, HHNENRRIABEERITHQ/SSHREREA L.

@ Cumulus Linux A E DR E— N T ANUKNERKO, ¥ ethoo LEOLIIA
FHIMNEE, RINBERT, EEZOGEA DHCPv4 #H1THIE S B,

(D =HesFBEATHE O . #S () SEkASCI FH.
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cumulus@cumulus:mgmt:~$ net add hostname swl
cumulus@cumulus:mgmt:~$ net add interface ethO ip address
10.233.204.71

cumulus@cumulus:mgmt:~$ net add interface eth0 ip gateway
10.233.204.1

cumulus@cumulus:mgmt:~$ net pending

cumulus@cumulus:mgmt:~$ net commit

LR S FEMER LA TRIN: /etc/hostname F “/etc/hosts X 15,

4. BEIAENGZ. IP inb, FRIFBARIAR X EEH.

cumulus@swl:mgmt:~$ hostname swl

cumulus@swl:mgmt:~$ ifconfig ethO

eth0: flags=4163<UP,BROADCAST, RUNNING,MULTICAST> mtu 1500

inet 10.233.204.71 netmask 255.255.254.0 Dbroadcast 10.233.205.255
inet6 fe80::bace:f6ff:fel9:1df6 prefixlen 64 scopeid 0x20<link>
ether b8:ce:f6:19:1d:f6 txqueuelen 1000 (Ethernet)

RX packets 75364 bytes 23013528 (21.9 MiB)

RX errors 0O dropped 7 overruns 0 frame 0

TX packets 4053 Dbytes 827280 (807.8 KiB)

TX errors 0 dropped 0 overruns 0 carrier 0 collisions 0 device
memory 0Oxdfc00000-dfclffff

cumulus@swl: :mgmt:~$ ip route show vrf mgmt
default via 10.233.204.1 dev ethO
unreachable default metric 4278198272

10.233.204.0/23 dev eth0 proto kernel scope link src 10.233.204.71
127.0.0.0/8 dev mgmt proto kernel scope link src 127.0.0.1

5. ECHWL LR E A, BT BIKAN NTP RS,
a. A MBI

cumulus@swl:~$ cat /etc/timezone

b. B EMAIX:

cumulus@swl:~$ sudo dpkg-reconfigure --frontend noninteractive
tzdata

c. BWINES RN



cumulus@switch:~$ date +%2Z

d. EFASISEASIRENK, BHETUTHL:

cumulus@swl:~$ sudo dpkg-reconfigure tzdata

e. HRIFECE KIS E IR

cumulus@switch:~$ sudo date -s "Tue Oct 28 00:37:13 2023"

f SR A R Py SR EIR B AR R A E:

cumulus@switch:~$ sudo hweclock -w

g- WNBFE, BAMNTP IRSS2E:

cumulus@swl:~$ net add time ntp server <cumulus.network.ntp.org>
iburst

cumulus@swl:~$ net pending

cumulus@swl:~$ net commit

h. #3I\ “ntpd’ IEFE R4 _LIBETT:

cumulus@swl:~$ ps -ef | grep ntp
ntp 4074 1 0 Jun20 ? 00:00:33 /usr/sbin/ntpd -p
/var/run/ntpd.pid -g -u 101:102

i FEENTPRIZEO, BIABERT, NTP EHIREOR eth0o EAILURIN T AREEARR NTP
EiEO:

cumulus@swl:~$ net add time ntp source <src_int>
cumulus@swl:~$ net pending
cumulus@swl:~$ net commit

6. 223 Cumulus Linux 4.4.3:

cumulus@swl:mgmt:~$ sudo onie-install -a -i http://<web-
server>/<path>/cumulus-linux-4.4.3-mlx-amd64.bin

17



REIEFFE T, BT, BRI o

7. EENVIDIA SN21003 41

cumulus@swl :mgmt:~$ sudo reboot

8. KRKBEFK, HEMLUT GRUB REIAT, H7## 1 TEMNERE,
o Cumulus-Linux GNU/Linux
° ONIE: RERIERS
° MoRE
o Cumulus-Linux GNU/Linux
9. BESFB1E4FR,

10. i5#8IA Cumulus Linux R4/ 4.4.3: net show version

18

cumulus@swl :mgmt:~$ net show version
NCLU_VERSION=1.0—C14.4.3uO

DISTRIB ID="Cumulus Linux"

DISTRIB RELEASE=4.4.3
DISTRIB_DESCRIPTION="Cumulus Linux 4.4.3"

. IB— AR HIEZARRMNE “sudo BliF, ZAF(NEEHIG/SSHRIFEREEN.

sudo adduser --ingroup netedit admin



cumulus@swl :mgmt:~$ sudo adduser --ingroup netedit admin
[sudo] password for cumulus:

Adding user 'admin'

Adding new user 'admin' (1001) with group "netedit'
Creating home directory '/home/admin'

Copying files from '/etc/skel'

New password:

Retype new password:

passwd: password updated successfully

Changing the user information for admin

Enter the new value, or press ENTER for the default
Full Name []:

Room Number []:

Work Phone []:

Home Phone []:

Other []:

Is the information correct? [Y/n] y

cumulus@swl:mgmt:~$ sudo adduser admin sudo
[sudo] password for cumulus:

Adding user “admin' to group " sudo'

Adding user admin to group sudo

Done.

cumulus@swl :mgmt:~$ exit

logout

Connection to 10.233.204.71 closed.

[admin@cycrh6sv101l ~]$ ssh admin@10.233.204.71
admin@10.233.204.71's password:

Linux swl 4.19.0-cl-1-amd64 #1 SMP Cumulus 4.19.206-1+cl4.4.1ul
(2021-09-09) x86 64

Welcome to NVIDIA Cumulus (R) Linux (R)

For support and online technical documentation, visit
http://www.cumulusnetworks.com/support

The registered trademark Linux (R) is used pursuant to a sublicense
from LMI, the exclusive licensee of Linus Torvalds, owner of the
mark on a world-wide basis.

admin@swl:mgmt:~$

Cumulus Linux 5.4.0
1. BRENZI MM

BRERTINEEZEARAF Z/ZER cumulus/cumulus, “sudo $51%,

19



20

cumulus login: cumulus

Password: cumulus

You are required to change your password immediately (administrator

enforced)

Changing password for cumulus.

Current password: cumulus

New password: <new_password>

Retype new password: <new_password>

2. 97 Cumulus Linux fRZ&: nv show system

cumulus@cumulus:mgmt:~$ nv show system

operational

applied

description

hostname
build
uptime

timezone

cumulus
Cumulus
6 days,
Etc/UTC

cumulus
Linux 5.3.0 system build version
8:37:36 system uptime

system time zone

3. EEEEANZ. IPihit, FRIIBIAMBIARRK, HHNENRRABEERITHG/SSHREREA SEK.

@ Cumulus Linux IR E/VMRE— N EBARNUKMERRKO, ¥ etho. EOEIIE
FHINEE, RINBERT, BIBEOFER DHCPv4 #1Titht 53 B,

(D =HEFBEATHE O . #S () SEkASCIFH.

cumulus@cumulus :mgmt

cumulus@cumulus :mgmt :

10.233.204.71/24

cumulus@cumulus :mgmt :

10.233.204.1

cumulus@cumulus :mgmt :

cumulus@cumulus :mgmt :

:~$ nv

~$ nv

~S nv

set system hostname swl
set interface eth0O ip address

set interface eth0 ip gateway

config apply
config save

LA S 2 RIHMERLLTRRIN: /etc/hostname 1 “/etc/hosts X {5o

4. BEIAENE. IP ik, FRIFEIBAMEIAR X EEH.



cumulus@swl :mgmt:~$ hostname swl

cumulus@swl:mgmt:~$ ifconfig ethO

ethO: flags=4163<UP,BROADCAST, RUNNING, MULTICAST> mtu 1500

inet 10.233.204.71 netmask 255.255.254.0 Dbroadcast 10.233.205.255
inet6 fe80::bace:f6ff:fel9:1df6 prefixlen 64 scopeid 0x20<link>
ether b8:ce:f6:19:1d:f6 txgqueuelen 1000 (Ethernet)

RX packets 75364 bytes 23013528 (21.9 MiB)

RX errors 0 dropped 7 overruns 0 frame O

TX packets 4053 Dbytes 827280 (807.8 KiB)

TX errors 0 dropped 0 overruns 0 carrier 0 collisions 0 device
memory 0Oxdfc00000-dfclffff

cumulus@swl: :mgmt:~$ ip route show vrf mgmt

default via 10.233.204.1 dev ethO

unreachable default metric 4278198272

10.233.204.0/23 dev eth0 proto kernel scope link src 10.233.204.71
127.0.0.0/8 dev mgmt proto kernel scope link src 127.0.0.1

S. R LIgERX. BE. BIEF NTP ARS8,
a. RERKX:

cumulus@swl:~$ nv set system timezone US/Eastern
cumulus@swl:~$ nv config apply

b. EHINEHRIRIEIX

cumulus@switch:~$ date +%2Z

c. ZFEA5ISARSRENK, BETUTHL:

cumulus@swl:~$ sudo dpkg-reconfigure tzdata

d. HRIEFCERF XIS BRI

cumulus@swl:~$ sudo date -s "Tue Oct 28 00:37:13 2023"

e FFARMHES Py H AT EIR B N REA R FRYE

cumulus@swl:~$ sudo hwclock -w



f. WNBEEE, &R NTP R385

cumulus@swl:~$ nv set service ntp mgmt listen ethO
cumulus@swl:~$ nv set service ntp mgmt server <server> iburst on
cumulus@swl:~$ nv config apply

cumulus@swl:~$ nv config save

ESRRIRENE"NTP RSS2 ECE SNVIDIA SN2100 TRV A RS, "EZIFEEN T
g- #iA ‘ntpd IETE RS LIBTT:
cumulus@swl:~$ ps -ef | grep ntp

ntp 4074 1 0 Jun20 ? 00:00:33 /usr/sbin/ntpd -p
/var/run/ntpd.pid -g -u 101:102

h. {8ENTPRIZEO. ZABERT, NTP EHERIEOR eth0o EAILURIN T AREERREA NTP
B0

cumulus@swl:~$ nv set service ntp default listen <src_int>
cumulus@swl:~$ nv config apply

6. 223 Cumulus Linux 5.4.0:

cumulus@swl :mgmt:~$ sudo onie-install -a -i http://<web-
server>/<path>/cumulus-linux-5.4-mlx-amdé64.bin

LTRIEFFIETE. HIUETRE, EHA yo

7. EENVIDIA SN210033##],:

cumulus@swl :mgmt:~$ sudo reboot

8. LB, HHILT GRUB RREIAI, E/NHITERNER,
o Cumulus-Linux GNU/Linux
° ONIE: RZEBRIERR
° MoRE
o Cumulus-Linux GNU/Linux
0. EESR1E4ER,
10. i5#3IA Cumulus Linux lR4</9 5.4.0: nv show system
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. #WiAs I

12. glg—

cumulus@cumulus:mgmt:~$ nv show system

operational

hostname
build
uptime

timezone

applied

6 days,
Etc/UTC

RES TR AEE:

Linux 5.4.0
13:37:36

cumulus@swl:mgmt:~$ net show 1lldp

LocalPort Speed Mode
RemotePort

ethO 100M Mgmt
Eth110/1/29

swp2sl 25G Trunk/L2
ela

swpl5 100G BondMember
swplb

swpl6 100G BondMember
swpl6

RemoteHost

mgmt-swl

nodel

SW2

SW2

AR FHRZAFRMNE sudo’Flf. ZAFXEERIG/SSHS

sudo adduser --ingroup netedit admin

description

cumulus
system build version
system uptime

system time zone

FEREEY.

23
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cumulus@swl :mgmt:~$ sudo adduser --
[sudo] password for cumulus:

Adding user 'admin'

Adding new user 'admin' (1001) with
Creating home directory '/home/admi
Copying files from '/etc/skel'

New password:

Retype new password:

passwd: password updated successful
Changing the user information for a
Enter the new value, or press ENTER
Full Name []:

Room Number []:

Work Phone []:

Home Phone []:

Other []:

Is the information correct? [Y/n] y

ingroup netedit admin

group netedit'

n v

ly
dmin
for the default

cumulus@swl:mgmt:~$ sudo adduser admin sudo

[sudo] password for cumulus:
Adding user “admin' to group " sudo'
Adding user admin to group sudo
Done.

cumulus@swl :mgmt:~$ exit

logout

Connection to 10.233.204.71 closed.

[admin@cycrh6sv101l ~]$ ssh admin@10
admin@10.233.204.71's password:

.233.204.71

Linux swl 4.19.0-cl-1-amd64 #1 SMP Cumulus 4.19.206-1+4+cl4.4.1ul

(2021-09-09) x86 64
Welcome to NVIDIA Cumulus (R) Linux

For support and online technical do
http://www.cumulusnetworks.com/supp

The registered trademark Linux (R)
from LMI, the exclusive licensee of
mark on a world-wide basis.

admin@swl:mgmt:~$

13. AINEMAFRAUMERSRBFIFE nv <.

(R)

cumentation, visit

ort

is used pursuant to a sublicense
Linus Torvalds, owner of the



cumulus@swl :mgmt:~$ sudo adduser admin nvshow

[sudo] password for cumulus:

Adding user 'admin' to

group 'nvshow'

Adding user admin to group nvshow

Done.

E "NVIDIABFIKF " THREZER.

Cumulus Linux 5.11.0

B3 xhxxjﬁﬁh

BRERZENE, EEHMABPR/Z5S cumulus/cumulus, “sudo 1%

cumulus login: cumulus
Password: cumulus

You are required to change your password immediately (administrator

enforced)

Changing password for cumulus.

Current password: cumulus

New password: <new_password>

Retype new password: <new_password>

2. ¥97 Cumulus Linux iRA: nv show system

cumulus@cumulus:mgmt:~$ nv show system

description

operational applied
hostname cumulus
build Cumulus
uptime 6 days,
timezone Etc/UTC

Linux 5.4.0
8:37:36

cumulus
system build version
system uptime

system time zone

3. EEXME. IPtthit, FRUBIIFEINNK, HNENEREEEREHIQ/SSHRIERASEK.

@ Cumulus Linux A=/ DR H—

O  znesFEERTIE O

NERANUAMERRO, ¥ ethoo LEOEIIA
FHINEE, FIABERT, ”‘:EEE%EI@FH DHCPv4 #1753 Fc,

. M= () ZLIEASCIH FEF&.
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cumulus@cumulus:mgmt:~$ nv unset interface eth0O ip address dhcp
cumulus@cumulus:mgmt:~$ nv set interface ethO ip address
10.233.204.71/24

cumulus@cumulus:mgmt:~$ nv set interface ethO ip gateway
10.233.204.1

cumulus@cumulus:mgmt:~$ nv config apply

cumulus@cumulus:mgmt:~$ nv config save

LR S FEMER LA TRIN: /etc/hostname F “/etc/hosts X 15,

4. BEIAENGZ. IP inb, FRIFBARIAR X EEH.

cumulus@swl:mgmt:~$ hostname swl

cumulus@swl:mgmt:~$ ifconfig ethO

eth0: flags=4163<UP,BROADCAST, RUNNING,MULTICAST> mtu 1500

inet 10.233.204.71 netmask 255.255.254.0 Dbroadcast 10.233.205.255
inet6 fe80::bace:f6ff:fel9:1df6 prefixlen 64 scopeid 0x20<link>
ether b8:ce:f6:19:1d:f6 txqueuelen 1000 (Ethernet)

RX packets 75364 bytes 23013528 (21.9 MiB)

RX errors 0O dropped 7 overruns 0 frame 0

TX packets 4053 Dbytes 827280 (807.8 KiB)

TX errors 0 dropped 0 overruns 0 carrier 0 collisions 0 device
memory 0Oxdfc00000-dfclffff

cumulus@swl: :mgmt:~$ ip route show vrf mgmt
default via 10.233.204.1 dev ethO
unreachable default metric 4278198272

10.233.204.0/23 dev eth0 proto kernel scope link src 10.233.204.71
127.0.0.0/8 dev mgmt proto kernel scope link src 127.0.0.1

S. RN LIS BERX. HEA. BYEF NTP ARS388.
a. IKENKX:

cumulus@swl:~$ nv set system timezone US/Eastern
cumulus@swl:~$ nv config apply

b. BEHINEH AR

cumulus@switch:~$ date +%Z

c. EFEA5ISRARTRENK, BETUTHS:



cumulus@swl:~$ sudo dpkg-reconfigure tzdata

d. {RIBFCE R XIS ERGETH:

cumulus@swl:~$ sudo date -s "Tue Oct 28 00:37:13 2023"

e R py HaEIRE N EA Y HRYE:

cumulus@swl:~$ sudo hweclock -w

L MMBEFE, ERMNNTP ARSS2E:

cumulus@swl:
cumulus@swl:
cumulus@swl:

cumulus@swl:

nv
nv
nv
nv

set service ntp mgmt listen ethO

set service ntp mgmt server <server> iburst on
config apply

config save

BEFAIREXE"NTP AR5 25E0E SNVIDIA SN2100 2l A %A, "BEIFHIEMN T

g #IA “ntpd IETE R R LIETT:

cumulus@swl:~$ ps -ef | grep ntp
ntp 4074
/var/run/ntpd.pid -g -u 101:102

1 0 Jun20 ? 00:00:33 /usr/sbin/ntpd -p

h. $8ENTPIRIZE. RBIABERT, NTP EANFEOR ethoo EEILURINTAREERFER NTP

B0

cumulus@swl:~$ nv set service ntp default listen <src_int>

cumulus@swl:~$ nv config apply

6. 223 Cumulus Linux 5.11.0:

cumulus@swl:mgmt:~$ sudo onie-install -a -i http://<web-

server>/<path>/cumulus-linux-5.11.0-mlx-amd64.bin

RERIEFTIE T E. HIRRET, B8N Yo

7. EENVIDIA SN210033##1.:
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cumulus@swl :mgmt:~$ sudo reboot

8. KRKHEFK, HEIMLUT GRUB REIXT, B/ TEMNERE,
o Cumulus-Linux GNU/Linux
° ONIE: RERIERS
° MaRE
o Cumulus-Linux GNU/Linux
9. BEESB1E4ER,
10. 3E#5IA Cumulus Linux kRZ<5 5.11.0:

nv show system

cumulus@cumulus:mgmt:~S nv show system

operational applied description
build Cumulus Linux 5.11.0
uptime 153 days, 2:44:16
hostname cumulus cumulus
product-name Cumulus Linux
product-release 5.11.0
platform x86 64-mlnx x86-r0
system-memory 2.76 GB used / 2.28 GB free / 7.47 GB total
swap-memory 0 Bytes used / 0 Bytes free / 0 Bytes total
health-status not OK
date-time 2025-04-23 09:55:24
status N/A
timezone Etc/UTC
maintenance
mode disabled
ports enabled
version
kernel 6.1.0-cl-1-amd64
build-date Thu Nov 14 13:06:38 UTC 2024
image 5.11.0
onie 2019.11-5.2.0020-115200

N WA I N REES SR AERE:



cumulus@swl:mgmt:~$ nv show interface 1l1ldp

LocalPort Speed Mode RemoteHost
RemotePort

ethO 100M eth mgmt-swl
Ethl110/1/14

swp2sl 25G Trunk/L2 nodel
ela

swplsl 10G sSWp SW2

ela

swp9 100G SWp sw3

eda

swpl0 100G SWp sw4

eda

swplb 100G SWp sSw5

swplb

swpl6 100G SWp Sw6

swpl6

& "NVIDIARFIKA"T RESER.

T—F2MH4?

7E Cumulus &, T %% Cumulus Linux &, &RILL......"&% 874k RCF 7",

L ONIE #&{ &% Cumulus Linux

HRXNIZITTE ONIE 120 TBY, IBIRBUT I BEZLLE Cumulus Linux (CL) 12{ERS,

@ Cumulus Linux (CL) #21ERF AT LATERIRAIETT Cumulus Linux 3% ONIE BYRE (S0
Cumulus IR Z%E") .

XFIAES

IS LME AR L2 IF1E (ONIE) &2 Cumulus Linux, ZHEBEAIFEAMNEREREFME, XEF
KLINETIRIERSAIEE (140 Cumulus Linux) RRIPRIBHIBARSIESR, £/ ONIE R2 Cumulus Linux £{8]
BWEAEBE A HTTP &2,

@ MREHNENZHS IPv6, BRRTIEEIETT Web BRS28. MMREMENZE IPv4, BHRERERT
Web AR$S28 290, EFIETT DHCP RS,

FIREERT BT ONIE BEifafAIAZ Cumulus Linux.

p
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- ¥ Cumulus Linux ZEXH T E| Web fRZ2BIBE R, EMBUILXH onie-installers

fE A AR ZR ENER E STHRAN BV E IR LUK M iR .o

FIAFRER, Y TE ONIE SRELEREFHB. KETHE, KiFEOPZHI Cumulus Linux &
IR To

@ B|REE Cumulus Linux BY, BN HRAREWESWIRIRHEE,

. EESN2100% L
cumulus@cumulus:mgmt:~$ sudo reboot
7£ GNU GRUB #% t1% Esc #RUFIEENEENITE, 7% ONIE H1% Enter &,
TEETRHNT—TREREL, %1% ONIE: REZRIFRS,
ONIE ZERFAIIIEZRIBITURRENLEIZEF. % Enter SFHHFLEIZ0#IZ,
HA MR R

ONIE:/ # onie-stop

discover: installer mode detected.

Stopping: discover...start-stop-daemon: warning: killing process 427:
No such process done.

INRIERIMLRIETEIZTT DHCP RSS, IBLIE IP ik, FRIFEREAMEINNXE S EEWSE:

ifconfig ethO



Bl

ONIE:/ # ifconfig ethO
ethO Link encap:Ethernet HWaddr B8:CE:F6:19:1D:F6
inet addr:10.233.204.71 Bcast:10.233.205.255
Mask:255.255.254.0
inet6 addr: fe80::bace:f6ff:fel9:1df6/64 Scope:Link
UP BROADCAST RUNNING MULTICAST MTU:1500 Metric:1
RX packets:21344 errors:0 dropped:2135 overruns:0 frame:0
TX packets:3500 errors:0 dropped:0 overruns:0 carrier:0
collisions:0 txqueuelen:1000
RX bytes:6119398 (5.8 MiB) TX bytes:472975 (461.8 KiB)
Memory:dfc00000-dfclffff

ONIE:/ # route

Kernel IP routing table

Destination Gateway Genmask Flags Metric Ref
Use Iface

default 10.233.204.1 0.0.0.0 UG 0 0
0 etho
10.233.204.0 % 255.255.254.0 U 0 0
0 ethO

10. 9N 1P MUt B RBFNENXH, BRITUUTIERIE:

ONIE:/ # ifconfig ethO 10.233.204.71 netmask 255.255.254.0
ONIE:/ # route add default gw 10.233.204.1

N EEPE 9 UPIEFHSES RS EERRBN.

12. 223 Cumulus Linux:
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ONIE:/ # route
Kernel IP routing table

ONIE:/ # onie-nos-install http://<web-server>/<path>/cumulus-linux-
4.4.3-mlx-amd64.bin

Stopping: discover... done.

Info: Attempting
http://10.60.132.97/x/eng/testbedN, svl/nic/files/cumulus-linux-4.4.3-
mlx-amd64.bin

Connecting to 10.60.132.97 (10.60.132.97:80)

installer 100% | *| 552M 0:00:00 ETA

13 REFTME, BRTHB:

Bl

cumulus login: cumulus

Password: cumulus

You are required to change your password immediately (administrator
enforced)

Changing password for cumulus.

Current password: cumulus

New password: <new_password>

Retype new password: <new_password>

14. IS Cumulus Linux kR :
net show version
o
vy (]
cumulus@cumulus:mgmt:~$ net show version
NCLU_VERSION=1.0—C14.4.3u4
DISTRIB ID="Cumulus Linux"

DISTRIB RELEASE=4.4.3
DISTRIB DESCRIPTION="Cumulus Linux 4.4.3"
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T EMHA?

7£ ONIE &=, T& % Cumulus Linux f§, &aTLL...... "I FHEE RCF BIZR"

LR ALK RCF iz
IR D RZRA AR RCF 7S,

FaZ Al
EREH AL RCF HIZAZ R, BHREMH EEEUTHMAE:

* B&L%E Cumulus Linux 4.4.3,

* IP st FRIERIFNRIAMXIET DHCP E X B FRECE,

Y71 RCF Rl Ak
B RCF AR B FEENEFMENA, SMERILIED BEEE,

* ££8¥. MSN2100-RCF-v1.x-Cluster
* 77fi5: MSN2100-RCF-v1.x-77f#

() UTREBBETT M TR AER N RCF Iz,

@ TGS mBERIRAEIE 1P #itk 10.233.204.71, FMIE 255.255.254.0 FZRIAR

10.233.204.1,

S
1. B/RSN210033#E A _EAYRT AR :

net show interface all
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Bl

cumulus@cumulus:mgmt:~$ net show interface all

State Name Spd MTU Mode LLDP Summary

ADMDN swpl N/A 9216 NotConfigured
ADMDN  swp2 N/A 9216 NotConfigured
ADMDN  swp3 N/A 9216 NotConfigured
ADMDN swp4 N/A 9216 NotConfigured
ADMDN  swpb N/A 9216 NotConfigured
ADMDN  swpb6 N/A 9216 NotConfigured
ADMDN swp7 N/A 9216 NotConfigure

ADMDN swpS8 N/A 9216 NotConfigured
ADMDN  swp9 N/A 9216 NotConfigured
ADMDN swplO N/A 9216 NotConfigured
ADMDN swpll N/A 9216 NotConfigured
ADMDN swpl2 N/A 9216 NotConfigured
ADMDN swpl3 N/A 9216 NotConfigured
ADMDN swpl4 N/A 9216 NotConfigured
ADMDN swpl5 N/A 9216 NotConfigured
ADMDN swpl6 N/A 9216 NotConfigured

2. ¥% RCF Python fiZs & &I 5 324241 :

admin@swl :mgmt:~$ pwd

/home/cumulus

cumulus@cumulus:mgmt:~$ ed /tmp

cumulus@cumulus:mgmt:/tmp$ scp <user>@<host:/<path>/MSN2100-RCF-vl.8-

Cluster

ss0login@10.233.204.71's password:

MSN2100-RCF-v1.8-Cluster 100% 8607 111.2KB/s
00:00

3. FZA RCF Python fiiZs MSN2100-RCF-v1.8-Cluster:
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cumulus@cumulus:mgmt:/tmp$ sudo python3 MSN2100-RCF-vl.8-Cluster

[sudo] password for cumulus:

Step

1: Creating the banner file
Step 2: Registering banner message
Step 3: Updating the MOTD file
Step 4: Ensuring passwordless use of cl-support command by admin
Step 5: Disabling apt-get
Step 6: Creating the interfaces
Step 7: Adding the interface config
Step 8: Disabling cdp
Step 9: Adding the 1lldp config
Step 10: Adding the RoCE base config
Step 11: Modifying RoCE Config
Step 12: Configure SNMP
Step 13: Reboot the switch

RCFHIZAZTeR LIRS,

()  CRBIEMFARAL RCF Python M, WEREHEA "NetApp 245" SR8,
4 B2 M REFRMNEAEE X REEFTA. B0 S nANRE RSN EXEAESE S
B LS R
5. B EEIERE:

net show interface all
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cumulus@cumulus:mgmt:~$ net show interface all

State Name Spd MTU Mode LLDP Summary
DN swplsO N/A 9216 Trunk/L2 Master:
bridge (UP)
DN swplsl N/A 9216 Trunk/L2 Master:
bridge (UP)
DN swpls?2 N/A 9216 Trunk/L2 Master:
bridge (UP)
DN swpls3 N/A 9216 Trunk/L2 Master:
bridge (UP)
DN swp2s0 N/A 9216 Trunk/L2 Master:
bridge (UP)
DN swp2sl N/A 9216 Trunk/L2 Master:
bridge (UP)
DN SWp2s2 N/A 9216 Trunk/L2 Master:
bridge (UP)
DN swp2s3 N/A 9216 Trunk/L2 Master:
bridge (UP)
UP swp3 100G 9216 Trunk/L2 Master:
bridge (UP)
UP swpé 100G 9216 Trunk/L2 Master:
bridge (UP)
DN swp5 N/A 9216 Trunk/L2 Master:
bridge (UP)
DN SWp6 N/A 9216 Trunk/L2 Master:
bridge (UP)
DN swp7 N/A 9216 Trunk/L2 Master:
bridge (UP)
DN swp8 N/A 9216 Trunk/L2 Master:
bridge (UP)
DN swp9 N/A 9216 Trunk/L2 Master:
bridge (UP)
DN swplO0 N/A 9216 Trunk/L2 Master:
bridge (UP)
DN swpll N/A 9216 Trunk/L2 Master:
bridge (UP)
DN swpl2 N/A 9216 Trunk/L2 Master:
bridge (UP)

DN swpl3 N/A 9216 Trunk/L2 Master:



bridge (UP)

DN swpl4d N/A 9216
bridge (UP)

UP swplb N/A 9216
bond 15 16 (UP)

UP swpl6 N/A 9216

bond 15 16 (UP)

Trunk/L2

BondMember

BondMember

cumulus@cumulus:mgmt:~$ net show roce config

RoCE mode.......... lossless
Congestion Control:
Enabled SPs.... 0 2 5
Mode........... ECN
Min Threshold.. 150 KB
Max Threshold.. 1500 KB

PFC:

Status......... enabled

Enabled SPs.... 2 5

Interfaces......... swplO0-16, swpls0-3, swp2s0-3, swp3-9
DSCP 802.1p switch-priority

012 345¢67

8 9 10 11 12 13 14 15
16 17 18 19 20 21 22 23
24 25 26 27 28 29 30 31
32 33 34 35 36 37 38 39
40 41 42 43 44 45 46 47
48 49 50 51 52 53 54 55
56 57 58 59 60 61 62 63

switch-priority TC ETS

01 3 467 0 DWRR 28%
2 2 DWRR 28%
5 5 DWRR 43%

6. FiZHEAPRASENER:

net show interface pluggables

~ o U b W DN B O

~ o U b W DN B O

Master:

Master:

Master:
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7.

8.

38

Bl

cumulus@cumulus:mgmt:~$ net show interface pluggables
Interface Identifier Vendor Name Vendor PN
Vendor Rev

swp3 Ox11 (QSFP28) Amphenol 112-00574

APF20379253516 BO

swp4 0x11 (QSFP28) AVAGO 332-00440
AQ

swplb 0x11 (QSEFP28) Amphenol 112-00573

APF21109348001 BO

swpl6 Ox11 (QSFP28) Amphenol 112-00573

APF21109347895 BO

NI RE S BRI A iERE:
net show 1lldp

Bl

cumulus@cumulus:mgmt:~5 net show 1lldp

LocalbPort Speed Mode RemoteHost
swp3 100G Trunk/L2 swl

swp4 100G Trunk/L2 SW2

swplb 100G BondMember swl3

swpl6 100G BondMember swl4

WEER LR IR ORNETR,
a. WIFEHPMET RN e0d It AR EBERABEITRTRIF:

network port show -role cluster

Vendor SN

AF1815GU05Z

RemotePort



Bl

clusterl::*> network port show -role cluster

Node: nodel

Ignore

Speed (Mbps) Health
Health
Port IPspace Broadcast Domain Link MTU Admin/Oper Status
Status
e3a Cluster Cluster up 9000 auto/10000
healthy false
e3b Cluster Cluster up 9000 auto/10000

healthy false

Node: node?2

Ignore

Speed (Mbps) Health
Health
Port IPspace Broadcast Domain Link MTU Admin/Oper Status
Status
e3a Cluster Cluster up 9000 auto/10000
healthy false
e3b Cluster Cluster up 9000 auto/10000

healthy false

a. MEBIIEHANBIREINR (XAREAR BRI sw2, EH LIF 2BY3UE e0d) o



Bl

clusterl::*> network device-discovery show -protocol 1lldp

Node/ Local
Protocol Port
nodel/11ldp
e3a
e3b
node2/11dp
e3a
e3b

Discovered

Device (LLDP: ChassisID) Interface Platform

swl (b8:ce:f6:19:1a:7e) swp3 =
sw2 (b8:ce:f6:19:1b:96) swp3 =
swl (b8:ce:f6:19:1a:7e) swpé -
sw2 (b8:ce:f6:19:1b:96) swp4 =

clusterl::*> system switch ethernet show -is-monitoring-enabled

-operational true
Switch
Model

swl
MSN2100-CB2RC

Serial Number:

Is Monitored:
Reason:

Software Version:

Mellanox

Version Source:

SW2
MSN2100-CB2RC

Serial Number:
Is Monitored:
Reason:

Software Version:

Mellanox

Version Source:

T—FEHA?
LENAR RCF 5, EAILL......"&L% CSHM X",

40

Type Address

cluster—-network 10.233.205.90

MNXXXXXXGD
true
None

Cumulus Linux version 4.4.3 running on

Technologies Ltd. MSN2100

LLDP
cluster—-network 10.233.205.91
MNCXXXXXXGS
true
None

Cumulus Linux version 4.4.3 running on

Technologies Ltd. MSN2100
LLDP
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LRI LUAKM A HA (2 R i 2R BC B S

BERIBLIT P B RIEER TNVIDIASEE SR B UKW A A BRI R i BV BC B S o
XEFNESEHE:!

+ MSN2100-CB2FC
+ MSN2100-CB2RC
» X190006-PE

» X190006-PI

()  ==ESBEAETONTAP 9.10.1 RERAE,

FaZ i
* BITUTHSHIARTEE THAEE XY “system switch ethernet show HFI0EEHNEI S EE B EHith"ik
I,

MRVAREXME, EREEMNAETOTHER”, BEKRNetAppszHi,

* IBHIRONTAPE R E BN F ETEIE T,
* [BF SSH LA CSHM HRIFrEThiEE.
* 7&F% “/mroot/etc/cshm_nod/nod_sign/ FAET R LHIBER:

a. #HATIR shell:
system node run -node <name>

b. R B ERANR :
priv set advanced

C. JIHELE X, ‘letc/cshm_nod/nod_sign' BR. MNREREFEEARGCSRENH, WRFIEXHESE.
1s /etc/cshm nod/nod sign

d. PR S FmERERYASIRN B S 3T R AIFR B BLE S 1o

Z'EI:%,@X%E , 1BHER EEYIHHNRZIFESHFAEREXH, AR THAREXERSHRHMIENX

rm /etc/cshm nod/nod sign/<filename>

a. BIAEMFHNEEXHEREERTF:!

ls /etc/cshm nod/nod sign

p

1. RIBMENAIONTAPARZA T H A KMRH R IS ITERACE zip X o ZXHRITMULTFIEIREL: "NVIDIALL
AR TTo
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a. 7ENVIDIA SN2100 B4 T & i@ L, %#F Nvidia CSHM X4,

b. FIEBETVMNIR AL, EHPERERTHER,

¢ ARLAPWHMNIEL, RhERERTRE, ARRETRRHUL

d. 7 Nvidia CSHM X% - THIE L, EFEANREN . UTXHaIHTE:

ONTAP 9.15.1 E Sk
« MSN2100-CB2FC-v1.4.zip

* MSN2100-CB2RC-v1.4.zip
* X190006-PE-v1.4.zip
* X190006-PI-v1.4.zip

ONTAP 9.11.1 £ 9.14.1
*+ MSN2100-CB2FC_PRIOR_R9.15.1-v1.4.zip

« MSN2100-CB2RC_PRIOR_R9.15.1-v1.4.zip
« X190006-PE_PRIOR_9.15.1-v1.4.zip
« X190006-P|_PRIOR_9.15.1-v1.4.zip

1. RENS zip X EEZEAIRER Web BRSS 28,
2. NEEFHMENONTAPR AL IEAIER L E.

set -privilege advanced

3. BT R EITSRECEN L.

clusterl::> system switch ethernet configure-health-monitor

4. 1EHINERIONTAPhR A S < i H B E LUA T XX AES

ONTAP 9.15.1 REE AR
LUK R S IE B R ERL B XS,

ONTAP 9.11.1 & 9.14.1
SHM B ZEEEX 4,

ONTAP 9.10.1
CSHMTH B EMINE,

NREEHIR, BEXRNetAppZHFo

1. FFUARMZRN R M8 EIRIFEE, ZafREahE
ethernet polling-interval show' 752 F—% Z &ilo
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‘system switch



2. i&=17%#<% “system switch ethernet configure-health-monitor show ZEONTAPZ&ZiH, MR E A IR

M, FEBITFEISEAN True, FHISFEARETR Unknown,

clusterl::> system switch ethernet configure-health-monitor show

TS RHtA?
R CSHM XH/E, ERI..... BB SRS
¥ SN2100 FEIRHNEE A FIARE
ZK SN2100 FER IR EE A FONRE:!

* ¥F Cumulus Linux 5.10 ZERhrA, EEILLNZA Cumulus BRER,
* 3F Cumulus Linux 5.11 REERE, EAJLIEEA nv action reset system factory-default §5<

EXFIES
* RATE R R I B E 3 B35
* {SAIRE root BRI A BEER sudo THiRIER .

() Bz Cumulus Linux B S(E8, IEBH'NVIDIA SN21005 LI ¢ 25 TR
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T 2. I
Cumulus Linux 5.10 & E R AR

1. M Cumulus =H8, AU TE< TSN EFBEERMEREATIP, onie-install -a -i'fFHE
SRR BT, fI40:

cumulus@swl:mgmt:~$ sudo onie-install -a -i http://<web-
server>/<path>/cumulus-1linux-5.10.0-mlx-amdé64.bin

2. RERFHETH. SEGTHEHARIESE, SRTHIARERN, BNy
3. ENRITRNIAREH R

sudo reboot

cumulus@swl:mgmt:~$ sudo reboot

@ RN EFBEIFHENIRIR A LR, XFE—LENE, RETME, KRNERH
RIFEZRS. log-in XA,

Cumulus Linux 5.1 XEERRZA
1. BERBNEENH RINKEHNIRFAEERE. RAXHNBEEXH, BE1T:

nv action reset system factory-default

f5an:

cumulus@switch:~$ nv action reset system factory-default

This operation will reset the system configuration, delete the log
files and reboot the switch.

Type [y] continue.

Type [n] to abort.

Do you want to continue? [y/n] y

BZFINVIDIA " E H 12 B "B ZFEBS RIS,

T—%
FEFRLE, CALN SRS REBEER,
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EFZ3HRA

B1EMERIENIM Cisco)iT#% ZINVIDIA) SN2100 7FiE3HEA]

AT LU ONTAPE B4 |IHAY Ciscoi M EFZ ZINVIDIA SN2100 FER .. Xe—1

IR IE YT AR

HEEK
SFFLATRAESHAN -

» CiscoNexus 9336C-FX2

» CiscoNexus 3232C

* &0l "Hardware Universe"B X #FMin O M EELE R TEIFMES.
FG 2 /i
mMEEEEGU TR

 MESEEEEWMEHEEIET.

* FEEFEHEODLATFABRES, URFEEITAHR,

* NVIDIA SN2100 #FfE3 N EECEFTITEERMMRZSAY Cumulus Linux &, HNBATSZEEXH

(RCF)o
* NEFENSEENT:
° {EARIANCiscor MR TR BThaE T £ HINetAppEEEE,
° f|HFCiscoRIEMMFTF AN N E IR EZAIEFI & 1718,
° FRETFEPRSHIER LIF B FEFROL,
° ISLIHABEREA, HBABEIHRCiscosAMFARIIRM 2 BIIEE T &4,
* &N "Hardware Universe"B X ZHFHiG AR ERENTRZIFHAES.
* NVIDIA SN2100 3334 A —Leim OB E J9 LA 100 GbE 11T,
c BEME. FREHIEER T MTTEZINVIDIA SN2100 73S HEHAY 100 GbE EiZ,

TS 3N

E SNl
7EUtkZF2h, {ERCisco Nexus 9336C-FX2 173 ENREIs S L,

AARRBRGIER LT AR man &N :

* B M Cisco Nexus 9336C-FX2 T2 ELSH ST S2,
* FTEINVIDIA SN2100 FERIENEL S sw1 Fl sw2,
* BE9 5 node1 1 node2,

* a1 ERIERE LIF 234 nodet_clus1 # node1_clus2, Tim 2 FHIEEE LIF 9305 node2 clus1

node2 _clus2.
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* X “cluster1::*> prompt $SREEFZ FFo
I RERERMKIRO N _eba__e5b_s

* DXIHARBULTEIR: swp1s0-3, g0, swp1 EMEANDZimEAR5E swp1s0. swplst. swp1s2 Fl
swp1s3,

© BRG] S2 BRI sw2, REEIEA S1 BIRAIEN swio
c RBMAT RS S2 ZEIMBAS S2 MiEsE, HEMEES sw2,
c REMIAT RS S1 ZIEWELS S1 MiEE, HEMEED swi.
SBA: EETH
1. SNRB AT AutoSupport, M3&:diEEAutoSupport;d E3RFELE B ThBIERZEAF:
system node autosupport invoke -node * -type all -message MAINT=xh
Hr x FfirE OR9Hs4Eedial (heY) .
2. BRUREFBRANEER, HERTHRENEANY:
set -privilege advanced
HIMERRTRE (>) o
3. HES MEEZEONSERSITRS:

B mOENETNERBA, Statuso

PR 2 BEEELSMIKO

1. BRI imOEE:

storage port show
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clusterl::*> storage port show

Speed VLAN
Node Port Type Mode (Gb/s) State Status ID
nodel
e0c ENET storage 100 enabled online 30
e0d ENET storage 0 enabled offline 30
eba ENET storage 0 enabled offline 30
eS5b ENET storage 100 enabled online 30
node?2
e0c ENET storage 100 enabled online 30
e0d ENET storage 0 enabled offline 30
eba ENET storage 0 enabled offline 30
eS5b ENET storage 100 enabled online 30

clusterl::*>

2. FRAUTHS (MTRAE) BIESIM R ENE#EEOEEERUT AR EETNAFHEIIEN
network device-discovery show -protocol 11ldp

Bl

clusterl::*> network device-discovery show -protocol 1lldp

Node/ Local Discovered
Protocol Port Device (LLDP: ChassisID) Interface
Platform
nodel /11dp
elc S1 (7c:ad:4f:98:6d:£0) Ethl/1 -
e5b S2 (7c:ad:4f:98:8e:3¢) Ethl/1 -
node?2 /11dp
elc S1 (7c:ad:4f:98:6d:£f0) Ethl/2 -
e5b S2 (7c:ad:4f£:98:8e:3¢) Ethl/2 -

3. 7EZRM| S1 /1 82 L, ERALUTHLHRFMHEOMMIIZUTAERE (MNKIRNNAERE) .

show 1ldp neighbors



Bl

S1# show 1lldp neighbors

Capability Codes: (R) Router, (B) Bridge, (T) Telephone, (C) DOCSIS
Cable Device,
(W) WLAN Access Point, (P) Repeater, (S) Station

(O) Other

Device-1ID Local Intf Holdtime Capability

Port ID

nodel Ethl/1 121 S

elc

node?2 Ethl/2 121 S

elc

SHFGD1947000186 Ethl/10 120 S
ela

SHEGD1947000186 Ethl/11 120 S
ela

SHEGB2017000269 Ethl/12 120 S
ela

SHEFGB2017000269 Ethl1/13 120 S
ela

S2# show 1lldp neighbors

Capability Codes: (R) Router, (B) Bridge, (T) Telephone, (C) DOCSIS
Cable Device,
(W) WLAN Access Point, (P) Repeater, (S) Station

(O) Other

Device-1ID Local Intf Holdtime Capability
Port ID

nodel Ethl/1 121 S
e5b

node?2 Ethl/2 121 S
e5b

SHFGD1947000186 Ethl/10 120 S
eOb

SHFGD1947000186 Ethl/11 120 S
e0b

SHFGB2017000269 Ethl/12 120 S
eOb

SHEGB2017000269 Ethl1/13 120 S

eOb



4. 7R3 sw2 b, REEZFIEEEFEMEIHONT R85,
Eran
cumulus@sw2:~$ net add interface swpl-16 link down

cumulus@sw2:~$ net pending
cumulus@sw2:~$ net commit

O. BizHIZEMME BB T RfFiEm O MBI S2 BEFMHA sw2, fEFANVIDIA SN2100 XHHEZH B

45
6. ERIEN sw2 £, BEnEER T AFEiEimOMEEERNRO.
Eraan
cumulus@sw2:~$ net del interface swpl-16 link down

cumulus@sw2:~$ net pending
cumulus@sw2:~$ net commit

7. N ERAERE, BHINENT 2 LNEMEIRE O MER TR AT 75 UEEE SR
network device-discovery show -protocol 1lldp

Bl

clusterl::*> network device-discovery show -protocol 1lldp

Node/ Local Discovered
Protocol Port Device (LLDP: ChassisID) Interface Platform
nodel /11dp
elc S1 (7c:ad:4f:98:6d:£0) Ethl/1 -
e5b sw2 (b8:ce:f6:19:1a:7e) swpl -
node?2 /11dp
elc S1 (7c:ad:4f:98:6d:£0) Ethl/2 -
ebb sw2 (b8:ce:f6:19:1a:7e) sSwWp2 =

8. JFIIEMRIHCEM

storage port show



Bl

clusterl::*> storage port show

State

Node Port Type
nodel
e0c ENET
e0d ENET
ebSa ENET
eb5b ENET
node?2
e0c ENET
e0d ENET
eba ENET
eS5b ENET

clusterl::*>

storage
storage
storage
storage

storage
storage
storage
storage

9. 7R3 sw2 £, HINFIE T miFtEin N ERE:

50

net show interface

enabled
enabled
enabled
enabled

enabled
enabled
enabled
enabled

online
offline
offline

online

online
offline
offline
online

30
30
30
30

30
30
30
30



Bl

cumulus@sw2:~$ net show interface

State Name Spd MTU Mode LLDP

Summary

Up swpl 100G 9216 Trunk/L2 nodel (e5b)

Master: bridge (UP)

UP SWp2 100G 9216 Trunk/L2 node? (eb5b)

Master: bridge (UP)

UP swp3 100G 9216 Trunk/L2 SHFFG1826000112 (eOb)
Master: bridge (UP)

UP swp4 100G 9216 Trunk/L2 SHFFG1826000112 (eOb)
Master: bridge (UP)

UP sSwp5 100G 9216 Trunk/L2 SHFFG1826000102 (e0Ob)
Master: bridge (UP)

UP SWp6 100G 9216 Trunk/L2 SHFFG1826000102 (eOb)

Master: bridge (UP))

10. 72324 sw1 £, KENERERT S MEREFERONE O,

Bl

cumulus@swl:~$ net add interface swpl-16 link down
cumulus@swl:~$ net pending
cumulus@swl:~$ net commit

1. fEFANVIDIA SN2100 ZHFAVEH L4, FiTHIRRH0T R7Fflis QAR EM IR S1 B E/ATHRA

swi,

12. EXREN sw1 £, BohEEs TS FEin OMEEERRO,



Bl

cumulus@swl:~$ net del interface swpl-16 link down
cumulus@swl:~$ net pending
cumulus@swl:~$ net commit

18. N SHAERE, BRI TS LNEEIGEOMERTRUT A NEEDI IR
network device-discovery show -protocol 1ldp

Bl

clusterl::*> network device-discovery show -protocol 1lldp

Node/ Local Discovered
Protocol Port Device (LLDP: ChassisID) Interface
Platform
nodel /11dp

elc swl (b8:ce:f6:19:1b:96) swpl

e5b sw2 (b8:ce:f6:19:1a:7e) swpl
node?2 /11dp

elc swl (b8:ce:£f6:19:1b:96) SwWp2

ebb SW2 (b8:ce:f6:19:1a:7e) SwWp2

$IE 3. WitEcE

1. WIFRAREE:
storage port show

BN RO ETNERB. State  HEBHA Statuse
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clusterl::*> storage port show

State

Node Port Type
nodel
e0c ENET
e0d ENET
ebSa ENET
eb5b ENET
node?2
e0c ENET
e0d ENET
eba ENET
eS5b ENET

clusterl::*>

storage
storage
storage
storage

storage
storage
storage
storage

2. 7238 sw2 £, HINFIBE T miEfEin DN ERE:

net show interface

enabled
enabled
enabled
enabled

enabled
enabled
enabled
enabled

online
offline
offline

online

online
offline
offline
online

30
30
30
30

30
30
30
30
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cumulus@sw2:~$ net show interface

State Name Spd MTU Mode LLDP

Summary

Up swpl 100G 9216 Trunk/L2 nodel (e5b)

Master: bridge (UP)

UP SWp2 100G 9216 Trunk/L2 node? (eb5b)

Master: bridge (UP)

UP swp3 100G 9216 Trunk/L2 SHFFG1826000112 (eOb)
Master: bridge (UP)

UP swp4 100G 9216 Trunk/L2 SHFFG1826000112 (eOb)
Master: bridge (UP)

UP sSwp5 100G 9216 Trunk/L2 SHFFG1826000102 (e0Ob)
Master: bridge (UP)

UP SWp6 100G 9216 Trunk/L2 SHFFG1826000102 (eOb)

Master: bridge (UP))

3. WIAR NN RE D3 58N I T —FERE:

net show 1lldp
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AT RBIERT M KRIERLSR

cumulus@swl:~$ net show 1lldp

LocalPort Speed Mode RemoteHost RemotePort
swpl 100G Trunk/L2 nodel elc
SWp2 100G Trunk/L2 node2 elc
swp3 100G Trunk/L2 SHFFG1826000112 ela
swp4 100G Trunk/L2 SHFFG1826000112 ela
sSwp5 100G Trunk/L2 SHFFG1826000102 ela
SWp6 100G Trunk/L2 SHFFG1826000102 ela

cumulus@sw2:~$ net show 1lldp

LocalPort Speed Mode RemoteHost RemotePort
swpl 100G Trunk/L2 nodel ebb
SwWp2 100G Trunk/L2 node2 eb5b
swp3 100G Trunk/L2 SHFFG1826000112 elb
swp4 100G Trunk/L2 SHFFG1826000112 eOb
SwWp5 100G Trunk/L2 SHFFG1826000102 e0b
SWp6 100G Trunk/L2 SHFFG1826000102 elb

4. BRURAF K EIEER |
set -privilege admin
S MNREEEABICIERAFIThEE, H @I EMAAutoSupportiE S EH/E Ai%Ihae

system node autosupport invoke -node * -type all -message MAINT=END

F—HRHa
SHWLERSSERE, GAILL..... TRE S R A

EHENVIDIA SN2100 7ZfZ3HeA

A I A TRFEAINVIDIA SN2100 FERR N, XE— 1N ERIF Rz,
FroaZ Al

FENVIDIA SN2100 73] £ %3 Cumulus FR4H1 RCF Z &, iBHALR:

s IR Z T LA EENVIDIA SN2100 7753 HE .
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* R A B A & B EE,

() *HEEEAFEHEHRSE, LRGN EESR,

EFERINVIDIA SN21003 A A B 88 LU 454

© BEENKERER.

* [ERILAE AR & 1 R R AL

* Y5HEMNAY RCF # Cumulus & 1ERGIRGNEEIZTM £
* STHRABIFIETE HI B Fe Mo

EFHE

IS 2R 58 —PNVIDIA SN2100 fFAESIHRA] sw2 B JIFTHINVIDIA SN2100 3Z#EA]l nsw2, XN TR 71ZE
TRIANTR2,

TR

* FRAEERIFXE sw2o

* BRI sw2_ERYEB 4G,

© BINEEBEAEIR nsw2,

* IBIZSERIAN nsw2 _EVFREIREECE,

P$IE
1. aNRLERF B A T AutoSupport , NE@id & AutoSupportH B3N B oh o2 :

system node autosupport invoke -node * -type all - message MAINT=xh
x BHIPEORIFEREE, B4/,

2. BRPRRANEANER, FHERRSLEEAN y:
set -privilege advanced

3. REEMT RWONBERS, UHIASEMEIENIS189EE:

storage port show -port-type ENET
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Bl

clusterl::*> storage port

show -port-type ENET

Speed
Mode (Gb/s)

State

Node Port Type
nodel
e3a ENET
e3b ENET
e7a ENET
e7b ENET
node?2
e3a ENET
e3b ENET
e7a ENET
e7b ENET

clusterl::*>

4. WINFRER A sw1 B BRI A

network device-discovery show

storage 100
storage 0
storage 0
storage 100

storage 100
storage 0
storage 0
storage 100

-protocol 11ldp

enabled
enabled
enabled
enabled

enabled
enabled
enabled
enabled

online
offline
offline

online

online
offline
offline
online

30
30
30
30

30
30
30
30
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clusterl::*> network device-discovery show -protocol 1lldp

Node/ Local Discovered
Protocol Port Device (LLDP: ChassisID) Interface
Platform
nodel/11dp
eOM swl (00:ea:bd:68:0a:e8) Ethl/46
eOb sw2 (6c:b2:ae:5f:a5:b2) Ethernetl/16
elc SHFFG1827000286 (d0:39:ea:1c:16:92)
ela
ele sw3 (6c:b2:ae:5f:ab5:ba) Ethernetl/18
e0f SHEFFG1827000286 (00:a0:98:fd:ed4:a9)
e0b
elg swd (28:ac:9e:d5:4a:9c) Ethernetl/11
eOh swb (6c:b2:ae:5f:ab5:ca) Ethernetl/22
ela swo (00:f6:63:10:be:7c) Ethernetl/33
elb sw7 (00:£f6:63:10:be:7d) Ethernetl/34

ela sw8 (b8:ce:£f6:91:3d:88) Ethernetl/35
Press <space> to page down, <return> for next line, or 'g' to
quit...
10 entries were displayed.

5. 1&1T "net show interface’ FE TEAHRH EHITER S, HHINAIAB IR T SMFEHZE:

net show interface
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cumulus@swl:~$ net show interface

State Name Spd MTU Mode LLDP

Summary

UP swpl 100G 9216 Trunk/L2 nodel (e3a)

Master: bridge (UP)

UP SWp2 100G 9216 Trunk/L2 node? (e3a)

Master: bridge (UP)

UP swp3 100G 9216 Trunk/L2 SHFFG1826000112 (eOb)
Master: bridge (UP)

UP swp4 100G 9216 Trunk/L2 SHFFG1826000112 (eOb)
Master: bridge (UP)

UP SwWp5 100G 9216 Trunk/L2 SHFFG1826000102 (eOb)
Master: bridge (UP)

UP SWp6 100G 9216 Trunk/L2 SHFFG1826000102 (eOb)

Master: bridge (UP))

6. WBTFERSDR IO

storage shelf port show -fields remote-device, remote-port



Bl

clusterl::*> storage shelf port show -fields

port

shelf id remote-port
3.20 0 swp3

3.20 1 =

3.20 2 swp4

3.20 3 =

3.30 0 swpb5

3.20 1 =

3.30 2 SWp6

3.20 3 =

clusterl::*>

7. BEREER RIS Isw2RIFR B B

i1k
émo

8. JSFRE BA EIMERL B BRI nsw2,
0. BENNEFMT RIEORIETIRA:

remote-device

storage port show -port-type ENET

Bl

clusterl::*> storage port show -port-type ENET

Speed
(Gb/s)

State

remote-device,

remote-

node?2

clusterl::*>

10. BN SHRAI AT A -

60

Port Type
e3a ENET
e3b ENET
e7a ENET
e7b ENET
e3a ENET
e3b ENET
e7a ENET
e7b ENET

storage
storage
storage

storage

storage
storage
storage
storage

enabled
enabled
enabled
enabled

enabled
enabled
enabled
enabled

online
offline
offline

online

online
offline
offline

online

30
30
30
30

30
30
30
30



net device-discovery show —-protocol 1lldp

Bl

clusterl::*> network device-discovery show -protocol 1lldp

Node/ Local
Protocol Port
Platform

nodel/11ldp
eOM
elb
elc

ele
eOf

elg
eOh
ela
elb
e2a

Discovered

Device (LLDP: ChassisID) Interface
swl (00:ea:bd:68:6a:e8) Ethl/46

sw2 (6c:b2:ae:5f:ab:b2) Ethernetl/16
SHFFG1827000286 (d0:39:ea:1c:16:92)

ela
sw3 (6c:b2:ae:5f:ab:ba) Ethernetl/18
SHFFG1827000286 (00:a0:98:fd:ed4:a9)

eOb
swd (28:ac:9%9e:d5:4a:9c) Ethernetl/11
swb (6bc:b2:ae:5f:ab:ca) Ethernetl/22
sw6 (00:£6:63:10:be:7c) Ethernetl/33
sw7 (00:£f6:63:10:be:7d) Ethernetl/34
sw8 (b8:ce:f6:91:3d:88) Ethernetl/35

Press <space> to page down, <return> for next line, or 'qg' to

quit...

10 entries were displayed.

N. WEFERFEPNERRO:

storage shelf port show -fields remote-device, remote-port
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clusterl::*> storage shelf port show -fields remote-device, remote-

port

shelf id remote-port remote-device
3.20 0 swp3 swl

3.20 1 swp3 nsw2

3.20 2 swp4 swl

3.20 3 swp4 nsw2

3.30 0 swpb5 swl

3.20 1 swp5 nsw2

3.30 2 SWp6 swl

3.20 3 SWp6 nsw2

clusterl::*>

12. KR 5K EIE IR

pali

set -privilege admin
13. MNREELZABNEIERGIThEAE, 158 iEBEAutoSupport;d B BB BiZIN8E:

system node autosupport invoke -node * -type all -message MAINT=END

T—EH4?
EMAXGE, &L EERRRESEE",
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