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* 1FH FASTPATH FIONTAPARZS,

ESNERZRNERERME. "NetApp CN1601 #1 CN1610 324" A% H 7 24587 FASTPATH
FONTAPARZS,
223t FASTPATH

TS BERER R Data ONTAP 8.2 i&%, Ft, 58 Vserver. LIF Z#F#0 CLI faitH 5Data ONTAP 8.3 Ry
KEl,

RCF # FASTPATH hRAFRRYan < 1EA R BEFE A LRI K Ro

KT
ARAEFRIRBIER A T AR T R 2 AN

* X ENetAppaZ 2 52E cs1 F cs2,
* X ME LIF 9512 clus1 # clus2,
* EPAIRSS 2879 vs1 F vs2,
* X “cluster::*> prompt IEREEE R
c FT R LENEHEODmRA ela fl e2a,
"Hardware Universe"8 8B X EHF A ZIFMNEREHIEOMNEZER,
© THEFHIIHRANEIFERR (ISL) A 0/13 = 0/16o
s TENTSEZENIRO 0/1 E 0/12,
S TEER
1. WNERIEEE* B2 T AutoSupport , NIEd & A AutoSupport;H B 3&iNEI B sh e ZE 2= :

system node autosupport invoke -node * -type all - message MAINT=xh
x BHEIPE OB E, B8,
@ AutoSupportH RSB A TR AIFESS, LUETLRE ORI B el =6,

2. UBEERSMHERTHIN. RIAMBERTREEN, £ (cs2) #1R, BN enable’ i<, BRI, HIAE
T RBER XFERA LSRN EXEC 183, MMECEMLZ O,

vl
(cs2) # enable

Password (Enter)
(cs2) #
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3 A M RBERIG £, ¥ clus2 THEEIRO ela:

network interface migrate

Bl

cluster::*> network interface migrate -vserver vsl -1if clus2

-destnode nodel -dest-port ela

cluster::*> network interface migrate -vserver vs2 -1if clus2

—-destnode node2 -dest-port ela

4 EEIMTRNEREE, BIBIBESE

network interface show

U TRBIZFREA clus2 BEXEZRHE I TR LR ela imO:

Bl

cluster:

Vserver

false
vs2

false

:*> network

Logical
Interface

clusl

clus?2

clusl

clus2

HUE 2: Zit FASTPATH %4

1. XA R EERIRO e2a:

network port modify

=
JC

B :

interface show -role cluster

Status

Network

Admin/Open Address/Mask

up/up
up/up

up/up
up/up

10.
10.

10.
10.

10.
10.

10.
10.

10.
.2/16

10

10.
10.

1/16

1/16
2/16

Current
Node

nodel

nodel

node?2

node?2

Current
Port

ela

ela

ela

ela

Is
Home

true

true



Bl

UTFRAIZRT AT RERN e2a OB XM

cluster::*> network port modify -node nodel -port e2a -up-admin

false

cluster::*> network port modify -node node2 -port e2a -up-admin

false

2. EIAEN TR LR e2a IAYEXH:
network port show

Bl

cluster::*> network port show -role cluster

Auto-Negot Duplex

(Mbps)
Node Port Role Link MTU Admin/Oper Admin/Oper
nodel

ela cluster up 9000 true/true full/full

e2a cluster down 9000 true/true full/full
node?2

ela cluster wup 9000 true/true full/full

e2a cluster down 9000 true/true full/full

3. KHAEEINetApp A, cs1 LRIATIRA B §ERR (ISL) i

vl
(csl) # configure
(csl) (config) # interface 0/13-0/16
(csl) (Interface 0/13-0/16) # shutdown
(csl) (Interface 0/13-0/16) # exit
(csl) (config) # exit

4. #&h CS2 b MAIERNER.

Speed

Admin/Oper

auto/10000
auto/10000

auto/10000
auto/10000



Bl

(cs2) # show bootvar

Image Descriptions

active:

backup:

Images currently available on Flash

unit active backup current-active next-
active
1 1.1.0.3 1.1.0.1 1.1.0.3 1.1.0.3

(cs2) # copy active backup
Copying active to backup
Copy operation successful

(cs2) #

O BREX M T HEIRT Ao

RFEEXHEFEEMRETWE, SEEMBN, ZRERFEILETETITH FASTPATH hitds. ZFIBY
WESUHDLRITE R &N ER,



Bl

(cs2) # copy tftp://10.0.0.1/NetApp CN1610 1.1.0.5.stk active

Y TFTP

Sel Server IP. ...ttt ittt eteneneeenanneas 10.0.0.1

0= ol o ./

FLILEMEMS 0 0 0 000 000000000000000000000000000 ¢ NetApp CN1610 1.1.0.5.stk
DAt T P e v e et e et e et ee e eeeeeeeeseesaeennens Code

Destination Filename........ouuieeeeuennenn. active

Management access will be blocked for the duration of the transfer

Are you sure you want to start? (y/n) y
TFTP Code transfer starting...

File transfer operation completed successfully.

6. EMIAFASTPATHERERIIEITRRZS,

show version



Bl

(cs2)

Switch: 1

System Description

Machine Type

Machine Model

Serial Number

FRU Number.
Part Number

Maintenance

Manufacturer
Burned In MAC Address

Software Version

# show version

Level. .ottt i i

Operating System........coveeeeunn..

Network Processing Device
Additional Packages

7. BEREDEEMEHECENBRE.

show bootvar

Broadcom Scorpion 56820

Development System - 16 TENGIG,

1.1.0.3, Linux 2.6.21.7

Broadcom Scorpion 56820

Development System - 16TENGIG

BCM-56820
10611100004

BCM56820

0xbc00

00:A0:98:4B:A9:AA
1.1.0.3

Linux 2.6.21.7
BCM56820 BO

FASTPATH QOS

FASTPATH IPv6 Management



Bl

(cs2) # show bootvar

Image Descriptions

active

backup

Images currently available on Flash

unit active backup current-active
active
1 1.1.0.3 1.1.0.3 1.1.0.3

8. EHBEHRIEN,

reload

Bl

(cs2) # reload
Are you sure you would like to reset the system? (y/n)

System will now restart!

PR3 WIERE

1. EFER, HUWIE FASTPATH HR{4ERIET AR N,

show version

next-

1.1.0.5



Bl

(cs2) # show version

Switch: 1

System Description.........c..ceee....
TENGIG,

Machine TypPe. e v it in it teeeeeeeenenens

Machine Model...... ..t eeennn.
Serial Number.......oieiiiieeeneennn.
FRU NUMDET . o it it ittt et e e et eeeeeeanens
Part Number........ .t reran.
Maintenance Level......coiiii ..
Manufacturer......c.. it ennennn.
Burned In MAC AdAressS.......ceeeeeen.
Software Version.......c.ooeeeeeeeeenn.
Operating System. ....oueeeeeeeeeennnnn
Network Processing Device............
Additional Packages........ieeeeeen..

2. 1£ETh3S M cs1 LB A ISL %,

Broadcom Scorpion 56820
Development System - 16

1.1.0.5, Linux 2.6.21.7
Broadcom Scorpion 56820
Development System - 16TENGIG
BCM-56820

10611100004

BCM56820

0xbc00

00:A0:98:4B:A9:AA
1.1.0.5

Linux 2.6.21.7
BCM56820 BO

FASTPATH QOS

FASTPATH IPv6 Management

configure

Evvan
(csl) # configure
(csl) (config) # interface 0/13-0/16
(csl) (Interface 0/13-0/16) # no shutdown
(csl) (Interface 0/13-0/16) # exit
(csl) (config) # exit

3. HIAISLREERIEIT:
show port-channel 3/1

“BERRIRS F B NS Upo

10



Bl

(cs2) # show port-channel 3/1

Local Interface. . v i ittt et et teeeeennnnn 3/1
Channel Name. . ...t it ittt eneeeeeeeeeeeneneeans ISL-LAG
Link State. .. ii ittt ittt it ettt enaeaean. Up
Admin MOde . c v vttt ittt ettt ettt eeneneeeaaeees Enabled
T e e e e e e e e e e e eee e eneeeseneeeeaneeesaneeneans Static
Load Balance Option. ..ot eeeeeneeeenneeenns 7

(Enhanced hashing mode)

Mbr Device/ Port Port

Ports Timeout Speed Active

0/13 actor/long 10G Full True
partner/long

0/14 actor/long 10G Full True
partner/long

0/15 actor/long 10G Full True
partner/long

0/16 actor/long 10G Full True
partner/long

4. 2%l “running-config' X4 F| “startup-config’ &R RAF A RKIRERERE, BRI X

Bl

(cs2) # write memory

This operation may take a few minutes.

Management interfaces will not be available during this time.
Are you sure you want to save? (y/n) vy
Config file 'startup-config' created successfully

Configuration Saved!

o EEITTREBAE "N &K e2a:

network port modify



Bl

cluster::*> network port modify -node nodel -port e2a -up-admin true

cluster::*> **network port modify -node node2 -port e2a -up-admin

true**

6. FE5uEO e2a XELRY clus2:

network interface revert

LIF AJge= Bk E, BEEURT

Bl

EHIONTAPER A RRZS,

cluster::*> network interface revert -vserver Cluster -1if nl clus2

cluster::*> network interface revert -vserver Cluster -1if n2 clus2

7. I\ LIF MES VAN (true) RN TR L

8.

12

network interface show -role cluster

Bl

cluster:

Vserver

vs2

|t

BETARES:

cluster show

:*> network interface show -role cluster

Logical
Interface

clusl
clus?2

clusl
clus?2

Status

Network

Admin/Oper Address/Mask

up/up
up/up

up/up
up/up

10.10.
10.10.

10.10.
10.10.

10.
10.

10.
10.

1/24
2/24

1/24
2/24

Current
Node

nodel

nodel

node?2
node?2

Current
Port

ela
e2a

ela
e2a

Is
Home

true

true

true

true



Bl

cluster::> cluster show

Node Health Eligibility
nodel true true
node?2 true true

9. EE LRFPE, ER—BHN cs1 _EREE FASTPATH 4,
10. NREEZHBNEIERGIIhEE, 5B AutoSupportl B E 3B FiZIhkE:

system node autosupport invoke -node * -type all -message MAINT=END

7£ CN1610 XNl L ZESE R E XS
HIRBUTTBLESEREXMH (RCF),
TEREE RCF 28, SASIGERE LIF MM cs2 TFBH %, RCF REHITSRMIG, LIF BIELTFBEZE,

I

HEEK
ezl
BHEREEEUTYm:
* A ECER HRE 7D,
* — P INEETTERvERE (AEFREHEIR, SENEEROF (NIC) WiBRMEEEEMEE) -
* SEBEIA_ERYIR O IERTNRETT 20
* FMEEEmOYEIRE.
* FRESEZEERD (LIF) HMERE,

* —ERIHAVAEERTR: ONTAP (IPR: &=4%) cluster ping-cluster -node node1 &< WAFREA "larger
than PMTU communication' 1EFf & B%1E L #REXS T 0.

* 2H1%A) RCF FMIONTAPhRZS,

BESWERH R MR, "NetApp CN1601 1 CN1610 32#4/]"AT15H 7 % 4FH) RCF FIONTAPHR

o

Z%E RCF

T BERER{Data ONTAP 8.2 i&%, [k, £&f Vserver. LIF Z#F#0 CLI HitH 5Data ONTAP 8.3 FfY

A,

RCF #1 FASTPATH kR FEYaEn < & AFJRETFAE SR R IRHIK Ro
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T 2218, RCF Kz 1.2 RESAMEAINT Telnet M545, JBHRIELRE RCF 1.2 BHHILE
() i, EARSINE (SSH) BER. X "NetApp CN1610 Sl EE RIS BABS%T
SSH {58,

KT
AAERBRGIER L T AR man &N :

* X ENetApp 2 5E cs1 F cs2,

* XMW & LIF 252 clus1 # clus2,

* ARS8 /9 vs1 F vs2,

* X “cluster::*> prompt I8 REEE R,

* BINRENEREIRO25ImEA ela M e2a.

"Hardware Universe"@ & B XIEHNT AN EREFIHONESES.

* ZIERIATHRANIBISERR (ISL) J9iH 0/13 = 0/16,
s TEMNTEEENRKO /1 E 0/12.
* 348 FASTPATH. RCF FIONTAPhRZS,

ESUNERENFERERE. "NetApp CN1601 F1 CN1610 32 #i4/"S2 58 FASTPATH. RCF F1ONTAP
hRZs T o

TR TR
1. RELHRNHENEEES:
write memory

Bl

AT RAIER T I a3 BB REFEIRMECE R, (startup-config ) XHERMMN cs2 £

(cs2) # write memory

This operation may take a few minutes.

Management interfaces will not be available during this time.
Are you sure you want to save? (y/n) y

Config file 'startup-config' created successfully.

Configuration Saved!

2. EEMHRERIS L, 3§ clus2 THEIRO ela:

14
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network interface migrate

Bl

cluster::*> network interface migrate -vserver vsl -1if clus2

-source—-node nodel -destnode nodel -dest-port ela

cluster::*> network interface migrate -vserver vs2 -1if clus2

-source-node node?2 -destnode node2 -dest-port ela

3 EFIMTAIEHIAE L, MBI EEE5TMK:
network interface show -role cluster

Bl

U RBIEREA clus2 BEXBEIR N TR LR eta im0
cluster::*> network port show -role cluster
clusl up/up 10.10.10.1/16 node?2 ela true

clus?2 up/up 10.10.10.2/16 node?2 ela
false

4. XA TR LR e2a IR0
network port modify

Bl

UTFRAETRT RN R LR e2a inOHIEXH:

cluster::*> network port modify -node nodel -port e2a -up-admin
false
cluster::*> network port modify -node node2 -port e2a -up-admin
false

S. BN N R LR e2a iKY EXH:

network port show

15



Bl

cluster::*> network port show -role cluster

Auto-Negot

(Mbps)
Node Port Role Link MTU Admin/Oper
nodel
ela cluster up 9000 true/true
ela cluster down 9000 true/true
node?2
ela cluster up 9000 true/true
e2a cluster down 9000 true/true

6. XF;ERINetAppaHEH] cs1 LAY ISL i% 0,

ERRF)
(csl) # configure
(csl) (config) # interface 0/13-0/16
(csl) (interface 0/13-0/16) # shutdown
(csl) (interface 0/13-0/16) # exit
(csl) (config) # exit

$IE 2. RERCF

1. %% RCF EHIFIzZ A,

@

FASTPATH 12{ERZGY B2,

Duplex
Admin/Oper

full/full
full/full

full/full
full/full

AN TR T 2 AN B shx I TI0IE, HR RS R EiEs 8,

16

Speed

Admin/Oper

auto/10000
auto/10000

auto/10000
auto/10000

RBINRE . scr AR Z R, KX BRFAXGRN—87, i BEFZERT



Bl

(cs2) # copy tftp://10.10.0.1/CN1610 CS RCF vl.l.txt nvram:script
CN1610 CS RCF vl.l.scr

[the script is now displayed line by line]

Configuration script validated.
File transfer operation completed successfully.

2. EINHA RS TEHH UEIEENXHERF.

Bl

(cs2) # script list

Configuration Script Name Size (Bytes)
running-config.scr 6960
CN1610 CS RCF vl.l.scr 2199

2 configuration script(s) found.
6038 Kbytes free.

3. BRI,
() TEIRRAMMAHTRE, UWRERS—THRERNHASIT.

B

(cs2) # script validate CN1610 CS RCF vl.l.scr
[the script is now displayed line by line]
Configuration script 'CN1610 CS RCF vl.l.scr' validated.

4. FeRZS R A B3R Eo

17



Bl

(cs2) #script apply CN1610 CS RCF vl.l.scr

Are you sure you want to apply the configuration script? (y/n) vy
[the script is now displayed line by line]...

Configuration script 'CN1610 CS RCF vl.l.scr' applied.

S. IBINEME N B ER AN £
(cs2) # show running-config

ZRBIER T “running-config XIHERIRHL o ERIURZX 45 RCF #1TELAR, MIIEEISENSHZE
EXSR=y O

6. REEN,
7. 1% & “running-config X5 BY AR 1

Bl

(cs2) # write memory
This operation may take a few minutes.
Management interfaces will not be available during this time.

Are you sure you want to save? (y/n) y

Config file 'startup-config' created successfully.

8. BRI FHLEIE “running-config X4 1E .

BERTME, BUIERHEE running-config AREHX M, HEENO 3/64 LEHIEA, XZ RCF Y
ARZASATRES o

18



Bl

(cs2) # reload
The system has unsaved changes.

Would you like to save them now? (y/n) y

Config file 'startup-config' created successfully.
Configuration Saved!

System will now restart!

9. 7EEBIRHEM cs1 LB ISL ix 0,

ERRF
(csl) # configure
(csl) (config)# interface 0/13-0/16
(csl) (Interface 0/13-0/16)# no shutdown
(csl) (Interface 0/13-0/16)# exit
(csl) (config)# exit

10. HBIANISLER B IERIETT:
show port-channel 3/1

“HERIAS F RIS Upo

19



Bl

(cs2) # show port-channel 3/1

Local Interface. . v i ittt et et teeeeennnnn 3/1
Channel Name. . ...t it ittt eneeeeeeeeeeeneneeans ISL-LAG
Link State. .. ii ittt ittt it ettt enaeaean. Up
Admin MOde . c v vttt ittt ettt ettt eeneneeeaaeees Enabled
T e e e e e e e e e e e eee e eneeeseneeeeaneeesaneeneans Static
Load Balance Option. ..ot eeeeeneeeenneeenns 7

(Enhanced hashing mode)

Mbr Device/ Port Port

Ports Timeout Speed Active

0/13 actor/long 10G Full True
partner/long

0/14 actor/long 10G Full True
partner/long

0/15 actor/long 10G Full True
partner/long

0/16 actor/long 10G Full True
partner/long

N ERIM N R LBRohERRO e2a:
network port modify

Bl

W TR BIRT 7 A0A7ET R 1 FIF5 5 2 _ERSEHD e2a:

cluster::*> network port modify -node nodel -port e2a -up-admin true

cluster::*> network port modify -node node2 -port e2a -up-admin true

PR3 WIERE

1. ERIAR DT R LS e2a IKOIEBEH:

network port show -role cluster

20



Bl

cluster::*> network port show -role cluster

Auto-Negot

Node Port Role Link MTU Admin/Oper
nodel
ela cluster wup 9000 true/true
e2a cluster up 9000 true/true
node?2
ela cluster wup 9000 true/true
e2a cluster up 9000 true/true

2. FHRAN T RLE, RER5IKO e2a XBXRY clus2:

network interface revert

LIF AJRe= Bk E, BEEURTERIONTAPARES,

Bl

cluster::*> network interface revert

cluster::*> network interface revert

3. #gIA LIF MEE 3N (true) RN TEL:

network interface show -role cluster

-vserver nodel

-vserver node2

Duplex Speed (Mbps)
Admin/Oper Admin/Oper
full/full auto/10000
full/full auto/10000
full/full auto/10000
full/full auto/10000

-1if clus?2

-1if clus2

21



Bl

cluster::*> network interface show -role cluster

Current
Node

nodel

nodel

node?2
node?2

Current Is

Port

ela

eza

ela
eza

Home

true

true

true
true

Logical Status Network
Vserver Interface Admin/Oper Address/Mask
vsl
clusl up/up 10.10.10.1/24
clus? up/up 10.10.10.2/24
vs2
clusl up/up 10.10.10.1/24
clus? up/up 10.10.10.2/24
BEETRRRIVKES:
cluster show
ERRF
cluster::> cluster show
Node Health Eligibility
nodel
true true
node?2
true true

o. &l “running-config" XX+ “startup-config" =

22

EHMRSMFRIREREG, BRI,



Bl

(cs2) # write memory

This operation may take a few minutes.

Management interfaces will not be available during this time.
Are you sure you want to save? (y/n) y

Config file 'startup-config' created successfully.

Configuration Saved!

6. EE LIRS R, EH AW cs1 ERIE RCF,

TR A?
RERI SR

HIEFTONTAP 8.3.1 EShk4<89 FASTPATH %{4#0 RCF,
REBLUUTHEHNONTAP 8.3.1 NEShRAEZE FASTPATH ¥ {4F1 RCF,

I FIiZFTONTAP 8.3.1 S E S hraA~AINetApp CN1601 BEIEIZHEAF CN1610 BN, TESBEIEE, FAM

, XFMIEEREEARRERIEHH RCF,

HEEK
FriaZ a0
BRHEREEEUTYm:
* KA ECER SRIE .
— M hRETTepER (BTTREHR, SENSEOFR (NIC) hRAREBIEMNEIH) .
* SRR _ERYIR OIERETNREST 20
* FFESEmOYEIRE,
* FRESENZEERDO (LIF) HERE WlERER) -

« —XRINANVAEERTR: ONTAP (APR: =4k) cluster ping-cluster -node node1 854K AR “larger
than PMTU communication' {8 &2 _EERENS 7 Ao

* % 35H) FASTPATH. RCF FIONTAPhRZS,

RSN ERIZINFBDERE, "NetApp CN1601 #1 CN1610 32 H#a#/l"Sz #5089 FASTPATH. RCF F1ONTAP

HﬁZIXD'iEo
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223 FASTPATH %4

T BERERData ONTAP 8.2 i&%, Ak, £E&f Vserver. LIF Z#F#0 CLI HitH5Data ONTAP 8.3 FEY
REl

RCF #1 FASTPATH k7 FEYaEn < & AFJRETFAE SR R IRHIK Ro

2218, RCF Kz 1.2 RESAMEAINT Telnet M55, JHRIELR3E RCF 1.2 BHHILE
() i, E#ARSINE (SSH) BER. X "NetApp CN1610 Sl EE R BABSET
SSH {5 8.

KT
AARRBRGIER LT AR man &N :

* X MNetApp IR ZFRD B E cs1 F cs2

s EBIBEIEO (LIF) BT T 1 79 node1_clus1 #1 node1_clus2, XF T 5 2 A node2_clus1 #l
node2_clus2, (—MEHRZAUESE 24 M. )

* FEEIANL (SVM) RFFRNEERL,
* X “cluster1::*>"prompt {8 REEF R TR,
* BTN RENERIROD 78R/ eOa F eOb,

"Hardware Universe"8 &8 X ENF A& IFHNLrEEREONEZERE,

*© ZRFRVIHRAIEISERS (ISL) A9k 0/13 = 0/16.
© SRR REE RO 011 E 012

T TR
1. BRERF FNMKIHROER

network port show -ipspace cluster
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Bl

UFRAIERT &en<amhseR

clusterl::> network port show -ipspace cluster

Speed

(Mbps)
Node Port IPspace Broadcast Domain Link MTU
Admin/Oper
nodel

ela Cluster Cluster up 9000
auto/10000

eOb Cluster Cluster up 9000
auto/10000
node?2

ela Cluster Cluster up 9000
auto/10000

e0b Cluster Cluster up 9000
auto/10000

4 entries were displayed.

2. BEE L LIF MEXER:

network interface show -role cluster



Bl

UTFRBIRRT E8 EAZERO. EXNMIFH, -role Z8HERSEEIRO XN LIF BIEXE
2

clusterl::> network interface show -role cluster

(network interface show)

Logical Status Network Current
Current Is
Vserver Interface Admin/Oper Address/Mask Node
Port Home
Cluster

nodel clusl up/up 10.254.66.82/16 nodel
ela true

nodel clus2 up/up 10.254.206.128/16 nodel
elb true

node2 clusl up/up 10.254.48.152/16 node?2
ela true

node2 clus2 up/up 10.254.42.74/16 node?2
eOb true

4 entries were displayed.

3. EF MR LE, FATEEELIF, ¥ nodel_clus2 iE#%! node1 LA ela, ¥ node2_clus2 iTi5Z!
node2 £HY ela:

network interface migrate

BTN EEEE LIF BOITHIZRITHI & LA <.

vl
clusterl::> network interface migrate -vserver Cluster -1if
nodel clus2 -destination-node nodel -destination-port ela

clusterl::> network interface migrate -vserver Cluster -1if
node2 clus2 -destination-node node2 -destination-port ela

@ MFUErS, EFBRMXOKXNE, FEZGLNES I NRLEBIT. TATEMREER LIF
Pz L,

4. FRUTHEWIPTIBEEE5SM: network interface show TEH & EHITERS,

26



Bl

UTREIER clus2 ExX#2ET 5= node1 #1 node2 /Y ela iwM:

clusterl::> **network interface show -role cluster**

Logical Status Network Current
Current Is
Vserver Interface Admin/Oper Address/Mask Node
Port Home
Cluster

nodel clusl up/up 10.254.66.82/16 nodel
ela true

nodel clus2 up/up 10.254.206.128/16 nodel
ela false

node2 clusl wup/up 10.254.48.152/16 node2
ela true

node2 clus2 up/up 10.254.42.74/16 node?2
ela false

4 entries were displayed.

S. BIREKANERNER, FHERTHRERGAN y:
set -privilege advanced
HIBRRTE () o
6. RAIMNT R EAVEEIRO eOb:
network port modify -node node name -port port name -up-admin false
T TIERBE AN R LIF RUITHISITHI 8 LRAG <,
Ebnwnt]
UTRBIRT T XHAFRBET R L eOb iwOMG<:
clusterl::*> network port modify -node nodel -port e0b -up-admin
false

clusterl::*> network port modify -node node2 -port eOb -up-admin
false

7. BN = _ERY eOb w3 E X

27



network port show

Bl

clusterl::*> network port show -role cluster

(Mbps)
Node Port
Admin/Oper

Broadcast Domain Link

MTU

ela
auto/10000

elb
auto/10000
node?2

ela
auto/10000

eOb
auto/10000

4 entries were displayed.

Cluster

Cluster

Cluster

Cluster

8. Xl cs1 ERIZIRALBIHERR (ISL) Bk o

9. &5 CS2 LHANERNEK.

28

Bl

#configure

(Config) #interface 0/13-0/16
(Interface 0/13-0/16) #shutdown
(Interface 0/13-0/16) #exit
(Config) #exit

Cluster

Cluster

Cluster

Cluster

up

down

up

down

9000

9000

9000

9000

Speed



Bl

(cs2) # show bootvar
Image Descriptions
active

backup

Images currently available on Flash

1 1.1.0.5 1.1.0.3 1.1.0.5 1.1.0.5

(cs2) # copy active backup
Copying active to backup
Copy operation successful

IR 2. LI FASTPATH #{4#1 RCF

1. 1BEMIAFASTPATHIR - BYIE 1 Thit s,



Bl

(cs2) # show version

Switch: 1
System DesCription. ... e e eeeeeeeeeeeeenn NetApp CN1610,
1.1.0.5, Linux
2.6.21.7
Machine T YR . v i ittt ittt e et e ettt et eeaaaneas NetApp CN1610
Machine Model. ...ttt et teeneeeneeeeens CN1610
Serial NUMDET . ..ttt ittt ettt et eneeneanannns 20211200106
Burned In MAC AddreSS .. v i et eeeeeeeeeeeaeeenns 00:A0:98:21:83:69
Software VersSion. . ... ettt ettt eeeeeeennenns 1.1.0.5
Operating SyStemM. ..ttt ttneeeeeeeeeneeeeannnn Linux 2.6.21.7
Network Processing DeviCe.........eiuenuennn.. BCM56820 BO
Part NUMbDETr . ..ttt ittt ittt e ettt e eanannns 111-00893
--More-- or (qg)uit
Additional Packages......iiei it teenetennnneens FASTPATH QOS
FASTPATH IPv6
Management

2. BIREXX M T HEIA B

RRGEXHEFENEMIREEWE, SEEMBHN, ZIREFEILIEETITH FASTPATH hitds. ZBIHY
BESHLRIE A& ER,
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Bl

(cs2) ficopy
sftp://root@10.22.201.50//tftpboot/NetApp CN1610 1.2.0.7.stk active

Remote Password:***x**xxx*

MO e it i et et e e e e e e e e e SFTP

Sel SerVEY TP ..t ittt ittt eeeeeeeneeneaneenns 10.22.201.50
= ol o /tftpboot/
Filename. @ v ettt e et ettt eeeeeseneeeeaneeneaas

NetApp CN1610 1.2.0.7.stk

Data Ty P e e et ettt et et ettt et e eeeeeoeeeeneneenns Code
Destination Filename. .......ouoeeteeeeeeennnnenns active

Management access will be blocked for the duration of the transfer
Are you sSure you want to start? (y/n) y
SFTP Code transfer starting...

File transfer operation completed successfully.

3. A HEIH T — N ER R S SR ERhR A :
show bootvar

Bl

(cs2) #show bootvar
Image Descriptions
active

backup

Images currently available on Flash



4. BEMBRGBIRAEFRESH RCF RERZTHAM Lo
9N RCF hkA=E1EH, MEED ISL iwH,

Bl

(cs2) #copy tftp://10.22.201.50//CN1610 CS RCF vl1.2.txt nvram:script
CN1610 CS RCF vl.2.scr

£ L TETP

Sel SerVET TP . it ittt it ittt eeeeeeenaaeeaneeens 10.22.201.50
= o /

Filename. @ v v ittt ittt et et e eee et eeeeesoeenaseas
CN1610 CS RCF vl.2.txt

DAtA Ty Pt ottt ittt e et teeeeenneeeeneeeeaneeneans Config Script

Destination Filename. .. ....c.u ittt eeeenenenn
CN1610 CS RCF vl.2.scr

File with same name already exists.

WARNING:Continuing with this command will overwrite the existing
file.

Management access will be blocked for the duration of the transfer

Are you sure you want to start? (y/n) y
Validating configuration script...
[the script is now displayed line by line]

Configuration script validated.
File transfer operation completed successfully.

@ X scrEEAMAZE, BIRXHT BRIREAXGRZHN—ED. It BEFERT
FASTPATH #21ER S

AR AT HEISIAE = B i H# T MEEREEREEH S Lo

o BIANIAE THHREFENEIEER AR,
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Bl

(cs2) #script list
Configuration Script Name Size (Bytes)

CN1610_CS RCF vl.2.scr 2191

1 configuration script(s) found.
2541 Kbytes free.

6. JHI AR A F IR Lo

Bl

(cs2) #script apply CN1610 CS RCF vl.2.scr

Are you sure you want to apply the configuration script?
[the script is now displayed line by line]...

Configuration script 'CN1610 CS RCF vl.2.scr' applied.

7. WIAENEN AR, ARRT:
show running-config

Bl

(cs2) #show running-config

8. RIFIEITHE, HHEMNERNENBHEE,

(y/n)

y
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Bl

(cs2) #write memory

This operation may take a few minutes.

Management interfaces will not be available during this time.
Are you sure you want to save? (y/n) y

Config file 'startup-config' created successfully.

Configuration Saved!

9. EMBEHRIEN.

Bl

(cs2) #reload

The system has unsaved changes.

Would you like to save them now? (y/n) y
Config file 'startup-config' created successfully.

Configuration Saved!
System will now restart!

P 3 WIERE

1. BRER, ARRIEMHES ETTIEITARAE FASTPATH R4,
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Bl

(cs2) #show version

Switch: 1

System Description........

1.2.0.7,Linux

Machine Type......ooee...
Machine Model.............
Serial Number.............
Burned In MAC Address.....
Software Version..........
Operating System..........

4dce360e8

Network Processing Device.
Part Number...............

CPLD version.......eeeeo..

Additional Packages.......
Management

%E?—EEJZE, RIS R AT BRI hig s

o

2. IEERNRIRN cs1 LB A ISL ik,

ERRF
(csl) #configure
(csl) (Config)
(csl) (Interface 0/13-0/16)
(csl) (Interface 0/13-0/16)
(csl) (Config) f#exit

3. HINISLE B IERIEBTT:
show port-channel 3/1

“BERIATS F RIS Upo

NetApp CN1610,

3.8.13-4ce360e8
NetApp CN1610
CN1610
20211200106
00:A0:98:21:83:69
1.2.0.7

Linux 3.8.13-

BCM56820_ BO

111-00893
0x5

FASTPATH QOS
FASTPATH IPv6

EEHCTRE, HEEO 3/64 LEER, XZ RCF HARZAAR

#interface 0/13-0/16

#no shutdown
fexit
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Bl

(csl) #show port-channel 3/1

Local Interface. . v i ittt et et teeeeennnnn 3/1
Channel Name. . ...t it ittt eneeeeeeeeeeeneneeans ISL-LAG
Link State. .. ii ittt ittt it ettt enaeaean. Up
Admin MOde . c v vttt ittt ettt ettt eeneneeeaaeees Enabled
T e e e e e e e e e e e eee e eneeeseneeeeaneeesaneeneans Static
Load Balance Option. ..ot eeeeeneeeenneeenns 7

(Enhanced hashing mode)

Mbr Device/ Port Port

Ports Timeout Speed Active

0/13 actor/long 10G Full True
partner/long

0/14 actor/long 10G Full True
partner/long

0/15 actor/long 10G Full False
partner/long

0/16 actor/long 10G Full True
partner/long

4. EFRBET R LB KO eOb:

network port modify

SAFIERB N &R LIF NIERIssiEH 8 Bl <.

Ebnwnt]

UTRBAIRRTIAET R 1 TR 2 EEshiwO eOb:

clusterl::*> network port modify -node nodel -port e0b
true
clusterl::*> network port modify -node node2 -port e0b
true

S. HIAFRBE T = LA eOb Im B RF:

36

network port show -ipspace cluster

—up-admin

—-up-admin



Bl

clusterl::*> network port show -ipspace cluster

Speed

(Mbps)
Node Port IPspace Broadcast Domain Link MTU
Admin/Oper
nodel

ela Cluster Cluster up 9000
auto/10000

eOb Cluster Cluster up 9000
auto/10000
node?2

ela Cluster Cluster up 9000
auto/10000

e0b Cluster Cluster up 9000
auto/10000

4 entries were displayed.

6. ik LIF MEBYIfiL(true) ERPITRL:

network interface show -role cluster



Bl

clusterl::*> network interface show -role cluster

Logical Status Network Current
Current Is
Vserver Interface Admin/Oper Address/Mask Node
Port Home
Cluster

nodel clusl up/up 169.254.66.82/16 nodel
ela true

nodel clus2 up/up 169.254.206.128/16 nodel
e0b true

node2 clusl up/up 169.254.48.152/16 node2
ela true

node2 clus2 up/up 169.254.42.74/16 node?2
elb true

4 entries were displayed.

N
KD

T TR R BPIR?

¢
.

cluster show

Bl

clusterl::*> cluster show

Node Health Eligibility Epsilon
nodel true true false
node?2 true true false

2 entries were displayed.

8. R[EEIE AR :
set -privilege admin

9. EE RSP E, BER—EHH cs1 L& FASTPATH #4F1 RCF,
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Ao ENetApp CN1610 3THEAHIRE

BB S IMERIRABE G, BRI X "CN1601 # CN1610 A%
BEMEREREE".

EFZ A1
MR A EEIIF R T2 R E R HNBINetApp CN1610 SEEFIF IR

NREEBEWT RTMAERINE, METLIER CN1610 EEFMBTNLEBEINT <

BRBAEEIE, MMSSEIR TR U BB &

HEEK

Faz Al

BRERIEEEUTYm:
MNFRTRALZRNEE, BHR:

* WHRERIENEE B EMEEHIZITIER.

* TRIB{THIEONTAP 8.2 E SR,

* FTE S OB up Ko

* FRESEEZIEEO (LIF) #7F up SNRESE,

CN16105EB IRV ECE W T -

* CN16105E B A B iR & 3 L= 2 1 E&Ei51T.

* MAREY AR EIEMEIEIEINEE,

s BILUBIEITHI &R SRR Mo

* CN1610 T3 2 27 2 A HRANAD A IR B B H A B S fE P IR R Tl Y 4T R 4
X"Hardware Universe"B 8B ZXxFHENER,

© AIENIE)FERS (ISL) BBAEIREIFA CN1610 3R 13 & 16 SimH.
* CN1610 A V¥R E &I T1E B 5Elko

ZRIESRIPRE BEXGRE, 1 SMTP. SNMP #1 SSH, #8R7i%E B ZIFAIAIEM Lo

BXES

» "Hardware Universe"

* "NetApp CN1601 #1 CN1610"

* "CN1601 #1 CN1610 XA EFMAE"

* "NetApp FIRENE 1010449 WEITEITRIBVAFES B A LE B Bh 8l 2 21"
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TR HA

KT

AP R FIME R LA T SR B AT HRMLAN 5 s an 2 AL -
* CN1610 3ZHABIZFRZ cs1 # cs2o
* LIF B9 #RZE clus1 A0 clus2,

T RBIEFE2 579 node1 # node2,

* X “cluster::*>"prompt I&REEE R R

* W REPERANEEIRON ela M e2a,

X"Hardware Universe"8 &8 X EF & L Ir&EHin ONRHER.

TEA: HEETE

1. BARESIEANER, Ny BRFIR R

set -privilege advanced
HIMERIRETR () o

2. WNRILEEEE FBA T AutoSupport , @ A AutoSupportil SR B shelE 2 f
system node autosupport invoke -node * -type all -message MAINT=xh
X BHIPE ORIFLEETE], SO/,

@ AutoSupportiH B SBAR A ZRFILAIFESS, LUEIEAIFE O HREISI B 5 elE =5,

FREG)

LAR an < mJ 406 B h SR S /) By -

cluster::*> system node autosupport invoke -node * -type all
-message MAINT=2h

PR 2. BEEwO
1. BRIRERRIEN cs1 # cs2 EFAAEAT RO JF ISL#%O)

TASEA ISL KM,
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https://hwu.netapp.com/

Bl

UTFRFIERRIEN, cs1 EEATRMEE 1 2 12 E2H:

(csl)> enable

(csl)# configure

(csl) (Config) # interface 0/1-0/12
(csl) (Interface 0/1-0/12)# shutdown
(csl) (Interface 0/1-0/12)# exit
(csl) (Config) # exit

UTRAIERN cs2 EHMATRERA 1212 BRA:

c2)> enable
cs2) # configure

(

(

(cs2) (Config)# interface 0/1-0/12
(cs2) (Interface 0/1-0/12)# shutdown
(cs2) (Interface 0/1-0/12)# exit
(cs2) (Config) # exit

2. A& CN1610 EEE3HA] cs1 A cs2 ZiEAY ISL LA ISL ERYIBIHORBIEF. up -

show port-channel



Bl

UTREIERT ISLIEAR up BRI cs1:

(csl) # show port-channel 3/1

Local InNterface. v ittt it et teeeennenn 3/1
Channel Name. . ... oot it it eneeeeeeeeeeaneneenns ISL-LAG
Link State.. i ottt ittt ittt ettt Up
Admin MOAe . c v vttt ittt ettt et ettt nenenoeenesens Enabled
Y e e e e e e e e e e e ee e eneeeseneeesaneeesaneeneaas Static
Load Balance Option. ... ettt eeteeneeeenneeeans 7

(Enhanced hashing mode)

Mbr Device/ Port Port

Ports Timeout Speed Active

0/13 actor/long 10G Full True
partner/long

0/14 actor/long 10G Full True
partner/long

0/15 actor/long 10G Full True
partner/long

0/16 actor/long 10G Full True
partner/long

UTFRFIETRT ISL iR "up £ cs2 L



(cs2) # show port-channel 3/1

Local INterfacCe. vttt ittt e ettt eeeeeaenn 3/1
Channel Name. ...ttt it ittt eeeeeeeeeeeeeeeenens ISL-LAG
Link State. ...ttt ittt ettt Up

72N o o W (o Y L Enabled
T P e e e v e e e e et e e e ae e aeeeeeeeeeeneeoeeeneeaneennns Static
Load Balance Option. ..t ieen et eeeeeeeennennns 7

(Enhanced hashing mode)

Mbr Device/ Port Port

Ports Timeout Speed Active

0/13 actor/long 10G Full True
partner/long

0/14 actor/long 10G Full True
partner/long

0/15 actor/long 10G Full True
partner/long

0/16 actor/long 10G Full True
partner/long

. RFEREETIE:

show isdp neighbors

It

A
Gl

PHRMEXRERIRAFNIRENER.
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Bl

AT RBIFIE T 32 cs1 ERIMBLRIRE:

(csl)# show isdp neighbors
Capability Codes: R - Router, T - Trans Bridge, B - Source Route

Bridge,

S - Switch, H - Host, I - IGMP, r - Repeater
Device ID Intf Holdtime Capability Platform
Port ID
cs2 0/13 11 S CN1610
0/13
cs2 0/14 11 S CN1610
0/14
cs2 0/15 11 S CN1610
0/15
cs2 0/16 11 S CN1610
0/16

UTFRBIFIE T 32HA cs2 LRIMBLRIRE:

(cs2) # show isdp neighbors
Capability Codes: R - Router, T - Trans Bridge, B - Source Route

Bridge,

S - Switch, H - Host, I - IGMP, r - Repeater
Device ID Intf Holdtime Capability Platform
Port ID
csl 0/13 11 S CN1610
0/13
csl 0/14 11 S CN1lo61l0
0/14
csl 0/15 11 S CN1610
0/15
csl 0/16 11 S CN1610
0/16

4. BREBHOYIR:

network port show
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U REIERT A ARERIRO:

45



46

cluster::*> network port show -ipspace Cluster

Speed (Mbps)

Broadcast Domain Link MTU Admin/Oper

Cluster

Cluster

Cluster

Cluster

Cluster

Cluster

Broadcast Domain

auto/10000

auto/10000

auto/10000

auto/10000

auto/10000

auto/10000

Speed (Mbps)

Admin/Oper

Node: nodel
Ignore

Health

Port IPspace
Status

ela Cluster
healthy false
eOb Cluster
healthy false
elc Cluster
healthy false
e0d Cluster
healthy false
eda Cluster
healthy false
edb Cluster
healthy false
Node: node2
Ignore

Health

Port IPspace
Status

ela Cluster
healthy false
elb Cluster
healthy false
elc Cluster
healthy false
eld Cluster
healthy false
eda Cluster
healthy false
edb Cluster
healthy false

Cluster

Cluster

Cluster

Cluster

Cluster

Cluster

12 entries were displayed.

up 9000
up 9000
up 9000
up 9000
up 9000
up 9000
Link MTU
up 9000
up 9000
up 9000
up 9000
up 9000
up 9000

auto/10000

auto/10000

auto/10000

auto/10000

auto/10000

auto/10000

Health

Status

Health

Status



S. A MR R OB EER V&R T = EMEN RO
run * cdpd show-neighbors
B

T RBIRASER RO e1a Al e2a ERFIHERHUH TR ENE—KO:

cluster::*> run * cdpd show-neighbors

2 entries were acted on.

Node: nodel

Local Remote Remote Remote
Remote

Port Device Interface Platform
Capability

ela node?2 ela FAS3270
H

eZa node?2 ela FAS3270
H

Node: node2

Local Remote Remote Remote
Remote

Port Device Interface Platform
Capability

ela nodel ela FAS3270
H

eZa nodel ela FAS3270
H

6. HINFRB&REE LIF #EFE up UNIZEH@E:

network interface show -vserver Cluster

ENMEELIF NER true B 8F R —EH,

Hold

Time

137

137

Hold

Time

161

161
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7.

48

Bl

cluster::*> network interface show -vserver Cluster

Logical
Current Is
Vserver Interface
Home
nodel

clusl
true

clus?
true
node?2

clusl
true

clus?2
true

Status

Network

Admin/Oper Address/Mask

up/up

up/up

up/up

up/up

4 entries were displayed.

(D) 5% 103013 L FERABIB R SURMART ARIT.

AP SR e RO EEER up:

network port show -ipspace Cluster

10.

10.

10.

10.

10.

10.

10.

10.

10.1/16

10.2/16

11.1/16

11.2/16

Current

Node

nodel

nodel

node?2

node?2

Port

ela

eza

ela

e2a



Bl

cluster::*> network port show -ipspace

(Mbps)
Node Port
Admin/Oper

ela
auto/10000

eZa
auto/10000
node?2

ela
auto/10000

ela
auto/10000

clusl

clus?2

clusl

clus?2

4 entries were displayed.

Cluster

8. 1§\ “-auto-revert %§ “false TEM T s EAYEEEE LIF clus1 A clus2 E:

network interface modify

Bl

cluster:

—-revert

cluster:

-revert

cluster:

-revert

cluster:

-revert

®

:*> network
false
:*> network
false
:*> network
false
:*> network

false

9. WIEIRAE R B RS

T 8.3 RESMA, BEAUTHL:

Cluster -1if * —-auto-revert false

Auto-Negot Duplex

Link MTU Admin/Oper Admin/Oper

up 9000 true/true full/full

up 9000 true/true full/full

up 9000 true/true full/full

up 9000 true/true full/full
interface modify -vserver nodel -1if clusl
interface modify -vserver nodel -1if clus2
interface modify -vserver node2 -1if clusl
interface modify -vserver node2 -1if clus?2

Speed

—auto

—auto

—auto

—auto

network interface modify -vserver

49



50

ONTAP 9.9.1 XEShi7
{RATLUEF “network interface check cluster-connectivity HiiTeR S U BEHEEIEIZEMNTE, AEERE4H

=¥

network interface check cluster-connectivity start '# ‘network interface check
cluster-connectivity show

clusterl::*> network interface check cluster-connectivity start

VERL BITRERIEFE/MNH show ERIFAE SRS

clusterl::*> network interface check cluster-connectivity show

Source Destination

Packet
Node Date LIF LIF
Loss
nodel

3/5/2022 19:21:18 -06:00 nodel clus?2 node2-clusl
none

3/5/2022 19:21:20 -06:00 nodel clus2 node2 clus2
none
node?2

3/5/2022 19:21:18 -06:00 node2 clus2 nodel clusl
none

3/5/2022 19:21:20 -06:00 node2 clus2 nodel clus2
none

FiE ONTAPHRZS

B

I FEREONTAPHRZS, EBILIER cluster ping-cluster -node <name> 10 & iEZ MY

cluster ping-cluster -node <name>



cluster
Host is
Getting
Cluster
Cluster
Cluster
Cluster
Local =
Remote

Cluster
Ping st

Basic c¢
Basic c¢
Detecte
Local 1
Local 1
Local 1
Local 1
Larger
RPC sta
2 paths
2 paths

1. 3% clus1

1::*> cluster ping-cluster -node local
node?2

addresses from network interface table...

nodel clusl 169.254.209.69 nodel e0a
nodel clusZ 169.254.49.125 nodel eOb
node2 clusl 169.254.47.194 node2 eQa
node2 clus2 169.254.19.183 node2 e0b
169.254.47.194 169.254.19.183

= 169.254.209.69 169.254.49.125
Vserver Id = 4294967293

atus:

onnectivity succeeds on 4 path(s)
onnectivity fails on 0 path(s)

d 9000 byte MTU on 4 path(s):
69.254.47.194 to Remote 169.254.209.69
69.254.47.194 to Remote 169.254.49.125
69.254.19.183 to Remote 169.254.209.69
69.254.19.183 to Remote 169.254.49.125

than PMTU communication succeeds on 4 path(s)

ARISE
up, 0 paths down (tcp check)
up, 0 paths down (udp check)

IR EEITTREH S LR e2a iwO:

network interface migrate

Bl

UTRAIER TR clus1 TR 1 TR 2 £EWY e2a tsOREIE:

cluster::*> network interface migrate -vserver

-source-node nodel -dest-node nodel -dest-port

cluster::*> network interface migrate -vserver

-source-node node2 -dest-node node2 -dest-port

®

nodel -1if clusl
ela
node?2 -1if clusl
e2a

IF 8.3 NEShRZA, IBFEBLLTHS:. network interface migrate -vserver
Cluster -1if clusl -destination-node nodel -destination-port e2a

2. WIAESE TR
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network interface show -vserver Cluster

Bl

UTFRAIZEIET clus1 BxE#EE] node1 1 node2 £ e2a i

cluster::*> network interface show -vserver Cluster

Current Is
Vserver

Home

true
node?2

false

true

Logical

Interface

clusl

clus?2

clusl

clus?2

Status

Admin/Oper Address/Mask

up/up

up/up

up/up

up/up

4 entries were displayed.

3. RHAIMAM TR ENERHRO ela:

4.

52

network port modify

BRI

UTFRAIERTIOEAXFAT R 1 TR 2 E8Y etla im0

10.

10.

10.

10.

10.

10.

10.

10.

Network

10.

10.

11.

11.

1/16

2/16

1/16

2/16

Current

Node

nodel

nodel

node?2

node?2

Port

e2a

eza

eza

e2a

cluster::*> network port modify -node nodel -port ela -up-admin

false

cluster::*> network port modify

false

BRERORS:

network port show

-node node2 -port ela -up-admin



Bl

UTFREIRBEO ela 8 down'E P2 1 T E 2 k:

cluster::*> network port show -role cluster

(Mbps)
Node Port Role Link MTU
Admin/Oper
nodel

ela clusl down 9000
auto/10000

eZa clus? up 9000
auto/10000
node?2

ela clusl down 9000
auto/10000

eZa clus? up 9000
auto/10000

4 entries were displayed.

Auto-Negot

Admin/Oper

true/true

true/true

true/true

true/true

Duplex

Admin/Oper

full/full

full/full

full/full

full/full

o. WiFF s 1 ERVSEEFIRO ela RURBLE, FAIGHERA CN1610 STHAZIFAVIE 2 AR e1a HEIREISRBF ST

cs1 EMIRO 1o

X"Hardware Universe"B 8B ZXxFHANEE,

6. Wi T s 2 ERVSEREIRO ela RUEBLE, SATSEA CN1610 3TN ZHFAVIE S BATR e1a IR SR BE IR

cs1 ERIHO 2
7. BRI cs1 LB EAT 2%,

il

UTFRBIZREN cs1 ERVIRO 1 B 12 BB

(csl)# configure

(csl) (Config) # interface 0/1-0/12

(csl) (Interface 0/1-0/12)# no shutdown
(csl) (Interface 0/1-0/12)# exit

(csl) (Config) # exit
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8. EE MR EEAE &K ela:
network port modify

Bl

UTRAIBRTIEET R 1 TR 2 EEAKO ela:

cluster::*> network port modify -node nodel -port ela -up-admin true

cluster::*> network port modify -node node2 -port ela -up-admin true

9. HINFrAESEIROEERA up:

network port show -ipspace Cluster
Ermfl
Erasvanyy]

UTRAIERATEEESRONN up ETR 1 TR 2 L

cluster::*> network port show -ipspace Cluster
Auto-Negot

(Mbps)
Node Port Role Link MTU Admin/Oper
Admin/Oper
nodel

ela clusl up 9000 true/true
auto/10000

ela clus?2 up 9000 true/true
auto/10000
node?2

ela clusl up 9000 true/true
auto/10000

ela clus?2 up 9000 true/true
auto/10000

4 entries were displayed.

10. BRI = LR clust (ZRIEER) KEIRA ela:

network interface revert

54

Duplex

Admin/Oper

full/full

full/full

full/full

full/full



1.

12

Bl

UTRAIRR T IR = 1 TR 2 ERY clust if

RE ela /mA:

cluster::*> network interface revert

cluster::*> network interface revert

C) 3F 8.3 NEShRZS,

HERUTHRS:

network interface revert

Cluster -1if <nodename clus<N>>

MIAFRE &R LIF HEEE up REHER true T @B ER—1=Hh:

network interface show -vserver Cluster

BRI

IATFRBIREAFRE LIF &2 vp TR 1 AT

&5

i

-vserver nodel -1if clusl

-vserver node?2 -1if clusl

2 b, "BEER"IINERE true:

cluster::*> network interface show -vserver Cluster

Status

Admin/Oper Address/Mask

up/up

up/up

up/up

up/up

10.

10.

10.

10.

Logical
Current Is
Vserver Interface
Home
nodel

clusl
true

clus?2
true
node?2

clusl
true

clus?2
true

4 entries were displayed.

'HMT}KE¥4Fﬁn\WHkmAnmJ:

cluster show

10.

10.

10.

10.

Network

11

10.

10.

11.

1/16

2/16

.1/16

2/16

Current

Node

nodel

nodel

node?2

node?2

—vsServer

Port

ela

eza

ela

e2a
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AT RAIERTEBEPTRRNRERANARESR

cluster::*> cluster show

Node Health Eligibility Epsilon
nodel true true false
node?2 true true false

13. 3§ clus2 THEG T RiEHlE £/ ela iKO:
network interface migrate

Bl

UTRBIBRTE clus2 IHEIT R 1 T a2 EA e1a IO

cluster::*> network interface migrate -vserver nodel -1if clus2
—-source-node nodel -dest-node nodel -dest-port ela
cluster::*> network interface migrate -vserver node2 -1if clus2
-source-node node2 -dest-node node2 -dest-port ela

@ WF 8.3 MEShRZA, iBFERLLTHS:. network interface migrate -vserver
Cluster -1if nodel clus2 -dest-node nodel -dest-port ela

14. HiAEB B!

network interface show -vserver Cluster
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UTREIIGIET clus2 BEXXBE TR 1 T = 2 E ela imM:

cluster::*> network interface show -vserver Cluster

Current Is

Vserver

true

false

node?2

true

false

Logical

Interface

clusl

clus?2

clusl

clus?2

Status

Admin/Oper Address/Mask

up/up

up/up

up/up

up/up

4 entries were displayed.

15, XHAAN TR ERYEEE IR e2a:

network port modify

Bl

UTFRFIBRTRTIAXATR 1 MTR 2 EW e2a im0

10.

10.

10.

10.

10.

10.

10.

10.

Network

10.

10.

11 .

11.

1/16

2/16

1/16

2/16

Current

Node

nodel

nodel

node?2

node?2

Port

ela

ela

ela

ela

cluster::*> network port modify -node nodel -port e2a -up-admin

false

cluster::*> network port modify

false

16. BB TR

network port show

-node node2 -port e2a -up-admin
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17.

18.

19.

20.

58

Bl

T REIRBEHO e2a 8 down'E P2 1 T = 2 k:

cluster::*> network port show -role cluster

Auto-Negot
(Mbps)
Node Port Role Link MTU Admin/Oper
Admin/Oper
nodel
ela clusl up 9000 true/true
auto/10000
e2a clus2 down 9000 true/true
auto/10000
node?2
ela clusl up 9000 true/true
auto/10000
e2a clus2 down 9000 true/true
auto/10000

4 entries were displayed.

AT 1 _EAYEEBEIR e2a BYEE4S,
cs2 EMIRO 1,

Wi = 2 ERYEEESIR ] e2a RYEB4S,
cs2 ERYImO 2,

BRSESH cs2 LAFEERT KBV,

Bl

UTREIERHY cs2 EWEEO 1 3 12 EBA:

(cs2)# configure

(cs2) (Config) # interface 0/1-0/12

(cs2) (Interface 0/1-0/12)# no shutdown
(cs2) (Interface 0/1-0/12) # exit

(cs2) (Config) # exit

ST TREBAB I EERERN e2a0

Duplex

Admin/Oper

full/full

full/full

full/full

full/full

PAIGTER CN1610 ST S FFRVIE S BB 4HF e2a IR RISEAF 3TN

PAIRER CN1610 3T SZHFRNIE H LR e2a iEIR B SR EF 3T



Bl

UTRAIRBRTIMAETR 1 TR 2 LB e2aiwd:

cluster::*> network port modify -node nodel -port e2a -up-admin true
cluster::*> network port modify -node node2 -port e2a -up-admin true

21. WA SRR O 2B up:

network port show -ipspace Cluster
Bl

U RAIERFASEREONN wpETR 1 TR 2 £:

cluster::*> network port show -ipspace Cluster

Auto-Negot Duplex Speed

(Mbps)
Node Port Role Link MTU Admin/Oper Admin/Oper
Admin/Oper
nodel

ela clusl up 9000 true/true full/full
auto/10000

eZa clus?2 up 9000 true/true full/full
auto/10000
node?2

ela clusl up 9000 true/true full/full
auto/10000

e2a clus? up 9000 true/true full/full
auto/10000

4 entries were displayed.

22. BN T A ER clus2 (ZHIEES) ERA e2a:

network interface revert
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Bl

UTRABRTINEREN = 1 T2 2 BB clus2 E R e2a ik :

cluster::*> network interface revert -vserver nodel -1if clus?2
cluster::*> network interface revert -vserver node?2 -1if clus?2

T 8.3 NEEIRAS, ST cluster::*> network interface revert
(:) -vserver Cluster -1if nodel clus2 #] ‘cluster::*> network interface
revert -vserver Cluster -1if node2 clus2

P 3. THEE

1.

2.

60

HINPREREIIETR true B BEER —1=H:

network interface show -vserver Cluster
SNl
M 7IN7IN

UTRAIREAFAE LIF &2 uvp TR 1 TR 2 £, "BEERJINERZE true:

cluster::*> network interface show -vserver Cluster

Logical Status Network Current
Current Is
Vserver Interface Admin/Oper Address/Mask Node
Port Home
nodel

clusl up/up 10.10.10.1/16 nodel
ela true

clus?2 up/up 10.10.10.2/16 nodel
eZa true
node?2

clusl up/up 10.10.11.1/16 node?2
ela true

clus?2 up/up 10.10.11.2/16 node?2
e2a true

FEIAR SR B CIBIERR 1%



ONTAP 9.9.1 XEShi7
{RATLUEF “network interface check cluster-connectivity HiiTeR S U BEHEEIEIZEMNTE, AEERE4H

=¥

network interface check cluster-connectivity start '# ‘network interface check
cluster-connectivity show

clusterl::*> network interface check cluster-connectivity start

VERL BITRERIEFE/MNH show ERIFAE SRS

clusterl::*> network interface check cluster-connectivity show

Source Destination

Packet
Node Date LIF LIF
Loss
nodel

3/5/2022 19:21:18 -06:00 nodel clus?2 node2-clusl
none

3/5/2022 19:21:20 -06:00 nodel clus2 node2 clus2
none
node?2

3/5/2022 19:21:18 -06:00 node2 clus2 nodel clusl
none

3/5/2022 19:21:20 -06:00 node2 clus2 nodel clus2
none

FiE ONTAPHRZS

B

I FEREONTAPHRZS, EBILIER cluster ping-cluster -node <name> 10 & iEZ MY

cluster ping-cluster -node <name>
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clusterl::*> cluster ping-cluster -node local
Host is node2

Getting addresses from network interface table...
Cluster nodel clusl 169.254.209.69 nodel eOa
Cluster nodel clus2 169.254.49.125 nodel eOb
Cluster node2 clusl 169.254.47.194 node2 e0a
Cluster node2 clus2 169.254.19.183 node2 e0Ob
Local = 169.254.47.194 169.254.19.183

Remote = 169.254.209.69 169.254.49.125
Cluster Vserver Id = 4294967293

Ping status:

Basic connectivity succeeds on 4 path(s)
Basic connectivity fails on 0 path(s)
Detected 9000 byte MTU on 4 path(s):

Local 169.254.47.194 to Remote 169.254.209.69
Local 169.254.47.194 to Remote 169.254.49.125
Local 169.254.19.183 to Remote 169.254.209.69
Local 169.254.19.183 to Remote 169.254.49.125
Larger than PMTU communication succeeds on 4 path(s)
RPC status:

2 paths up, 0 paths down (tcp check)

2 paths up, 0 paths down (udp check)

1. $3: BRI N RESHES NN ERFIEE:

show isdp neighbors
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UTFRAIERT WA XBIIERESR:

(csl)# show isdp neighbors
Capability Codes: R - Router, T - Trans Bridge, B - Source Route

Bridge,

S - Switch, H - Host, I - IGMP, r - Repeater
Device ID Intf Holdtime Capability Platform
Port ID
nodel 0/1 132 H FAS3270
ela
node?2 0/2 163 H FAS3270
ela
cs2 0/13 11 S CN1610
0/13
cs2 0/14 11 S CN1610
0/14
cs?2 0/15 11 S CN1610
0/15
cs2 0/16 11 S CN1610
0/16

(cs2)# show isdp neighbors
Capability Codes: R - Router, T - Trans Bridge, B - Source Route

Bridge,

S - Switch, H - Host, I - IGMP, r - Repeater
Device ID Intf Holdtime Capability Platform
Port ID
nodel 0/1 132 H FAS3270
e2a
node?2 0/2 163 H FAS3270
eZa
csl 0/13 11 S CN1610
0/13
csl 0/14 11 S CN1610
0/14
csl 0/15 11 S CN1610
0/15
csl 0/16 11 S CN1610



2.

ETREERIRENEXES:

network device discovery show

ERASEIRGLEAM N R LR R BRI E

network options detect-switchless modify

vl

UTFRAER T ARREAXEEIRE:

cluster::*> network options detect-switchless modify -enabled false

() ©F o2 REEMRA, BURIUSE, FARESAHESR,

BHWIANXEIREEREA:

network options detect-switchless-cluster show

Ebnw (]

X “false’ IRl REAECE IRE B

cluster::*> network options detect-switchless-cluster show

Enable Switchless Cluster Detection: false

(D 3T 9.2 REEIRZA, iEZ4F Enable Switchless Cluster i & false, XAJREEEKIA=

PREYETE],

5. BECESLE# clust M clus2 BN TR EBEIELR, FHik.

64

Bl

cluster::*> network
-revert true
cluster::*> network
-revert true
cluster::*> network
—-revert true
cluster::*> network

—-revert true

interface

interface

interface

interface

modify -vserver

modify -vserver

modify -vserver

modify -vserver

nodel

nodel

node?2

node?2

-1if

-1if

-1if

-1if

clusl -auto

clus2 -auto

clusl -auto

clus2 -auto



C) 3F 8.3 NEEhRA, FERLUTHS: “network interface modify -vserver Cluster -lif *
-auto-revert true' ;B RS EFFIE T SBYBoHEIRTEE,

6. IIFEBPT R RIVRE:
cluster show

Bl

R RAIERT S8R T AR RN ERES

cluster::*> cluster show

Node Health Eligibility Epsilon
nodel true true false
node?2 true true false

7. NREERABMEIEREGIThEE, E @I IEAAutoSupportd S BB A%k :
system node autosupport invoke -node * -type all -message MAINT=END
B

cluster::*> system node autosupport invoke -node * -type all
-message MAINT=END

8. PR HIAEIEESR

set -privilege admin

TR X

FifiNetApp CN1610 EEE3IHEH

BIREBUUT S BB RERNZP HIHENINetApp CN1610 32k, XE—PNIEERAMF
A (NDU)
BHBEER

FIaZ Al
TEHITIRHER ZH], HIUHRLTHM: EHIMRNGFERG L, WEEHNNESEMISEITRE

XEER A

65



* BAFIEMERENETEIER, EVE— T2 ERIEREI.
* SERRBFRB IR O T B AR,
* SEPHAEIZEEZD (LIF) 278 TEARS, BEFRFERTIE.

* ONTAPE£EE# "ping-cluster -node node1 fp < W REAPT A B 12 EHNERERM AT PMTU BEEIHIER
o

BREHEBETIER
NetAppsR 2B I EEEANIRE LERER S AEIER, HEERIABIHITUTRIE:

* HEPHERIEIERIFAutoSupportThEE /S Ao

* TEHEPRIERA 4P AutoSupport, ITE4HPHRIEIAARAICIE. BEAXRAIREXE "SU92: WNE7ELT
Y 4EPE DHREHH B oh eI 2 R EZ ¥ EE N T

* BREFE CLI 2IENSIEEEIER. BXNABEASIEREICREMNIRE, BERIMREXEFNERS
EHIE S, "HAIECE PuTTY LURE5ONTAPR A SREIEE"

BT

KFUIES
LM EREE LIF FRIERY T R UIT IS SR LIF BYan <

AR B RGIER LA N EBESHANAN T man 2 AN :

* X CN1610 =B B HRZE cs1 M “es2,

* REFIRAICN1610ZIN (MIPERIEH) HIZBHFR old cslo
* FEICN16103HRH] (BRHN) HBIR new _cslo

* REERE N SRV BIRRE cs20

p
1. WINBSREX G SEITREX G —H. BOIBXEXHREFED &M, UETERIREPER,

MU RGIFRMEC B <iEA T FASTPATH 1.2.0.7:
ANl
(old csl)> enable

(0ld csl)# show running-config
(0ld csl)# show startup-config

2. QBB TR EX A,

U RAIRes &R F FASTPATH 1.2.0.7:
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1.

o o &> W

Bl

(0ld csl)# show running-config filename.scr
Config script created successfully.

(D ERI LAERBRU MR R ZIMIERS R, CN1610_CS_RCF vl.2.scr o XHRHUI

wAH .scr i B&.

RARHBITRE X REZIIMNBEN, UEHITER,

Bl

(0ld csl)# copy nvram:script filename.scr
scp://<Username>@<remote IP address>/path_to file/filename.scr

BRI SHAAMONTAPRR A R B ER B IEMEFEHILAS, £ 0 "NetApp CN1601 I CN1610 SZHA " 1FIFER
TUH,

M BRI TR E T E " TENetApp 23Sl |, SEENetAppSEBFAIIEN, THHMERAY RCF Al FASTPATH hitZs,
58 FASTPATH. RCF ME2RENREIZE BR XM EmiNX (TFTP) ARS32: ".scr' B F RN 4o
BETHO GIHNEMITEIOIONH RI-45 Ei%aR) EEIABGLIHFEINENAREN.

EEN L, REBOXRIRER:

a. 96007k 4F

b. 8 IR

C. 1 {21k

d. FEM: X

e. mEEH: X

RERIRO GHRANAMN RI-45 IRFHO) EEE TFTP RS BFAENRE—MLE,

HEEEZTINSEM TFTP RS 25

MREERANZ NS ENEE NN (DHCP), NBRIEHZARZMHEE IP ik, FRSHOBKIMEENER

DHCP, IPv4 # IPv6 thiligBRRIMEEIRIKIITIREN T . NRERIRFIHOEREEIRE DHCP RS
RHIMLE, MRS SFREFBMECE,

BiGEES P i, ENZEA serviceport protocol. network protocol 1 serviceport ip 855
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10.

68

Bl

(new csl)# serviceport ip <ipaddr> <netmask> <gateway>

SN TFTP BRSSBBUTEICABR £, AT LUEEERTRAEUKMENRE CN1610 IRHIERZEIE IS4 BN,
AEERER IP #tEF—MEHEEE MR,

fRE] AER “ping A FIIEMUEIG S, MNRTTAEILEE, NNERIERBEME, HER IP 192.168.x 3¢
172.16.x BLERSIHO. HEEUTLRKRSIHEOEHEENEFTEIE P ik,

(AD3%k) IEHLEE AT RCF #1 FASTPATH 4 AIMEMNIRAS, MRECHIAFINEER
88, HEREEEH RCF 1 FASTPATH 4, MINFEZIFE 13,

a. JFIIERTRYAT IR E

Bl

(new csl)> enable
(new csl)# show version

b. ¥ RCF X T EIHFH3 Ao



Bl

(new csl)# copy tftp://<server_ ip address>/CN1610_CS RCF vl.2.txt
nvram:script CN1610_CS RCF vl.2.scr

Mode. TETP

Set Server IP. 172.22.201.50

Path. /

Filename. @ vu ettt e ittt ee et eeeeeeneeeeeneenean
CN1610 CS RCF vl.Z2.txt

= it A 7 1O Config Script

Destination Filename.........uiiiienennennnnn.
CN1610 _CS RCF vl.Z2.scr

File with same name already exists.

WARNING:Continuing with this command will overwrite the existing
file.

Management access will be blocked for the duration of the

transfer Are you sure you want to start? (y/n) y

File transfer in progress. Management access will be blocked for
the duration of the transfer. please wait...

Validating configuration script...

(the entire script is displayed line by line)

description "NetApp CN1610 Cluster Switch RCF v1.2 - 2015-01-13"

Configuration script validated.
File transfer operation completed successfully.

C. #IA RCF B & EI3 Ao

Bl

(new _csl)# script list

Configuration Script Nam Size (Bytes)
CN1610 CS RCF vl.l.scr 2191
CN1610 CS RCF vl.2.scr 2240
latest config.scr 2356

4 configuration script(s) found.
2039 Kbytes free.
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1. 3 RCF RZF8TF CN1610 3L,

BRI

(new csl)# script apply CN1610_CS RCF vl.2.scr
Are you sure you want to apply the configuration script? (y/n) y

(the entire script is displayed line by line)

description "NetApp CN1610 Cluster Switch RCF v1.2 - 2015-01-13"
Configuration script 'CN1610 CS RCF vl.2.scr' applied. Note that the
script output will go to the console.

After the script is applied, those settings will be active in the
running-config file. To save them to the startup-config file, you

must use the write memory command, or if you used the reload answer

yes when asked if you want to save the changes.

a. (REFETEEXMH, UEERXIHNEFHIRABMEREXH.

Bl

(new csl)# write memory

This operation may take a few minutes.

Management interfaces will not be available during this time.
Are you sure you want to save? (y/n) y

Config file 'startup-config' created successfully.

Configuration Saved!

b. ¥5R 5 TEHEI CN1610 33#EA o
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Bl

c. @d

(new csl)# copy
tftp://<server ip address>/NetApp CN1610 1.2.0.7.stk active
Mode. TEFTP

Set Server IP. tftp server ip address

Path. /

Fillename. o vu ittt ittt et et et e e e e e e e e

NetApp CN1610 1.2.0.7.stk

Data Type. Code

Destination Filename. active

Management access will be blocked for the duration of the

transfer
Are you sure you want to start? (y/n) y
TFTP Code transfer starting...

File transfer operation completed successfully.

BRI A1 TR EC B IR R,

WINERIHA, TE] 6 PRI RERMUIRE, MAERMBGLE, RSB EIRMRERMNE

L)

Bl

Bl

(new_csl)# reload

The system has unsaved changes.

Would you like to save them now? (y/n) y

Config file 'startup-config' created successfully.

Configuration Saved! System will now restart!

Cluster Interconnect Infrastructure

User:admin Password: (new csl) >*enable*

a. %8

AN LRI BVECE X1 & U B 3T A Lo
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Bl

(new csl)# copy tftp://<server_ ip address>/<filename>.scr
nvram:script <filename>.scr

b. &2 FiR1FAVECE N FA B 3T HEM Lo
B
(new csl)# script apply <filename>.scr
Are you sure you want to apply the configuration script? (y/n) y

The system has unsaved changes.
Would you like to save them now? (y/n) y

Config file 'startup-config' created successfully.

Configuration Saved!

C. B¥EITREXHREFEIEECE XX HH,

Bl

(new csl)# write memory

12. gNSRIkEER¥ F B 7 AutoSupport , M52 7E FIAutoSupportil B SR INEI B heIEZRA: system node
autosupport invoke -node * -type all - message MAINT=xh

x RAEPEIOROSEETIE, B,
(D AutoSupportBELBHBARSISUHHAES, UEEHFE ORI SRR,

13. TEHMA new_cs1 £, UEERRBFRESHER, FXAMEERITREHEONKD (50 1312

o
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Bl

User:*admin*

Password:

(new csl)> enable

(new_csl)#

(new _csl)# config

(new csl) (config)# interface 0/1-0/12
(new_csl) (interface 0/1-0/12) # shutdown
(new_csl) (interface 0/1-0/12)# exit
(new csl)# write memory

14. JG&EEE LIF MiEREER old_cs1 IEHAYIH TR,
BTN ERIT SN EEREISE 1 ER LIF,

Bl

cluster::> set -privilege advanced

cluster::> network interface migrate -vserver <vserver name> -1lif
<Cluster LIF to_be moved> - sourcenode <current node> -dest-node
<current node> -dest-port <cluster port that is UP>

15. WIAFRE &R LIF MEZH ST R EAMBENER IR,

Bl

cluster::> network interface show -role cluster

16. XHNEEEIEE RV ER IR,

BRI

cluster::*> network port modify -node <node name> -port
<port to_admin down> -up-admin false

17. IEEERF YRR R
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Bl

cluster::*> cluster show

18. EMIAIR OB XA,

Bl

cluster::*> cluster ping-cluster -node <node name>

19. 7E3X#iH] cs2 £, X ISL#wE 13 E 16,

vy (]
(cs2)# config
(cs2) (config)# interface 0/13-0/16
(cs2) (interface 0/13-0/16)# shutdown
(cs2)# show port-channel 3/1

20. FIAEHEEERERE B ERITEIRIEN.,
21. M old_cs1 XM EIRTFEAERL, AGERKBLAEIEE new_cs1 IR ERIMERIRO.
22. 1f cs2 XML, BA ISLERO 13 E 16,

Bl

(cs2)# config
(cs2) (config)# interface 0/13-0/16
(cs2) (interface 0/13-0/16)# no shutdown

23. BRI E S &R R REXAYIR .

BRI

(new csl)# config
(new csl) (config)# interface 0/1-0/12
(new_csl) (interface 0/13-0/16)# no shutdown
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24,

25.

26.

27.

28.

29.

RN AL, BonERFREREANBER T RO, ARRIAEREEIL,
BRI
cluster::*> network port modify -node nodel -port

<port to be onlined> -up-admin true
cluster::*> network port show -role cluster

TRE5 TR 25 Fim O XEXRIEEE LIF,
EABIF, NRs Home'FIRE, MW= 1 R LIF BaIhiZR.

Bl

cluster::*> network interface revert -vserver nodel -1lif
<cluster 1lif to be reverted>
cluster::*> network interface show -role cluster

WRF—NMTREE LIF EEEIAHMEINETIRO, WEEDRE 25 M 26 LIBSHSEEROHRMESHFTH
fth mBYERES LIF,

ETREHPTRBEXER.

Bl

cluster::*> cluster show

HIAER GRS LN B HREXHNETREX S ER. HEEEXHNSTSE 1 PrviaHaTE,

Bl

(new csl)> enable
(new csl)# show running-config
(new csl)# show startup-config

NREERABMEIEEGITNEE, 5@ IERAutoSupport;H B EHE FAIZIIEE:

system node autosupport invoke -node * -type all -message MAINT=END
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TIRHIEIZE HNetApp CN1610 EEEEATHES,

X FONTAP 9.3 REZHRZA, EAILRERMNAEREENENERIZIRITTRE
EERENE e

73

HEEK

SEhtE N
EERTEN:

* EBERT R BB ERFEE T — M ERETERF, ASRARAES IR EHER N TAEREERO
, EXNFEIMTR EAAESTASHEERD (BN, A<M :E/\A) MRS, G UERLEE,

© TR SR B ERERER TR A LR T o

* MREA—MERER EERIIENT &8, HEAIZTHEONTAP 9.3 SiEBMRAS, NATLIRR MR
MERATRZENEE. BREEE

Faz Al
BREREEEUTYm:

—MERIESE, AR RBIERHRAERMN. T RBIUSITHEERIONTAPhRZS.

* BT RBAAMEHNENTREMED, XERORETRNEREESERE, LEHFENASESE, fii
, WFEIMMNREERTNEAEHEERANRS, BRIMITREL.

TS 3N

XFIES
LTS BRRBIRNT R BBV A, HEE 1 SBERE RN S AT RN ERER.

Nodel ClusterSwitch1 Node2

\_/_\I ClusterSwitch? [—/\J

>
' Node2
XF 5l

U T IREFRIREIERT R e0a" M eOb™FAKBIRONT R, BT RAREERARENERED, EHARE
RV E IR ORI R,

Nedel
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S EETR

1. BBUREFIEANBER, BNy HRFIRTAMELR:
set -privilege advanced
SRR > HM.

2. ONTAP 9.3 KB Eh A1 B oM ERE, 2T AR,
] LB G TR RN R < RIGIER S B8 AT MR B0 -
network options detect-switchless-cluster show

Bl

TRl ERZENE S ERA.

cluster::*> network options detect-switchless-cluster show
(network options detect-switchless-cluster show)
Enable Switchless Cluster Detection: true

MR BRATZIENERHQN false 5B R NetAppz o
3. SNRIEEE FE AT AutoSupport , M3&:d I8 A AutoSupportyH B3 iNHI B sh el = =51

system node autosupport invoke -node * -type all -message
MAINT=<number of hours>h

MR "h BAEPE ORVRFEERTE], LUNT RSB, ZE S BARARZ A G AERESS, UEMIELER
CHAE A LE B ah el A,

FEUTTRAITR, Za<=iE BoheZ R/
B

cluster::*> system node autosupport invoke -node * -type all
-message MAINT=2h

SR EREROMLZS

1. B el LSRR OO LA, €5 1 ARVSE R ERTIERIN 1, $ 2 ARER iR ERE
SRR 2, XELRERSEFAIETEFE.

2. RGBSR O H IR ST TR :

network port show -ipspace Cluster
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ELULTRAIH, S(j‘—'_F%Eﬁﬁ”ﬁEl?J“eOa”*D“eOb”EI’J"ﬁ,.“, —AWFRIR N “node1:e0a"F1“node2:e0a”, F—H
rIRA“node1:e0b”M“node2:e0b”s ST R AIRE I EEFERARNER KO, AARRRKER KO EE

78

KlElo
Node1 C|U5ter5wil€h 1 Node2
ClusterSwitch2
FIANmORERZS A up X F8HE5, EER healthy T RERRRT —1=H,
Rl
cluster::> network port show -ipspace Cluster
Node: nodel
Ignore
Speed (Mbps) Health
Health
Port 1IPspace Broadcast Domain Link MTU Admin/Oper Status
Status
ela Cluster Cluster up 9000 auto/10000 healthy
false
eOb Cluster Cluster up 9000 auto/10000 healthy
false
Node: node?2
Ignore
Speed (Mbps) Health
Health
Port 1IPspace Broadcast Domain Link MTU Admin/Oper Status
Status
ela Cluster Cluster up 9000 auto/10000 healthy
false
elb Cluster Cluster up 9000 auto/10000 healthy
false
4 entries were displayed.



3. MEIAEEHRIFRE LIF ST EF RO L,
filis-home 5| @B AZT “true’ W FEH1EEEE LIF:
network interface show -vserver Cluster -fields is-home

Bl

cluster::*> net int show -vserver Cluster -fields is-home
(network interface show)

vserver 1if is-home

Cluster nodel clusl true
Cluster nodel clus2 true
Cluster node2 clusl true
Cluster node2 clus2 true
4 entries were displayed.

NREFHPEFERFBEHRIKO LA LIF, HEXLE LIF MERHRIRKO:

network interface revert -vserver Cluster -1if *
4. RSB LIF (B SHEIRTNRE:

network interface modify -vserver Cluster -1if * -auto-revert false
5. HaIA E—F T H AR i O &R B %1% 2 A 3T A :

network device-discovery show -port cluster port

“BAMILE" TN ER i O FrE i p S B SR B & FRo



Bl

LU FIZREAEEEfim 1 e0a”f1“e0b” B IE HAIEIZ B EE ¥ 3T HEA “cs 1"F0“cs 2%

cluster::> network device-discovery show -port ela|eOb
(network device-discovery show)

Node/ Local Discovered

Protocol Port Device (LLDP: ChassisID) Interface Platform

nodel/cdp
ela csl 0/11 BES-53248
e0b cs2 0/12 BES-53248
node2/cdp
ela csl 0/9 BES-53248
e0b cs2 0/9 BES-53248

4 entries were displayed.

6. IIEIAZ R B IR RYIEREE

80



ONTAP 9.9.1 XEShi7
{RATLUEF “network interface check cluster-connectivity HiiTeR S U BEHEEIEIZEMNTE, AEERE4H

=¥

network interface check cluster-connectivity start '# ‘network interface check
cluster-connectivity show

clusterl::*> network interface check cluster-connectivity start

VERL BITRERIEFE/MNH show ERIFAE SRS

clusterl::*> network interface check cluster-connectivity show

Source Destination

Packet
Node Date LIF LIF
Loss
nodel

3/5/2022 19:21:18 -06:00 nodel clus?2 node2-clusl
none

3/5/2022 19:21:20 -06:00 nodel clus2 node2 clus2
none
node?2

3/5/2022 19:21:18 -06:00 node2 clus2 nodel clusl
none

3/5/2022 19:21:20 -06:00 node2 clus2 nodel clus2
none

FiE ONTAPHRZS

B

I FEREONTAPHRZS, EBILIER cluster ping-cluster -node <name> 10 & iEZ MY

cluster ping-cluster -node <name>
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1.

cluster
Host is
Getting
Cluster
Cluster
Cluster
Cluster
Local =
Remote

Cluster
Ping st

Basic c
Basic c

Detecte
Local 1
Local 1
Local 1
Local 1
Larger

RPC sta
2 paths
2 paths

1::*> cluster ping-cluster -node local
node?2
addresses from network interface table...

nodel clusl 169.254.209.69 nodel e0a
nodel clusZ 169.254.49.125 nodel eOb
node2 clusl 169.254.47.194 node2 eQa
node2 clus2 169.254.19.183 node2 e0b
169.254.47.194 169.254.19.183
= 169.254.209.69 169.254.49.125
Vserver Id = 4294967293
atus:

onnectivity succeeds on 4 path(s)
onnectivity fails on 0 path(s)

d 9000 byte MTU on 4 path(s):

69.254.47.194 to Remote 169.254.209.69
69.254.47.194 to Remote 169.254.49.125
69.254.19.183 to Remote 169.254.209.69
69.254.19.183 to Remote 169.254.49.125

than PMTU communication succeeds on 4 path(s)

tus:
up, O paths down (tcp check)
up, 0 paths down (udp check)

WIIEEHETRIBITIER:

cluster ring show

FrE BT NBARERTT, BARMNETT

2. NE 1 HipQIRETIIRHEE,

82

®

AR BETENMERE, SHTETF groupt FRIRO, HRIRGEMNEIEELZFK, Fu,

£ 20 Ao

a. [FIBTHTFFEE 1 Aiw O _ERYFRA R,

FLUTTRGIF, BEANE N TSN e0a” i, SEREMLR

B3NN TI

RRYIE O “e0b &



Nodel Node2

ClusterSwitch1
ela eda
&b ClusterSwitch2 &0

b. ¥4 1 ArhgiE O i TR,

FELULTREIH, ¥a 1 Ee0a”EZ8IT R 2 Eie0a”:

Nodel Node2

alla ela

°0b ClusterSwitch2 a0b

>

3. TRIRHEBEMLEIATIM false Bl “true. XAIREREKIEX 45, MIALHXEMEIREN true:
network options switchless-cluster show

U TRAIREAE B AR A

cluster::*> network options switchless-cluster show
Enable Switchless Cluster: true

4. IIETAR SRR ORISR
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ONTAP 9.9.1 XEShi7
{RATLUEF “network interface check cluster-connectivity HiiTeR S U BEHEEIEIZEMNTE, AEERE4H

=¥

network interface check cluster-connectivity start '# ‘network interface check
cluster-connectivity show

clusterl::*> network interface check cluster-connectivity start

VERL BITRERIEFE/MNH show ERIFAE SRS

clusterl::*> network interface check cluster-connectivity show

Source Destination

Packet
Node Date LIF LIF
Loss
nodel

3/5/2022 19:21:18 -06:00 nodel clus?2 node2-clusl
none

3/5/2022 19:21:20 -06:00 nodel clus2 node2 clus2
none
node?2

3/5/2022 19:21:18 -06:00 node2 clus2 nodel clusl
none

3/5/2022 19:21:20 -06:00 node2 clus2 nodel clus2
none

FiE ONTAPHRZS

B

I FEREONTAPHRZS, EBILIER cluster ping-cluster -node <name> 10 & iEZ MY

cluster ping-cluster -node <name>



clusterl:

Host
Getti

Cluster
Cluster
Cluster

Clust
Local
Remot

Cluster Vserver Id = 4294967293

Ping

Basic connectivity succeeds on 4 path(s

1s node?2

:*> cluster ping-cluster -node local

ng addresses from network interface table...

nodel clusl 169.254.209.69
nodel clus2 169.254.49.125
node2 clusl 169.254.47.194
er node2 clus2 169.254.19.183

= 169.254.47.194 169.254.19.183
e = 169.254.209.69 169.254.49.125

status:

Basic connectivity fails on 0 path(s)

Detec
Local
Local
Local

Local

ted 9000

169.254.
169.254.
169.254.
169.254.

byte MTU on 4 path(s):

47

Larger than PMTU

RPC s
2 pat
2 pat

®

tatus:

hs up, 0 paths down
hs up, 0 paths down

477 .
.194 to Remote
19.
19.

194 to Remote

183 to Remote
183 to Remote

communication

169.254.
169.254.
169.254.
169.254.

nodel e0a
nodel e0b
node2 e0la
node2 e0b

)

209.69
49.125
209.69
49.125

succeeds on 4 path(s)

(tcp check)
(udp check)

EHIT T2, BRAEDFHEROHH, UHIAS 1 A LRNESERRSIES T

FE 2 AR BT E.

®

R BTERIMEEIEER, ST group2 RRVIRC, HRRGENEMELEER, F,

7£ 20 #

LIS

a. [FIBTHTFFEE 2 AAim O _ERYFRA R4,

EULTRAIAF,
EZT

/—/\-l-l-
I -I_Ju\

= ERVIR O “eOb" R B B BT, SEFREMLNET e0a"in O Z BINEEERENH

/
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Nodel MNode2

ela ala

e0b ClusterSwitch2 e0b

=

b. ¥5 2 AR OE EHEEEER,
FELUTRGIFR, TR 1 BV e0a”EEEIT R 2 EM e0a”, Tm 1 £V eOb" EEEIT S 2 £A“e0b”:

Model Node2

ela ela

elb elb

S 3 WIFRE
1. EHIAFE T = _E B9 SRR

network device-discovery show -port cluster port

86



Bl

AT RBASE B iR (1 “e0a" 1 “e0b” B IE IR B SR B Ik _EAVAEN % O ©

cluster::> net device-discovery show -port elalelOb
(network device-discovery show)
Node/ Local Discovered
Protocol Port Device (LLDP: ChassisID) Interface Platform

nodel/cdp

ela node?2 ela AFF-A300

eOb node?2 eOb AFF-A300
nodel/11dp

ela node?2 (00:a0:98:da:16:44) ela =

e0b node2 (00:a0:98:da:16:44) e0b -
node2/cdp

ela nodel ela AFF-A300

eOb nodel eOb AFF-A300
node2/11dp

ela nodel (00:a0:98:da:87:49) e0la =
e0b nodel (00:a0:98:da:87:49) eOb -
8 entries were displayed.

2. EFEAEE LIF WEMEIRINEE:
network interface modify -vserver Cluster -1if * -auto-revert true
3. #HIAFRE LIF IR&EHEEIL, XeIeERE/ LI,

network interface show -vserver Cluster -1if 1if name



Bl

MRBEEFVINE, W LIF BRIEE, true'¥NEFRTR nodel_clus2'# “node2_clus2 fE LA TRl
H:

cluster::> network interface show -vserver Cluster -fields curr-
port, is-home

vserver 1if curr-port is-home
Cluster nodel clusl ela true
Cluster nodel clus2 e0b true
Cluster node2 clusl ela true
Cluster node2 clus2 e0b true

4 entries were displayed.

SNRAEfAISEES LIFS WARMEZIHERO, BEMIMTRFHRERE:

network interface revert -vserver Cluster -1if 1if name

4. ME—TRHRFAIEE G RET RRVSEERES:

cluster show
Ermfl

UTRAIZTRAINTTRLER € 979 false:

Node Health Eligibility Epsilon

nodel true true false
node?2 true true false
2 entries were displayed.

o. WNERAZE B R CIRUERRIE:
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ONTAP 9.9.1 XEShi7
{RATLUEF “network interface check cluster-connectivity HiiTeR S U BEHEEIEIZEMNTE, AEERE4H

=¥

network interface check cluster-connectivity start '# ‘network interface check
cluster-connectivity show

clusterl::*> network interface check cluster-connectivity start

VERL BITRERIEFE/MNH show ERIFAE SRS

clusterl::*> network interface check cluster-connectivity show

Source Destination

Packet
Node Date LIF LIF
Loss
nodel

3/5/2022 19:21:18 -06:00 nodel clus?2 node2-clusl
none

3/5/2022 19:21:20 -06:00 nodel clus2 node2 clus2
none
node?2

3/5/2022 19:21:18 -06:00 node2 clus2 nodel clusl
none

3/5/2022 19:21:20 -06:00 node2 clus2 nodel clus2
none

FiE ONTAPHRZS

B

I FEREONTAPHRZS, EBILIER cluster ping-cluster -node <name> 10 & iEZ MY

cluster ping-cluster -node <name>
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1.

2. IR  ea e

90

clusterl::*> cluster ping-cluster -node local

Host 1s node?2

Getting
Cluster
Cluster
Cluster
Cluster

Local

Remote = 169.254.209.69 169.254.49.125
Cluster Vserver Id = 4294967293

= 169.254.47.194 169.254.19.183

Ping status:

addresses from network interface table...
nodel clusl 169.254.209.69
nodel clus2 169.254.49.125
node2 clusl 169.254.47.194
node2 clus2 169.254.19.183

nodel e0a
nodel e0b
node2 e0la
node2 e0b

Basic connectivity succeeds on 4 path(s)

Basic connectivity fails on 0 path(s)

Detected 9000

Local
Local
Local

Local

169.254

byte MTU on 4 path(s):

L47.
169.254.
169.254.
169.254.

47

Larger than PMTU
RPC status:

2 paths up,
2 paths up,

NRIE

194 to

.194 to
19.
19.

183 to
183 to

Remote
Remote
Remote

Remote

communication

0 paths down
0 paths down

BRABREEMIIEE,

169.254.
169.254.
169.254.
169.254.
succeeds on 4 path(s)

(tcp check)
(udp check)

209.69
49.125
209.69
49.125

1B 18d JE A AutoSupportiH S BB A iZhiEe

system node autosupport invoke -node * -type all -message MAINT=END

BXBFAER, FS "NetApp MIREXE 1010449: NEI7ETHRIRVLEIA A B EREE

pli

2.

set -privilege admin

LB BhBIEZA"
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