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o [cfcard/kmip/servers.cfg

o /cfcard/kmip/certs/client.crt

o /cfcard/kmip/certs/client.key

o /cfcard/kmip/certs/CA.pem
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* NREFEAESANRS, NN MEREZIHITHIZSSCSITIFEMER cluster kernel-service
showo cluster kernel-service show @< (fEpriviaRiER F) A BRiZT Rl TR R HERE" . ZTh R
BR] MRS AR IZ T R TR

51 SCSI IR RS SFBHIZN SEBFREMT RRFHPRIX R, EREFIMRZA], BASTARFAAEIR

o

* If you have a cluster with more than two nodes, it must be in quorum IR EE KA HRH T TR RLF
RIS E ARG TR A EE T alse. MSMEXRAZHRITH R ZAIE ERFHER ; BER "HTR5
EBED"S

PIE
1. AN BT AutoSupport . T3&33 & F AutoSupport ;8 B2 1 BEheliE 2=

system node autosupport invoke -node * -type all -message MAINT=<# of hours>h

LU FAutoSupport JHE 22 1E B ah el iR 25/ BT
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clusterl:> system node autosupport invoke -node * -type all -message MAINT=2h
2. ZHBHRIE:
a. NEERIEFIZEAIERI QAL TR
storage failover modify -node impaired node name -auto-giveback false

b. N 'y HIEEIIR N EESETEZABMOIR? "AY
3. ¥ZRIEHI2E 2~ N LOADER 127457 :

MRZHITHIZRETR ... A ...

LOADER &Rt BET—%,

EEHEFTE ¥ Ctrl-C , ZARIEHIUERIEE v,
RPN fT MIEITIE BREHssEE N E = HRITHIZS

storage failover takeover -ofnode
impaired node name -halt true

-halt true B #0&# N\ Loaderig o
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p
1. MR AR, BIEREM,
2. M PSU IR TFEEIRE.

() DREERGEEERER. BT RRELRS RS (PSU)NIEE.
3. M RAEEER:

a. R FERIAFERRRIFIE RS, BFSUERANERUEN LIRS, UEEERRRRRIPEE
EREEIEAIR O,
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b. M TFHEFRGLEIRIEER. HERN AL ERIERAMBEMAIRE. ASH FhEEEs.
C. ¥ FSystem Management (R4 E ) MR,
d. B8R ThREIRTUE.,
e BB FHEIBEALRIMTAOHERAEEERIETIE. MUERE T RABIEERR,
f BRABEERBIESFHBRE L. UERTLUAIRBN .

4. NEIERERABIPRB IR

RS EERIR O FI

a. T EEMERE.

b. m_EiERR BRI R. BEMEERBH. AERE—S,
O BEABHMNMRRETRAERERD:

a. BRMNHNASSHEIN=XNTT, ARBHEREEEENGE,

b. FABEIRH TS MIA FHEAX B ENIT o

C. WTBIER. M TIRRITERNBR. ARMABERE.
6. ENRERAEIEHIR:

a. FIERENUEEHEA DBLEMTT.

b. FIRREZHBANIEE, EETE2BANE, AERORAM—Em LR, MRBERRHEEL,
7. BAAEIRIERM LR EIXAUE.,

a. EfNAREERRHITRRE,
8. WHEFRLEBABRILE. AEENREBRAEESS.

R REMERERSE. EHlSRILEIEDh.
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FAFF AMKRFRLZEMBEoINT RS, BRUEHEMEHNTRMELRE, UME
MTNRMERE, AMETER, RASNEREERBAME, HE EEERZEHANM
ZRE, MREBRERME, RFER5|SERMBENNMES R,

BB T RIMETZNFEONTAP 9.17 1 RESRAPRH. WRENFERLISITHIZFHRZAFIONTAP
, BER"FHEHERER" .

FHaZHl
* ARG RIAEIERARE:
° IREFIAEIESE (OKM): FEEESCENZEEEME IR
° SNERERTAEIRSE (EKM). FERBMUHT SR XH:
* /cfcard/kmip/servers.cfg
* /cfcard/kmip/certs/client.crt
* /cfcard/kmip/certs/client.key

* /cfcard/kmip/certs/CA.pen

T
1. 7£ LOADER &R F, BoIBSINBRIMmETTE:

boot recovery -partner

FEEETRUTHR:

Starting boot media recovery (BMR) process. Press Ctrl-C to abort..
2. BRI RRERELTE,

ItIF 25 2R Installation complete JHE.

3 RHMEMEBER, HETUTHEEZ—!
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MREEIHR... 1R1F

key manager is not RARRENMNEINEE,
configured. Exiting.

a. FRHERRETHIL
b. RN RHIIEEHET

storage failover giveback -ofnode
impaired node name

c. mif EFEABMRIAEE MRERERT
key manager is BREMZEINEE. giFMEZHEES,
configured.
@ MREZRLERFZIAEERRE, WSETHIRAES, HETREHIAZEEEERIAERE
BUNMERR (IREIMNE) o BEIBFRT A4S,

4. ERERERENENIEEREZAEIES:



WREZIAEIERE (OKM)
AR TIU TN HEHREITRNREIEN 10:

key manager is configured.
Entering Bootmenu Option 10...

This option must be used only in disaster recovery procedures.

you sure? (y or n):

a. HN 'y EiRTRBIAEE S E G OKM EdiE,
b. HIURTREY, FRAVEHZAEIEZ,

C. HIMHIARTE, BEXIMARN,

d. HIETEY, MAFERZAEERNEHEE.

RE R E D BIERREVRA

Enter the passphrase for onboard key management:

e mIEMEEE, BElmMHTR]

e NN AIS o
mEdETRE, TREEHRBE. UTMEERBMERIN:

Trying to recover keymanager secrets....

Setting recovery material for the onboard key manager
Recovery secrets set successfully

Trying to delete any existing km onboard.keydb file.

Successfully recovered keymanager secrets.

f TRERG, RERAREMETEAHERIET.

Are



0 BERIAFEERIIEH R ME EREIETT!
storage failover giveback -ofnode impaired node name
h. ZHF TR BHHARRMEERS G, RS EFHFN OKM ZA:

security key-manager onboard sync

AIfE EHE A EIRIEIRE MRERER T

HSNEREREREETESE (EKM )
RARTUTHEHF BRI TR EIED 11:

key manager is configured.
Entering Bootmenu Option 11...

a. HIEREY, BERAEKMEEEIRE:
L JERABPIRIEBIIAZR, /cfcard/kmip/certs/client.crt X4 :

BREFIREPAETTA

i. IBMANEFIRZEXHNAZS, /cfcard/kmip/certs/client.key {4 :

BTREPIRERXHFABEIRG

iii. MIATFRIEN KMIP ARS8 CA(s) XHHRIAR: /cfecard/kmip/certs/CA.pem’ SXi:

ERKMIPARSS 28 X (A A R
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V. B NBRSSESECE XA /cfcard/kmip/servers.cfg X 14 :

ERIRSBEREXHRBE R

XXX
XXX
XXX

XXX

XXX
XXX
t

XXX

XXX

« XXX
« XXX
« XXX

« XXX

« XXX

« XXX

« XXX

« XXX

« XXX
« XXX
« XXX

. XXX

XXX

« XXX

XXX

« XXX

« XXX
« XXX
« XXX

« XXX

XXX

XXX

XXX

XXX

IRC2:!RC4:!SEED

XXX . XXX . XXX . XXX

XXX XXX XXX XXX

:5696.host=xxXxX.XXX.XXX.XXX

:5696.port=5696

:5696.trusted file=/cfcard/kmip/certs/CA.pem
:5696.protocol=KMIP1 4

I1XXX.XXX.XXX.XXxX:5696.timeout=25

:5696.nbio=1

:5696.cert file=/cfcard/kmip/certs/client.cr

:5696.key file=/cfcard/kmip/certs/client.key
:5696.ciphers="TLSv1.2:kRSA: !CAMELLIA:!IDEA:

: !eNULL: !'aNULL"
:5696.verify=true

:5696.netapp keystore uuid=<id value>

V. INREIIER, WA AT SAIONTAPEEEE UUID, &
B UUID: ‘cluster identify show #5%

ERONTAPEEE UUID 127

BILAEA LA T 85 MR BETS

HIE

N

Notice: bootarg.mgwd.cluster uuid is not set or is empty.
Do you know the ONTAP Cluster UUID? {y/n} y
Enter the ONTAP Cluster UUID: <cluster uuid value>

System is ready to utilize external key manager(s).

vi. IIRBIERT, BRATRRIENNEZEOMLE:
" IR 8y 1P itk
" IR R LB
= FAIARIRAY 1P it

&



BRIGES EIR B R

In order to recover key information, a temporary network
interface needs to be
configured.

Select the network port you want to use (for example,
'eQa')
e(OM

Enter the IP address for port : xxx.xXXX.XXX.XXX
Enter the netmask for port : xXXX.xXXX.XXX.XXX

Enter IP address of default gateway: XXX.XXX.XXX.XXX
Trying to recover keys from key servers....
[discover versions]

[status=SUCCESS reason= message=]

b. FIFEAMEIRE:
- WNRIREZE kmip2_client: Successfully imported the keys from external key server:
XXX XXX XXX.XXX:5696 HIHERE TR, EKM BREEMIIME. ZIEMNET RIREHERAY
HHEBRT R, #HET—D,
" MRZFPMERY, RARELGTHETREIRZEMESES. M LOADER IR EHEITE

U = boot recovery -partner



ETRERREERNE S HENRA

ERROR: kmip init: halting this system with encrypted
mroot...

WARNING: kmip init: authentication keys might not be
available.

KA KK AR A AR A AR A KA A KR A AR A AR A AR A AR AR A ARk A A A A A A A A A ARk, Kk

W ATTENTTION e
* *
& System cannot connect to key managers. 23
* *

R b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b g

ERROR: kmip init: halting this system with encrypted
mroot...

Terminated

Uptime: 11m32s
System halting...

LOADER-B>

C TRERR, RIERREEMEELHEREIT.
d. B RIEFEEITHIR M E EEIETT:

storage failover giveback -ofnode impaired node name

AITE EHE A ETIREIEE NRERERT -

o WIRBRABNRE, FEHBA:

storage failover modify -node local -auto-giveback true

6. ANR B T AutoSupport. NEE B &he 22

system node autosupport invoke -node * -type all -message MAINT=END

2178
EIXRONTAPBME BT mIEE T THIRMEIER, ErRILISHIEEHEEI4NetApp”s

BRI BN B IR[EI45NetApp - AFF A1K

SNSRAFF A1 K%,;LEPE’J%AQH#”&EE&BE\ BRI IR EI45NetApp,  "BMHIR[EIFNE
HBEXFAER. BSINITHE,
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REIRIE - FEpmE
AR AT SIUE TAERIE - AFF ATK

FrhihE BEfRMEEEFER USB IXEIEIEONTAPE I ZiEEAFF AMMKR SN B IRSohN
k. BT MNetAppZiFih = FEAENIONTAPIRE MG FHIE E S HIE USB IXEh28.
RE, FERERITE USB IRohas T ER(E, BRAMEIEREBITIRE.

IIRENEFERGISITRIRONTAP 9.17.1 SNEShRA, BER"EIEHMERR" MRENREETHER
HARRASEIONTAP, N AZfERFEIEERE T2,

g?&, WEMEER, XAEHEE, BMBE6EA, A USB KR MEMRE, HELENENNBMNEIR

o "BEERBIMTRERX"

BEEEMBMNTRNER,

9 "B NN E A SHFIRS"
MERKEBAT X2 BAEERERWHEHT 7 INE,

e "R a8

FEFMENNTEE. BXRAEHIZE,

o "EiRE TR

MABSREERRPIEHERH TR RRERBHNR. ARERUSBAFIREI2E T RIONTAPIR G,

e "EIREEhI B YR g
MUSBIEGNZS EIONTAPIRME,. ERREX G AFAHWIFIFIRT =,

e "mE

MONTAPBEpR B2 M E R Z A E IR R A INIRIAEIER,

o "R EE SR IR 0] NetApp”
RIBEMREMBY RMA 35 BRISEFEERHRIE] NetApp o
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FrEhEEMEREX - AFF A1K

EEMAFF AMKRGFRNBENTRZE. BHRERBEMINERFIFNER, XEERRE
HYUSBAIFIRcHEE B A ESMEFHE. ARIEEESAR ERNBENRINEE,

USB NEE
s BREE—MEN LA FAT32 B9 USB [N7ZIREHER.

* USB WA R BBHNEFMHEBAEZREMN 'image_xxx.tgz X

XS
£l “image_xxx.tgz KX+ EHZI USB [AFIEEN2R. A USB INfFIERN2S FHIONTAPBRIREP R fE A kS o

HFEHR
fEFNetAppR RV LA (SR B IR FRE B 1

1EHIZRIR%!
ERZIHRMBEN Y, Ko NAR ERIEHREXEER:

© _ZRiTHIEE_RICIEERITHIFAITE 2.
© _RERIEHIEE_BRIITHIZRAT HA (K.

TS RHtA?
BEEMRSISNANERE, ERENERBDNFALOMBZAZ RS
0 EF R MEARE INE S - AFF A1K

ERAFF AIKER RS LSRR 2. BEEWNIEEMINT R ENMEBERBPZIFRS.
KEEIFONTAPIRZAS B 2 NetAppENNZR(NVE). XFIEHIgs 27l BN EZIAEIESS
B TFEDIRES

FIE 1. 1E NVE ZHFH THIEHRIONTAPIRE

M EHIONTAPRRZS 28 25 NetAppBEIIER (NVE), LUEEE] LA T & EARIONTAPBME KB BRI .

p
1. EEHONTAPRR A B &S S INE -

version -v
R EIE 10no-DARE, MIEHIERFAR AR ZRINVE,

2. FTHE NVE ZIFRONTAPE
° INREIF NVE: TEHHENetAppEINZERIONTAPIRE
° NIRRT NVE: TEHATNetAppEMNZHIONTAPRR G
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@ MNetApp3z /UL T EHONTAPIRREIIER) HTTP 3¢ FTP ARSSsEaiAstth >3k, £k
Bt R RES, ERFE ARG

EXAHEIERISRZ R, BRIERAEERCEHENVERS.

p
1. MELNARG LERT WM ERERS:

ONTAP iz BTl
ONTAP 9. 14. 15 EShREK security key-manager keystore show

s NRBATEKM. EKM NE&EGSHEFTIH,
* MNREEATOKM. "OKM M&tEdr< it H5H,

* MNRKBAZIHEIEE. "No key manager keystores configured®
N=FEmR<LHEFTIH,

ONTAP 9.13.1 Z{E Rz security key-manager show-key-store

* MRBHATEKM. ‘external M&Ed<HE 7 H,
* NRBATOKM. ‘onboard N&7Ed< it HTE,
* MNEBREAZAEIER. "No key managers configured NS TE#D

LTI,
2. RBAZHESHE T BAEIER, FITUTIREZ—!
MRKREEZAEIESS:
eI LR et X MRS HIZs, HASEHMITXIIIER.
NREE T HHEIESE (EKM Z OKM) :
a. WALUTERGS, EFEREERPEHEIERAIIRS:
security key-manager key query

> ERGERFOEACNIE. Restored 7. UPHETEBEDR (EKM 5 OKM) HHHHITE
PRTEHNE

3. BIREENEAEER LA THEN RS E.
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HNEREZEAETESS (EKM )
RIESESTH UL T, "Restored I F,

NRFAERBEHER true EBIRE !
BRI R XA EEGIEE, HASHITIIIER,
NREFARETHERRE true’ E“BIRE"FIH:
a. BN EIRAERIAME D ERHPHFE TR
security key-manager external restore
INRABSHITERY, TBEXRENetAppZ s,
b. HIAFRE S IIEZBHEMES
security key-manager key query
Haik "Restored SRR “true & A FFIE S HRIEER.
C. MNRPIERAMEME, WrJUAREMKFAHEITHIEFHUSEHITRNIZR,

IREZEAEIEE (OKM )
RIESESTH U TS E, Restored I+,

NRFIERBEER true T BIRE"FIH:
a. &1 OKM 58
L PR EI S RAPRIER :
set -priv advanced
BNy SRR ERRT,
. BRBAEEEMER:
security key-manager onboard show-backup
ii. &5 B8 HIEI R IRA S B E XX,
MREEHRIRPEEFHNE OKM, EEBELENHES.
i, 13 [O]EIE ST
set -priv admin
b. R UL LMK IEITEIEE, HYLERITRIIER

NREFIRERRERZE true T EME"7H:
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a. EFIRFEREES:
security key-manager onboard sync
HIRREY, BN 32 MFEENFERFAHSHNBRREERT,.

C) XEEERVEE EHZRAE RSN ENEESTERBEE, NRELEIERD
5B, BB RENetAppziF,

b. IBEHINFIE B IIEERHEME
security key-manager key query

1A Restored ' FIEB/R “true WFAIEBMRIEZEAFM "Key Manager RERE

*onboards
c. &% OKM 55
L PR EI S RAPRIER :
set -priv advanced
BNy HIRRAREEET,
. ETREREESEMER:
security key-manager onboard show-backup
ii. Y& BB RIRAS 3R B E S,
MREERIREPZEEFHME OKM, EREBLENHEE.
iil. JREEIEGIET
set -priv admin

d. eI T et XAHMEIETEE, HBRERITXIER.

T—HRH4?
RN EHNERELIREE, ERE XS
KA G SELLHITF RN RIRE - AFF A1K

KHAIAFF AMKEEER SRR HBIEEES, LU LESEEXRAHEB IR RIMEIEPR
RARGIRE .

NREHNEFERGTITRIRONTAP 9.17.1 NESMRE, BER"EEHNMERRF" MRENRRSITHER
HARRASEIONTAP, N AZfERFIE STz,
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TN . KRERARS

BRAZBEHEE, EOMRERLHRIVRT, AELEMZERGIE, UERTEBITRISSSAEMNZ
BT Hl SR B R R,

KXFIES

* NREFEANEBSANRS, NHMENEZRITHIZZSCSITIFHEMHSHER cluster kernel-
service show, cluster kernel-service show #r < (TEpriva IR F) Al B/ BT R AR i
WS ZH R BEMERESURZT REETKS.

/1 SCSI IR RS S HEN SEBFHEMT RIRIFPER R, EREBIRZ A, BIALBRITE

8] &,

* If you have a cluster with more than two nodes, it must be in quorum. IR EE KA R ETITIRR
RFPIERIBSE R RIEI TR A EE T alse. MR AZHITH SR 2 AIE ERER ; FE0 "
RBoR5&RERD"

S
1. MNERB AT AutoSupport « M5&3d i B AutoSupport JH S22 1EBheI 2R

system node autosupport invoke -node * -type all -message MAINT=<# of
hours>h

LR AutoSupport JHEZE 1E B T2 25N

clusterl:> system node autosupport invoke -node * -type all -message
MAINT=2h

2. ZEBERIE
a. MERITHIZRAVIEH SN <

storage failover modify -node impaired node name -auto-giveback false

b. N 'y HIEEIRNEERETEZRAAMMER? i
3. ¥ZmiEHI2E 2R LOADER 12755 :

NRZIRITHZEEE. ... B4 ...

LOADER 2R BET—%,

[EEERFRE ¥ Ctrl-C , AREHIUERNEE vo
AFAIR AT IR R MIBITIEBEHI S E T EZHITHIZS

storage failover takeover -ofnode
impaired node name -halt true

-halt true B35 N\ Loaderig R i’
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IR 2 . $5EHIBSI T MetroCluster #2

BXRARBIEHEE, EOMRERLHSRIVRTS, AELEMZERTIE, UERTEBTRISSSAEMZ
Bl SR B R R,

* If you have a cluster with more than two nodes, it must be in quorum. IR EEE KA R R IITITIRR

RIFp RIS EARNEITINR S EE R alse. MAGIEXAZHITHISE 2 AIE ERTHR ; 550"
BrHR5KERD"

s BwsnIAE iR EMetroClusterfc RS, HETRATFEBAMEERKES:
metrocluster node show
g
1. YR ZA T AutoSupport « M@ JEHAutoSupport ;B 22 1E B &b eI ZRF:

system node autosupport invoke -node * -type all -message
MAINT=number of hours downh

LA FAutoSupport JEE 221 B ah el = 2= 61/ 6

clusterl:*> system node autosupport invoke -node * -type all -message
MAINT=2h

2. ZHBHRIE:
a. NEERIEHIZEAIERI QAL TR
storage failover modify -node local -auto-giveback false

b. N 'y HIEEIIR N EESETEZABMOIR? "AY
3. ¥ZRIEHI2E 2R N LOADER 127R4%F:

MNRZHITHIZRER ... B4 ...
LOADER &Rt BET—T,
EEFFRE ¥ Ctrl-C , ABREHIHMERFEE vo

AGHRTRERRTT WA MNSTEENEHSRENEERRERE:
RorEN)
storage failover takeover -ofnode
impaired node name -halt true

-halt true B #0&# N\ Loaderfe o

TSR A?
RASHIRE, ERE ERENR
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BB RAEEFEENIRE - AFF A1K

AFF AMKRZRR BN BEE 7 EZNEGFNEE SR, ERIZEEBRAREER
R, BIRBITBEEHN R, KEBRBEHNHR, ARER USB INEFRENZFIFONTAPRE
FopfT R EI BB,

Step 1: Replace the boot media

BN BRI F RS ERRIRAE. D@ MR RE R,

(1] ROERER ORI
(2] BEN R
(3] BEENR

B

1. SNRIEE RIEM, BIEHEMD,
2. M PSU EIRTFEIRZ,

() nReHASAGEABE. BT RRRLRS RS PSU)NEE,

3. MFRARSGEIRIER:

a. R TFERIRAFERRRFIEBL, BISUERANERUEN LTS, UEEERLERRIPEH
EREEIE AR O,

b. M THEFRGLEIRIER. HEARNMNGLERBIERAMAEMAIRE. AGH FhEEEs.
C. ¥ FSystem Management (R E ) MR,

d. RO RBn TRREIRTUE.,

e BT FFHEIBEALRIT A OHERAERERIENIE. MUERE T RABIEERIR,
f BRABEERBIEHFHBR L. UERTLUAIRBNT .
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4. NEBERABIEREET:

a. B TEEMERE.

b. m) Lief BB KEMEERBH. AERE—S.
o BERBHINRREIRFERERRF:

a. FENTNIAGSHBEINTXNTT, ARKEREERENGR.

b. SABIE IR 75 A[A) T ek B BN 7T o

C. WTBERA. M FIRERITFERNR. ARMFBERH.
6. EMRERATIERIR,

a. FHRRSH BB QBN ZI 7T

b. BRI HBNIGE, EETDBANIE, AERBORAM—Em LR, RRRSIE 2L,
7. B A EIRIERE LR R XA E.

a. BN AREERRHITRE,

527 . BFONTAPIRGLWEIB N &R

BRENZRBHNTTUSBONTAPIRE, ERILUKAER AIONTAPRRSSBRE M T EZIUSBINEREN2E. ARBET
HEBHABHMNER. MTTREONTAPRRELIE] "NetApp 254 = " BRI T B

FFHaZ Al
s BB — 1N THUSBINFEIKEN2E. INILAFAT32. REZE/VH4 GB.

* THSZRITH B EEE TR R ZSEEIAIONTAPRIEIZAS, & AT LA MNetAppz it s _EAY"Downloads"SR
DTHENBR G, FH version -v ¥ ERENONTAPMRARE ZIFNVE, MNRGFLSHIEETR
*<10no- DARE>, NIEAIONTAPKRASAZIEFNVE,

° YIRERIONTAPHRASZFINVE. BB T HIRH AR, ERNetAppEINE T K,
° INRAZHNVE., BB T EIRH PRI T H A H NetAppEMNZBYIRE,
* IREMNRFRHAT . NATTEEHISRHT < EIR O (BF He0MEE) Z B2 1L MAZERE,

p
1. NTFHAABENRARS MG EES "NetApp 2k =" BIUSBIAFEIRENER,

a. MTTE _EAY"Downloads" (T &) HEEG RS BE TR ZIE IR BN LR T =,
b. FREFEARSS IR,

@ MR EEA Windows IREXAZR, E7EH WinZip 12BN B ahigR, EAEMIREXT
B, 5130 7-Zip 8§ WinRAR o

USBAZIREhER N BH ZHITHI28 [ETEIn1TRIAEN ONTAPIR R,

a. NZEICABPENL USB (RFIRE)28.
2. BUSBINTFIRTh 2R BN\ ROt EIRIER ERIUSBIEIE,

HtRRE USB INTFIEEIR L R1EMRE USB IREMIEIER, MR USB f=HaimOH,
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3. BHIRLAEHIEN PSU,
RGBT REHREL. BESERNEERRTR.
4. ¥ Ctrl-C 7£ LOADER &R aM=1E, LURRrEThid .
MRXRETUIHER, B1& Ctrl-C , EREMLUB R EIPER, AEEEEE S UBRIMERER.
THRHa?
EMBEN KRG, BRE BainEiEg,
M USB Ixch28Fohik S B ohiR{E - AFF A1K

EAFF AKRGRREHNB T RIS EE, ErRILUM USB IXahad FriEohRE R
MEFRFT RIRERE.

FaZ Al
* BHREEIENA EE R R SRR 2R.
* BIRIACHEE e MERGKHUE,
* MELHNRARTEAME. TPE 3, EFERERSERAINEREFENBED,

p
1. 7EHPEIE 230 LOADER 2R T, M USB INfFIERNZR B aniiERE

boot recovery
MEHREX M RMUR T AT,

2. BIERE, MABGEHFHIL Enter BIEZIES P ETHBIAE R,
3. BEAERTEHONTAPKRASHI S BIRE var XRS5
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ONTAP 9.16.0 S{E R A2
W ZFUTHIAMESIEIERIATR U T B :

a.

EHERESIZE L. T v HREE ‘Do you want to restore the backup
configuration now?

EHfEIERIsR L MNREIMRTR, I8 Y B /etc/ssh/ssh_host_ecdsa_key.
EREIERIZE £ BRI FIZRINRE S B NSk

set -privilege advanced
TEEHIEHIZR £ BEITMESE DG

system node restore-backup -node local -target-address
impaired node IP address

() mREINTFRMEANHE, B RENetAppIIS,

TEafETHIs L REIEERRT:
set -privilege admin

EHEESIZE L. T v HIREE ‘Was the restore backup procedure successful?

EfEIEHIZS L BT vy HIREE .would you like to use this restored copy
now?

FifEERlEE L BT Y HIRRERN, # Cil-C HIEERIBmREN,
TRt hlEs . AT T g EZ —!

* RRSAERNE, BMEEIFREREE E 1 EFBE

" IRRSERAME, BREREME"

ONTAP 9.16.1 S{E = kR4
I HIZS TR A TS B

a.

e.

ERSERTERENEREN. & Yo

mEIERE, RERUTHER: syncflash partner: Restore from partner
complete

Y SRTIAMRE SR,

B Y HRSRTERMENEERN.

BY SRGRTERT RN,

Y SAGIRTHEXERN, 15K Ctrl-C 8B R BB,

f ITUTRIEZ—:

* IRREAERNE, BMNEEIFREFERE X 1 EFBE
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" IRRSERAME, B REME"

4. izl a4 AiE R B EC TR,
O W RIEFEEEHSBRME EEET:

storage failover giveback -fromnode local
6. NREERATBNREIRE, BEMBRAE:
storage failover modify -node local -auto-giveback true

7. 9NRBA T AutoSupport. NERE&helES5:

system node autosupport invoke -node * -type all -message MAINT=END

TS RHtA?
BEEREE, SBE EEHN R ENMNE,
FrhEohkEEENMEEH - AFF A1K

EAFF AMKRGRIBRBHNM R EMEMNE. UHRSSEEEIERP, BdiZeiER
IEZSART A, BN AMNERE UL BIERNZ 2151,

RIBERRAEIERSRRE, TRENNSRUMERANE, NREFHELCHNRRAERAM IO BAEES, B0
BEERN REREIZF AR E,
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IREZAEIEEE (OKM )
MONTAP S Eh3R SR R AR 3 2 tA E 1288 (OKM) e &L

FaZ Al

BRAREEESEFUTER:
* ERANEECENEEEIEN "EREREAEE"
* "IREEAEIESENFNER"

* EAUTARRIEHERSRE ERMEEIEM & iiE:

RIEIE 2

P

X T SRITHI2S:

1. BRI A S BRI H 28 L

2. MONTAPEEhFEH, EFMEN YLD

ONTAP hRrZs priz 21 gvll
ONTAP 9.8 SR EShRZS IR0,
BB ERA

"SNAIIIEAR E A SR E IR R () AL EEEERY

Please choose one of the following:

all disks.

1) Normal Boot.

2) Boot without /etc/rc.

3) Change password.

4) Clean configuration and initialize

5) Maintenance mode boot.

(

(6) Update flash from backup config.
(7) Install new software first.

(8) Reboot node.

(9) Configure Advanced Drive
Partitioning.

(10) Set Onboard Key Manager recovery

secrets.

(11) Configure node for external key

management.

Selection (1-11)2? 10
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ONTAP (R i1yl
ONTAP 9 7R ERhRZA EFRPRIAIN recover onboard keymanager

7/

BB ERA

Please choose one of the following:

(1) Normal Boot.

(2) Boot without /etc/rc.

(3) Change password.

(4) Clean configuration and initialize
all disks.

5) Maintenance mode boot.

(

(6) Update flash from backup config.
(7) Install new software first.

(8) Reboot node.

(9) Configure Advanced Drive
Partitioning.

Selection (1-19)7?
recover onboard keymanager

3. WIS, EHINERSEMREMELIZ:
BRRHRTRET

This option must be used only in disaster recovery procedures. Are you
sure? (y or n):

4. MNEESCENERZIEM X,
MNEEEY, EHafRREMEBARS.
BRI
Enter the passphrase for onboard key management:

Enter the passphrase again to confirm:

o BHANEMEER:

a. ¥E5M5M BEGIN BACKUP 17ZI END BACKUP 1THIFRERS, SIERITS,



BRI

Enter the backup data:

—————————————————————————— BEGIN

BACKUP————————————— -
01234567890123456789012345678901234567890123456789012345678901
23

12345678901234567890123456789012345678901234567890123456789012
34
23456789012345678901234567890123456789012345678901234567890123
45
34567890123456789012345678901234567890123456789012345678901234
56
45678901234567890123456789012345678901234567890123456789012345
67
AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAARAA
AA
AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAA
AA
AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAARA
AA
AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAARAA
AA
AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAA
AA
AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAARA
AA
AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAARA
AA
AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAA
AA
AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAARA
AA
AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAARA
AA
AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAARA
AA
AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAA
AA
AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAARA
AA
AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAA
AA
AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAA
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AA
AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAARAA

AA
AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAA
AA
AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAARARA
AA
01234567890123456789012345678901234567890123456789012345678901
23
12345678901234567890123456789012345678901234567890123456789012
34
23456789012345678901234567890123456789012345678901234567890123
45
AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAA
AA
AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAA
AA
AAAAAAAAAAAAAARAAAAAARAAAAAAAAAAAAAAAAAAAAAAAAAAANAAAAANAAAAANAA
AA

——————————————————————————— END
BACKUP--————————— = —————

b. M ANRBLERE, BRREER,
mELETN, FETUTHES:

Successfully recovered keymanager secrets.



BRI

Trying to recover keymanager secrets....

Setting recovery material for the onboard key manager
Recovery secrets set successfully

Trying to delete any existing km onboard.wkeydb file.

Successfully recovered keymanager secrets.

R b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b db g
khkkkkhkhkkhk ki hrkkhkkhkkkkkhx

* Select option " (1) Normal Boot." to complete recovery process.
*

* Run the "security key-manager onboard sync" command to
synchronize the key database after the node reboots.

R b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b i b b b b b b b b b b Y

R b b b b b b b b b b b b b b b b o d

@ MRETHHHERAEUTARS, B7N#HEEIE{E. Successfully recovered
keymanager secrets . H{THPEHIFRULEEIR,

6. 3R 1" MBI B4R R ThiH NONTAP,
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10.

BRI

R b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b g

R IR I e I b dh db I b I b db b Ib b 4

* Select option " (1) Normal Boot." to complete the recovery

process.
*

R R i e S i b I b b b b 2h b b dh b Sb b 2 dh b b S b dh b b S b dh b b dh b db b db db b b b b 2h b b dh b db b b db b b Sb i db b 4

R b b b b b b b b b b b b b b b b b

(1) Normal Boot.

(2) Boot without /etc/rc.

(3) Change password.

(4) Clean configuration and initialize all disks.
(5) Maintenance mode boot.

(6) Update flash from backup config.

(7) Install new software first.

(8) Reboot node.

(9) Configure Advanced Drive Partitioning.

(10) Set Onboard Key Manager recovery secrets.
(11) Configure node for external key management.

Selection (1-11)2 1

A Hlgg TR e EmUTMER:

Waiting for giveback..(Press Ctrl-C to abort wait)

KT ERINFIERIZSE

AR IR -

storage failover giveback -fromnode local -only-cfo-aggregates true
KT RIIEHIRE:

{XfEMR CFO BERMfE, AP EAEESSE:

security key-manager onboard sync

HIGRREY, WMAERSCERRSEAEIESRTEE.



1.

12.

13.

14.

BRI

Enter the cluster-wide passphrase for the Onboard Key Manager:

All offline encrypted volumes will be brought online and the
corresponding volume encryption keys (VEKs) will be restored
automatically within 10 minutes. If any offline encrypted
volumes are not brought online automatically, they can be
brought online manually using the "volume online -vserver

<vserver> -volume <volume name>" command.

(D NRED AT, MREISEHETRT, FESHEMES. MRRAPKY, NTEREISEE
R ZAIETHEIRERS. B7HERE, HEHRGEILERRPRIIALE,

HIAFREZRYIERY .

security key-manager key query -restored false

ZE R AMNREERER, MREMERER, BFEERTHS, BEIRBEERELENLL,
KT AR HIZE:

AR 2R

storage failover giveback -fromnode local

NRFERT Bk, WERE:

storage failover modify -node local -auto-giveback true

YR BT AutoSupport. AR B ahtl E22=F1:

system node autosupport invoke -node * -type all -message MAINT=END

SNEBZIAETEES (EKM)
MONTAPE o ER RN R IAEIRSALE,

Friazal
MB—PEET REEDPREUTXHE:

p

*Icfcard/kmip/servers.cfg X {43, KMIP AR5 28tk Alim O
*/cfcard/kmip/certs/client.crt' XX (& FiIiE+H)
*/cfcard/kmip/certs/client.key X4 (Z P IHZEH)
/cfcard/kmip/certs/CA.pem X (KMIP 5528 CA IEH)

&
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KT R HlE

1. A E IR R R ST HI28 L
2. JEIREIR 11" MONTAPB SIS &,

ERBhRERA

3. HIMERAY, FHRIAEEWRERIFRER:

Normal Boot.

Boot without /etc/rc.

Change password.

Clean configuration and initialize all disks.

Maintenance mode boot.

Install new software first.

Reboot node.

Configure Advanced Drive Partitioning.

) Set Onboard Key Manager recovery secrets.

(1)
(2)
(3)
(4)
(5)
(6) Update flash from backup config.
(7)
(8)
(9)
(10
(1

1) Configure node for external key management.
Selection (1-11)2 11

BRI

4. HIRREY, FRATFPRNRSSRES:

o

e o

®

Do you have a copy
{y/n}
Do you have a copy
{y/n}
Do you have a copy
Do you have a copy

of the

of the

of the
of the

/cfcard/kmip/certs/client.crt file?

/cfcard/kmip/certs/client.key file?

/cfcard/kmip/certs/CA.pem file? {y/n}
/cfcard/kmip/servers.cfg file? {y/n}

WMAEPIRIER (clientert) XHHIAZR, 81E BEGIN 1751 END 17,

- BAEFmZE (clientkey) XHHIRNZE, B#E BEGIN #1 END 17

N KMIP BR5588 CA(s) (CA.pem) XHRZA, BFE BEGIN 1 END 17,

BHAKMIPARSS 28 Pt

- HIN KMIP fRSZ88im 0 (3% Enter $2{ERERIAIRO 5696) o



Bl

Enter the client certificate (client.crt) file contents:

Enter the client key (client.key) file contents:

Enter the KMIP server CA(s) (CA.pem) file contents:

Enter the IP address for the KMIP server: 10.10.10.10
Enter the port for the KMIP server [5696]:

System is ready to utilize external key manager(s).
Trying to recover keys from key servers....

kmip init: configuring ports

Running command '/sbin/ifconfig e0M'

kmip init: cmd: ReleaseExtraBSDPort eOM

WmEPIETTR, HERUTHR:
Successfully recovered keymanager secrets.
Er vt
System is ready to utilize external key manager(s).
Trying to recover keys from key servers....

Performing initialization of OpenSSL
Successfully recovered keymanager secrets.

O. JEFRETN 1" MIBBISR B ER R Th i NONTAP,
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BRI

R b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b g

kAhkKkkkhkhkkk kKX kK

* Select option " (1) Normal Boot." to complete the recovery

process.
*

R R i e S i b I b b b b 2h b b dh b Sb b 2 dh b b S b dh b b S b dh b b dh b db b db db b b b b 2h b b dh b db b b db b b Sb i db b 4

Xk kkkkkkk kK

Normal Boot.

Boot without /etc/rc.

Change password.

Clean configuration and initialize all disks.
Maintenance mode boot.

Install new software first.
Reboot node.
Configure Advanced Drive Partitioning.

(1)

(2)

(3)

(4)

(5)

(6) Update flash from backup config.

(7)

(8)

(9)

(10) Set Onboard Key Manager recovery secrets.
(1

1) Configure node for external key management.
Selection (1-11)2 1

6. MNRFLAHT BERE. WERE:

storage failover modify -node local -auto-giveback true

7. 9NRBA T AutoSupport. TER B &helEZ5:

system node autosupport invoke -node * -type all -message MAINT=END

T EHA4?
ERMN B LEMENRE, ERERHEEHEELNetApp”s

BRI BT RS iR [E]125NetApp - AFF A1K

NRAFF AIKRAZHRENMEGFRESPE. 15GHES 4R [EI2ENetApp, "SRR [EIFIE
HEXFAEE. BERIE,

HAa
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2B T {ERIZE - AFF A1K

BIEEEMER, KAEHIZE. ERYFENEIERSHRERFTIGERAFF AMKEER S
B8

o "EENMEERER"

BEENEERENR,

e "R B

HEEERIMAE. FERRIIRS. RERARENVETR., WIIRTBWEIERIMEH N RS BLEN IR,

e " KA aR"

KEEHIER, LUEX EREFHITLR,

e "B RAAE"

ISR A MR IBAFETS E EHRAFE R E A58,

e "SERALFE E R

I EohERIEE. T H B FOEEIEN AR B8 NetAppR ST B FE E .

FIRERERMNER - AFF A1K

EEMAFF AMKRGFRBNFEZ R, BHFRAEMINERINNEER, XEFERIERSH
HFrEEMARREIEEEIT, RIEEESHAONTAP NAMEES R, EfRIER
BURGENT A,

NAERBWFRERAAN (FIMNXE. THI28/CPU BT, NVRAM12, RAEIERIR, 110 RAERRMIERK
PSU) BY4IEM3E.

BEUTEK,

* MIRRASTHIFAEEMAMIES T, TN, BEKRUTRER), "NetApp 25"
* FREXONTAPRYZA#EIR I RE(INRLH).

* BREAAHITERFIFENITANIRS,

* R LA RS2 15 RIFRE ONTAPRR A E BN E B LT IR,

* NIEEREFERISEERHER. NE. THIZRR. NVRAM12, REERRER, /0 RAHRER AR
PSU B opEIFHAE, HEEMRAFERENtAppRIFTA M

=242
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http://mysupport.netapp.com/
http://mysupport.netapp.com/
http://mysupport.netapp.com/
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EEERNBENERE, BFEEEEIEIE"

R EHKE - AFF A1K

W IR RIS, JOIEEIRA M LIS ARIC BT HI SR IRIR, R EMAFF AMKR S
AR RTINS

BT HEARRENRS
BNATHESR S RIEAHREFIEITEUMRERSE | FARTARSMUELEDUERZ A,

p
1. EER RITIEE A O LUEEH ST R R,
2. HEIHFT T HIZRAIUELED:

a. {§f “system controller location-led show' 5<% £ R B LEDA HETRZS
b. A ELEDHPIRSER A" on":

system controller location-led modify -node nodel -state on

E TR RF=E30 2 #o

B2 WIFERAH
EBNIIEEEBREIVENANG. REMBEFREHREFITFEE,
p
1L TRAEEZA. BNEEEEMEHHIA

° HHEHS,

° EBHFIRER.

© BEZFIHRE,

2. NEEFERHEYIm. AREREESHEAREINetAPP.

SR 3. tricELs
MARFGEER /O BIRPIREBLZ /I, Ntin Bk EARE,

S

1. RS RARRNFESL. XEDFHLIREENEREIE.
2. NBHKRERIE. HiE.

TRt

BEIFBIRAFF AKHIEREIS, ERE XAEHS
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chassis-replace-shutdown.html
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chassis-replace-shutdown.html
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chassis-replace-shutdown.html
chassis-replace-shutdown.html

KAERIZE LAEHRAAE - AFF A1K
KHAAFF AKTEFER S RBITHEE, LB LEEIE R R A WIREIRNAEN R R E .

BRAZHITHER, EOTHEERISARES, AECEMREIRHR, UESTESNITHIZRHES MZIRES
PR AR,

KXTFULES

* NREFEANEBSANRS, MHMENEZHITHIZSSCSITIFHEMSHER cluster kernel- serv1ce
show. cluster kernel-service show' 3% (EprivigZRiZT F) AT 2R 2T R TR AR HEIRS" . &1
BBl MRS AR IZ T RAVIET TR

/1 SCSI IR RS SFHEN SEBHFIEMT RRIFHRR R EREFRZH], BHITRFAER

i

* If you have a cluster with more than two nodes, it must be in quorum. J1REEFIAZHH BT BT
BE SIS E AR TR A E 2 Rfalse. NHAMTEXAZHITHIZEZ FIEERBER ; 580 "BTHA5
EBRL",

S
1. YNRFZA T AutoSupport . NIEiTJEHAutoSupport ;B 222 1E B ah eI ZRA:

system node autosupport invoke -node * -type all -message MAINT=<# of hours>h
AT AutoSupport JE B2 1E B Rh 672 RGN :
clusterl:> system node autosupport invoke -node * -type all -message MAINT=2h
2. BEBEHE:
a. NEEERIEHIZEAIESRI QAL TS
storage failover modify -node impaired node name -auto-giveback false

b. N vy HIEEIRKEREEZHBAMEIR? "B
3. B=irhlgs B~ LOADER 18R AT:

INRZHITHIBER ... B4 ...

LOADER 1271 F BET—%,

EEEFRRE & Ctrl-C , ARTEHIMERIEE vo
RS THE IR RTRAT MIBTTIEE R RS R E s E (FRIRE R8s

storage failover takeover -ofnode
impaired node name -halt true

-halt true B #U&# N\ Loaderig i’
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T—HEHA?
XiAfEHIEE, EFEEEMRIE"

KA - AFF A1K

LEHHRIEEEERAFF AMKRZAENFERY, BRI IEEIEZRITTHIZE. 110
. NVRAM12 {#3R, RAEIBERMEBIFEETT (PSVU). ZEFRIBAUNEHRLENE
£H15,

S EITPSUFELS
BisEhaEZal, BREBHRMNEREKE (PSU).

HIE
1. #17F PSU:

a. YIREEAREM, IFIEFEM,
b. M PSU IR FEIFRZ,

NRENRSERERBIR. B RFRSPSUNER,
c. @I m Lhed: PSU FKs PSU MAFERRERZER, LUERTLOR PSU fulh, 3&T PSU BiER&, ARE

PSU MALFEHR AL,
PSUR%Z, Always use two hands to support it when removing it from the controller
@ module so that it does not suddenly swing free from the controller module and injure

you.

0 TerracESEPSUBIEE S

a. WEZ PSU BEEXLESE,

2. HITFERLE:
a. NIEHISSRRPIR T RALEUREAISFPHIQSFPIRIR(INIRFE). EREBESLERREPULHE
HABF-
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chassis-replace-move-hardware.html
chassis-replace-move-hardware.html

() mAms. mEfFEEs.
b. WA LS T s BIRIG & FHG ELRTE— 0,

S 2: #2110 £. NVRAM12 F1RABIBIEIR
1. MVLFESRENT B4R 1/0 &R

" /04 -8t

a. T EER RO,

b. 3 AL F BRI BEIT B ARIR

C. RFEREANLETAOABERMREFAIL, MMRERRMKREPEH,
HRRERER 1/0 HRIRFRTEBVEE,

d. ¥ /0 IERMIE—18, ARIHMEMEM /0 MREEXLESE,
2. IR NVRAM12 18R :

a. T HE LR,
ORI E S,
b. YA F M T e ZI ST &,
C. MHAEFREITINVRAMIRIR, 73R R FHem AN LA O RRR AL A4S,
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° NVRAM 12458 B

a. FNVRAMBSRIAETRE RIRE Lo
3. MIBRARSEIRIELR:

a. HTRETERR RO,
b. YA A T iEl ERITE.
C. RFEMRANLIT ERFLHR. ARRKEREEAIN RS,

o RS EIRER I P B

553 & HITERIZEER

1. EREBIEE. BFREHABMENR LAFP. FELRT NS, ARRNSRENS RZREMCEERE
S

b SRR IR S MALFE SR BB RS o
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Z/,,”/,\IW///

AW///I

‘W%ll%

\/

0 BUE 3L =) 8

2. BiIzHIBERBHNE. ARRBEREFRIRE L.
R RIS EUE HANGERY, IFHARE S T H B R IRAV KSR

TR 4. EMTIHRE
EN RN AEH RE TS,

pA

1. RSS!
a. MIERERE TE,
b. B ZHEWFEM RGN UETIRENRFRINRSI LB, ARBHEBE .

2. RETHRFE:
a. BIRAAES | FRIRGHETIRENRFRINERESHN L, FERNEREINREVERHRGIIET,
b. FHFET2BNREVIRHA RS UER,
C. EAMZHEWIAERE TRV R EE 2 SR IR ANIE,

SRS REREAN
TREBMNERE, CRERETHIZRER, BINEE 110 RRNAREIERR, AREMREHEAN PSU

B

1. RETHISFRIR
a. RiHIS R R SHFERIENAOXNT, ARREREMZEHIZRTSEANE,
b. RBIE BN EPEME.

2. EHFEEEREE 1/0 K

a. 1 /0 IR KiRH 5 BIRAFE R STV AEERIEEXTT, AEREMISIRRT BN,
b. ¥ FBimE L EEME,
C. JHMEMEM /0 BREBEXLSE,
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3. ENFEEMLERAREERIR:

a. FRAFEERRVKRHESHAEFHAONTT, ARREMIGERTEHENIE,
b. i Fgim e EBEME,
C. ANRFERXIFE, BEMTEBAEFIKEHIFEAEIMERE] /0 FNRAREERRR,

() REHTAREMIEQSFPASFP). HIEEREEEN,
R e R AT

4. ENFEEELENEEEN NVRAM12 1RIR:
a. & NVRAM12 #ERIVKIR SHIFAEPIAONTT, RERERIERTT BN,
b. FNR M LR EBEME,

S. &I PSU:

a. AXNFIE PSU NIAGHRKESHIAERF O
b. BREEHIF PSU HANFE, HEEIBERETRAIML

o R U S P SR TE R & B A B B
() HTRERTREEES. WIERPSUBNRSAER LA,

6. 3§ PSU BIRAEFERZIAM D PSU, HEABREAEERFGSRBREAEEE PSU.

MREEERER. BEEHSERTEEEENATERFBRRENERERIR. FERERETTREIR
ZKEEEIPSU,

LREPSUHMEMBRE. B EREILENEE,

T—FREA?
BHRINHIAFF AMKHFEH B RELN G, BRE TllFEER"

SSRREE - AFF A1K

SHEohETIEE, WIERGEERR, FRSEEIRFFRO4ENetApp , LASERRAFF ATKA]
MEREFNRE—D,

SE 1 EREHSEHTRARERR

EHISBERE, BHONTAP, REEHIES, HIFFRARETRR.

SR

1. Check the console output:
a. NRIFHIR BN ELoaderiR ™. BEAMRTEMBENITHIZE boot ontapo
b. NREFHENEIEFIAEETR waiting for giveback. BERIEXITHIEE. ARERAGSKNEEMR
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ERNIEHIERE EERIFHITIME storage failover shows

2. TRl

a.

b.

et Al I PSR A [N Al Fr
BRI TFIEEZIRITHIZSME EEIE1T: storage failover giveback -ofnode

impaired node name

MRBHREEEZEA, BEFHBRHE: storage failover modify -node
impaired node name -auto-giveback true

WRB AT AutoSupport. MRR/EVEZIEBRIEIEZRA]: system node autosupport invoke
-node * -type all -message MAINT=END

3. IBSERE, iB1T "Active IQ Config Advisor" IIETFERZHTITIAN, HA 1EBEMEMIaRE,

$25:

=R HiRE4 NetApp

REREMREME RMA RIS FEER RO NetApp o "EHREFIEREXIFMER. BEINTHE.

1T 28
THISER T {ER- AFF A1K

FHQEIRAFF AMKTZERSFRVITHIE. FARKHAIRIIERIZE. B P HERERIZE. E
RAGEE. AREEZRIVERIRIELEIEH2E.

o "EEE TR ER"
B ERITHIZEIR, BOIERFEEK.

e "Shut down the impaired controller"
KASEEZHITHIZE. UEIEITIE R R HIZS M M I HI 28 7 iR (50

e "B R 28"

FHUTHISR BIEH T RBITHIZE. BFRUAHBEERANEH SRR, ARENEPLEE RAITHIZEER

o

o "ERHARIERARE"
PIFEAIERISRRARREE. AREFEENLERTIKE.

e "RIELEHIE"

R RE P AL B R 28,
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e "SRR

ISIENetApp. KMEEBHSITINN. AERHFESHIREIZELUN,

FiRITHIZSAVEK- AFF A1K

EEMAFF AMKRGIRRIEHIZE 2 A0, IBHRRE RN EIZRIZEFMERNER, XEHER
IERZHHFIEEMAGREERET. RIEEEERA ERIVERIEHIZ8 UASORTH 2887
EH e RFEIXABEX .

EEFHITHIZRHIENR,

* FREIRRNERZRERNIE S T 1Fo
* BITEBITHISRN B EREZERVITHE (ERRESR hifn "ZHhizHlzE ") .
* BDERIIREARIERISE. MNESE EEEREH S E A RIR P B LUREHES.

* MREBRFEEXAMetroClusterfic &, NBREE—T "EELERNMERETIE" UHE RSN ERIEH
Z5 B I AR,

* s 2B FA MANetApp I E R IR 17 AT B R 8 7T (FRU) BB R 4R 1
* BT RI SRR EROVARE S RERIERISRIR, BRI EHIEH SRR AR RS
* BB IR F D BB UEMIX T3 e IR EhER 5,
* BFRMREUTREARGEENRRERRIR £, RIMEERIEH SRR TFS B IR E.
* BEUEERNARE LA U TS RPRGS:
° RS R IE R EIRAYITHIEE.
° replacement =g R —MiEHIER, BT ERZHAVEHIER,
° health =28 21517 IE & BIEH 2%,
* BRIURL BRI SRR E S S HimIREI XA B S X H.

IR ER N TR MHRES BANIER, UEER X BRI 2 A BB 2 B mIe) BU 1 TR HEERo

TS RHtA?
BEBRAFF AKIEFIBNERE, BRE XSG
XA TR~ AFF A1K

EE?&E%‘J%&E?\ KHAAFF AMKIFER G HRVIERIZE. B EETREERHRERRSIRE

ER U TEDZ — XK FEHI BRI,
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TN . KRERARS

BRAZBEHEE, EOMRERLHRIVRT, AELEMZERGIE, UERTEBITRISSSAEMNZ
BT Hl SR B R R,

KXFIES

* NREFEANEBSANRS, NHMENEZRITHIZZSCSITIFHEMHSHER cluster kernel-
service show, cluster kernel-service show #r < (TEpriva IR F) Al B/ BT R AR i
WS ZH R BEMERESURZT REETKS.

/1 SCSI IR RS S HEN SEBFHEMT RIRIFPER R, EREBIRZ A, BIALBRITE

8] &,

* If you have a cluster with more than two nodes, it must be in quorum. IR EE KA R ETITIRR
RFPIERIBSE R RIEI TR A EE T alse. MR AZHITH SR 2 AIE ERER ; FE0 "
RBoR5&RERD"

S
1. MNERB AT AutoSupport « M5&3d i B AutoSupport JH S22 1EBheI 2R

system node autosupport invoke -node * -type all -message MAINT=<# of
hours>h

LR AutoSupport JHEZE 1E B T2 25N

clusterl:> system node autosupport invoke -node * -type all -message
MAINT=2h

2. ZEBERIE
a. MERITHIZRAVIEH SN <

storage failover modify -node impaired node name -auto-giveback false

b. N 'y HIEEIRNEERETEZRAAMMER? i
3. ¥ZmiEHI2E 2R LOADER 12755 :

NRZIRITHZEEE. ... B4 ...

LOADER 2R BET—%,

[EEERFRE ¥ Ctrl-C , AREHIUERNEE vo
AFAIR AT IR R MIBITIEBEHI S E T EZHITHIZS

storage failover takeover -ofnode
impaired node name -halt true

-halt true B35 N\ Loaderig R i’

45


https://docs.netapp.com/us-en/ontap/system-admin/display-nodes-cluster-task.html
https://docs.netapp.com/us-en/ontap/system-admin/display-nodes-cluster-task.html
https://docs.netapp.com/us-en/ontap/system-admin/display-nodes-cluster-task.html
https://docs.netapp.com/us-en/ontap/system-admin/display-nodes-cluster-task.html
https://docs.netapp.com/us-en/ontap/system-admin/display-nodes-cluster-task.html
https://docs.netapp.com/us-en/ontap/system-admin/display-nodes-cluster-task.html
https://docs.netapp.com/us-en/ontap/system-admin/display-nodes-cluster-task.html
https://docs.netapp.com/us-en/ontap/system-admin/display-nodes-cluster-task.html
https://docs.netapp.com/us-en/ontap/system-admin/display-nodes-cluster-task.html
https://docs.netapp.com/us-en/ontap/system-admin/synchronize-node-cluster-task.html?q=Quorum
https://docs.netapp.com/us-en/ontap/system-admin/synchronize-node-cluster-task.html?q=Quorum
https://docs.netapp.com/us-en/ontap/system-admin/synchronize-node-cluster-task.html?q=Quorum
https://docs.netapp.com/us-en/ontap/system-admin/synchronize-node-cluster-task.html?q=Quorum
https://docs.netapp.com/us-en/ontap/system-admin/synchronize-node-cluster-task.html?q=Quorum
https://docs.netapp.com/us-en/ontap/system-admin/synchronize-node-cluster-task.html?q=Quorum
https://docs.netapp.com/us-en/ontap/system-admin/synchronize-node-cluster-task.html?q=Quorum
https://docs.netapp.com/us-en/ontap/system-admin/synchronize-node-cluster-task.html?q=Quorum
https://docs.netapp.com/us-en/ontap/system-admin/synchronize-node-cluster-task.html?q=Quorum
https://docs.netapp.com/us-en/ontap/system-admin/synchronize-node-cluster-task.html?q=Quorum
https://docs.netapp.com/us-en/ontap/system-admin/synchronize-node-cluster-task.html?q=Quorum
https://docs.netapp.com/us-en/ontap/system-admin/synchronize-node-cluster-task.html?q=Quorum
https://docs.netapp.com/us-en/ontap/system-admin/synchronize-node-cluster-task.html?q=Quorum
https://docs.netapp.com/us-en/ontap/system-admin/synchronize-node-cluster-task.html?q=Quorum
https://docs.netapp.com/us-en/ontap/system-admin/synchronize-node-cluster-task.html?q=Quorum
https://docs.netapp.com/us-en/ontap/system-admin/synchronize-node-cluster-task.html?q=Quorum
https://docs.netapp.com/us-en/ontap/system-admin/synchronize-node-cluster-task.html?q=Quorum

IR 2 . $5EHIBSI T MetroCluster #2

BXRARBIEHEE, EOMRERLHSRIVRTS, AELEMZERTIE, UERTEBTRISSSAEMZ
Bl SR B R R,

* If you have a cluster with more than two nodes, it must be in quorum. IR EEE KA R R IITITIRR

RIFp RIS EARNEITINR S EE R alse. MAGIEXAZHITHISE 2 AIE ERTHR ; 550"
BrHR5KERD"

s BwsnIAE iR EMetroClusterfc RS, HETRATFEBAMEERKES:
metrocluster node show
g
1. YR ZA T AutoSupport « M@ JEHAutoSupport ;B 22 1E B &b eI ZRF:

system node autosupport invoke -node * -type all -message
MAINT=number of hours downh

LA FAutoSupport JEE 221 B ah el = 2= 61/ 6

clusterl:*> system node autosupport invoke -node * -type all -message
MAINT=2h

2. ZHBHRIE:
a. NEERIEHIZEAIERI QAL TR
storage failover modify -node local -auto-giveback false

b. N 'y HIEEIIR N EESETEZABMOIR? "AY
3. ¥ZRIEHI2E 2R N LOADER 127R4%F:

MNRZHITHIZRER ... B4 ...
LOADER &Rt BET—T,
EEFFRE ¥ Ctrl-C , ABREHIHMERFEE vo

AGHRTRERRTT WA MNSTEENEHSRENEERRERE:
RorEN)
storage failover takeover -ofnode
impaired node name -halt true

-halt true B #0&# N\ Loaderfe o

T—EfHa?
KiAEhlgEfE, BREE EiREHIE"
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REDIMM#S E E # A AU 83 1R 3R

HIE
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3. 4ZI184ER) DIMM FUBIAD DIMM 33, § DIMM MIGEIEREL, SA/ER DIMM B G,

() VDB DIMM B985, BUBESST DIMM EBERIR_E S04 FEIFE F,
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F£14 . WITHAREISE
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1. BEhEHIPIRIL: boot ontap maint

a. YEEE continue with boot? _Bf. I vo
WREEF_System ID Mismatch (RAIDALER)ESES, BRI vo
2. BN “sysconfig -v' FH K E TR,
@ WMREEEF pendis Mismatch, BEHARARF X,

3. MEGItHH sysconfig -v. EERRRERSBEREHBEPHNRMUEH#ITHR.

4. R EAH RS ERER 1A RE: "ha-config show

FREAHR HA RSEBN AR,

S. IR NIEFIBERETHRFRTEEHNRAGRERLE. FIRE 1A 1TH SIRRAVIRE:
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° mec (R32HF)

° mccip(fEASARGZHRZZHF)

° non-ha (F3Z#F)
6. FIAREE®EN: ha-config show
$24 . WIEHEYIR

B
1. FERRIDER R IH TrEMAERERR storage show disk -po

NRRIEMRIE., BREREHFEHIRES L,
2. BH4APELR: halto
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MEHWIFAFF MKRZEM AR ER, BEE"ZLITHZE"
Rz H28- AFF A1K
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1. Loaderf@ " fF%k, HA boot ontapo
2. BiITH&HBELER. <enter>,
° INREF_login"tenf. BEIEHRENT—F,

° ?E%f@gﬁu_wawaigif for nifecback_. iE¥Z<enter>$. BRI TR, ARRIETHRENT—

3. BT ARIFEEZ T HIZRMEIEEITIT. storage failover giveback -ofnode
impaired node name

4. NREZABMNRIE. BEHBAE: storage failover modify -node local -auto
-giveback true

5. YNERBA T AutoSupport. MIRR/BVHZIEB&IBIEZRR]: system node autosupport invoke
-node * -type all -message MAINT=END

RENDZE(OKM)
BERFMEHETHIZRME EEIE1T.

TR
1. #Loaderf@ " fF%t, HA boot ontap maint,

2. MLoaderti@ R BEhEIONTAPHIE boot ontap menu. FAMEIEIFIEII10,
3. WIANOKMZ LGB,
() FosmRRETEHABLES,
4. HIRTRE. RASMHERIE.
S. FEBTIREA. BMNIED 1" H#HITIEE B,
6. Y ER wawawaite_for vig-back BF. IZ<enter>i#,
7. BIEH M EBERNTRHUSMNER adnin,.
8. (XRIXCFORE(IREBH). storage failover giveback -fromnode local -only-cfo

—aggregates true
° WNRIBEEIR, BEKFR "NetApp 25"
9. EMERETEREFFSNH, RENEHEEBIRSHMERS: storage failover show " #l

"storage failover show-givebacko

10. EHHEIEEBPRE:
a. JFiEflamashE Rz,

b. EF R/ VAIZFA: security key-manager onboard sync
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R ETRERARFENEBIARPAFERNRIAID), BES5HKR. "NetApp 2"

M. BERAEFEES TR ME ERIET: storage failover giveback -ofnode
impaired node name

12. NREZHEBERE. BEHBHETE: storage failover modify -node local -auto
-giveback true

13. R F AT AutoSupport. MIER/BEUEZIEERBIEZRG]: system node autosupport invoke
-node * -type all -message MAINT=END
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ERIT T2 EHE—AFF A1K

E5ER AFF A1TK RAERVIEHIZSFEIR, 1B ME NetApp FENMZRE (WEMKE) ., ET
K. HiAiZ%E#EO(Logical Interface. Logical Interface. Logical Interface. f&#RALogical
Interface. f&i#FILogical Interface. f&i#fAILogical Interface. E#F/ILogical Interface.
@#F A Logical Interface. f&#fALogical Interface. fEFRG, IGHFEIRHIROIZA
NetAppo

B WIESIFsHIOEERTI TR
ERBEATNRMECRZA. BFRIBZEZEARSUTEEROL. REEBHEITRIHEERNRIE

p
1. B EEOR BRI HE RS SEMFORE:

network interface show -is-home false
WMREZEZRORYIA false, WEEMENEHERRIFO:
network interface revert -vserver * -1if *

2. MBEEBNEERT. B0 "{AEONTAP F{E BRI A TEEE TR E RIREXE
3. MMRERHBMRE. BEFBREE:

storage failover modify -node local -auto-giveback true
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TN . KRERARS

BRAZBEHEE, EOMRERLHRIVRT, AELEMZERGIE, UERTEBITRISSSAEMNZ
BT Hl SR B R R,

KXFIES

* NREFEANEBSANRS, NHMENEZRITHIZZSCSITIFHEMHSHER cluster kernel-
service show, cluster kernel-service show #r < (TEpriva IR F) Al B/ BT R AR i
WS ZH R BEMERESURZT REETKS.

/1 SCSI IR RS S HEN SEBFHEMT RIRIFPER R, EREBIRZ A, BIALBRITE

8] &,

* If you have a cluster with more than two nodes, it must be in quorum. IR EE KA R ETITIRR
RFPIERIBSE R RIEI TR A EE T alse. MR AZHITH SR 2 AIE ERER ; FE0 "
RBoR5&RERD"

S
1. MNERB AT AutoSupport « M5&3d i B AutoSupport JH S22 1EBheI 2R

system node autosupport invoke -node * -type all -message MAINT=<# of
hours>h

LR AutoSupport JHEZE 1E B T2 25N

clusterl:> system node autosupport invoke -node * -type all -message
MAINT=2h

2. ZEBERIE
a. MERITHIZRAVIEH SN <

storage failover modify -node impaired node name -auto-giveback false

b. N 'y HIEEIRNEERETEZRAAMMER? i
3. ¥ZmiEHI2E 2R LOADER 12755 :

NRZIRITHZEEE. ... B4 ...

LOADER 2R BET—%,

[EEERFRE ¥ Ctrl-C , AREHIUERNEE vo
AFAIR AT IR R MIBITIEBEHI S E T EZHITHIZS

storage failover takeover -ofnode
impaired node name -halt true

-halt true B35 N\ Loaderig R i’
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BXRARBIEHEE, EOMRERLHSRIVRTS, AELEMZERTIE, UERTEBTRISSSAEMZ
Bl SR B R R,

* If you have a cluster with more than two nodes, it must be in quorum. IR EEE KA R R IITITIRR

RIFp RIS EARNEITINR S EE R alse. MAGIEXAZHITHISE 2 AIE ERTHR ; 550"
BrHR5KERD"

s BwsnIAE iR EMetroClusterfc RS, HETRATFEBAMEERKES:
metrocluster node show
g
1. YR ZA T AutoSupport « M@ JEHAutoSupport ;B 22 1E B &b eI ZRF:

system node autosupport invoke -node * -type all -message
MAINT=number of hours downh

LA FAutoSupport JEE 221 B ah el = 2= 61/ 6

clusterl:*> system node autosupport invoke -node * -type all -message
MAINT=2h

2. ZHBHRIE:
a. NEERIEHIZEAIERI QAL TR
storage failover modify -node local -auto-giveback false

b. HN 'y YIEEIRTEEREZLAEMEIR? "iF
3. ¥ZRIEHI2E 2R N LOADER 127R4%F:

MNRSHRITHIZBETR ... B4 ...
LOADER &Rt BET—T,
EEFFRE ¥ Ctrl-C , ABREHIHMERFEE vo

AGHRTRERRTT WA MNSTEENEHSRENEERRERE:
RorEN)
storage failover takeover -ofnode
impaired node name -halt true

-halt true B #0&# N\ Loaderfe o

% 2% HTEHEEER
B IEHISER R BRI BRI AB AR EUTMTUEFE TR R,
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% 3. FiE DIMM
MR ARFIREDIMMEB I K ATPE. MABE R IZDIMM,

p

1. INRE AR, FIEFREM,

2. FTFHEHIZRTRER AT HIZR BN E .
a. FFEBAZS[REETRIMES,
b. IRETEE. BHRA LREERZUE.

3. I ENTHIZREIR_ERIDIMMHAREEZ FERBIDIMM,
fEREHIZRBERNE LNFRUTEEREIDIMMIEE,

4. 4Z|8¥E5h DIMM FEIIEYF S DIMM 3HERE, 1 DIMM MIGEEFREL, AR DIMM BB,

() /VDBME DIMM B930%, BUBHSesT DIMM REAR ERIA M HEMFE,

1357 101214161719 2123 26 28 30 32

0 DIMM #1 DIMM 328k &

5. MBAERERIGIAS BN FEHRAM DIMM , Z{F DIMM BIaAFH R E SHEEX T,
DIMM #&FiZ [BIRYER (1R S 4EIE R RISEEE X 750
6. WIRERZSE LAY DIMM BB REATHAUE, ARSI DIMM EERBNIEE,
DIMM ZEREEEHIET, ENREZHEN. WREH, 5% DIMM SHEEEFHRMTHERIEN.
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()  Buk®E DIMM , BBAEIOXTHRSENEN,

7O E MR DIMM B9 B4k, BEEHB-RE RN, RAZITF DIMM FiRRIERC Lo

8. XHEHIBRTEE,
£ 4 REEHIR
BT EHBhEH R ER,

p
1. B=REEBR TRREDTUBHNUE. BRESEBTE2XH.
EMSEHISRIRE BIRT T

2. BRI ERN—Im SRR OXNTT. AEBITHIRERBNNE. FhATKRFERE .
3. —EiTRISEIRA L E#—5 I8, BRI ICIEF. BEIE(ERRE TR

() Bebssa nEe. ERNTE. NeRmEEs.

EHISMERIERIEPTE MG, BIFIREE,
4. BRI FEEZ T H S ME EHIBIT: storage failover giveback -ofnode

impaired node nameo

S. MREEZHBMRIE, BEMRBHE: storage failover modify -node local -auto-giveback
trueo

6. INRZ T AutoSupport, MEF/ECEZIEBRHIBIEZRR]: system node autosupport invoke
-node * -type all -message MAINT=ENDo

% 5% KFEIRHR[E] NetApp
REBEMMEME RMA i3 B SIEER4HRE] NetApp » "EMFIREIFIFR"EXRIFMES. S IH,

B X - AFF A1K

EHAFF AKRGR R EBENEIERIXBERIR, UREESHLANHB LERFIEEER
o NRERUEREY, TEXRARSEIAIER, Ii2eEEREH 8 IRESMN LED 15
TATIRAEEEXE. TN HER. BHRRBERR UGS EEER IR [EI45NetApp,

TR
1. INRE AR, FIEFEEM,

2. MERE, BFRARIAFMNEERE—MNNAD, AEREAEE, EEERMFEESR ERKARE ERFF
» MITEI TR,

3. BEMNEEH AHIREEHEES MNBRIR ERNER LED RIHE L MERAIRBIRIR,
EEIEHEBRIR. NBEERRMNEEIERS 125,
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6. BRERARNBRIRLESHAEFNFOXNT, AEKREBAE, EEERAIIL

WATBNASE. SZARRINBRE. RRABZERLEDRFIEX,

7. BHERSHEENTT, ARBERERENKIEE L
8. IZIBEMREMIE RMA BB HIESHRE] NetApp o "EMFREIFEIR"BXFMEE. ESINNH,

E{#ENVRAM - AFF A1K

HIEZRMEANFLIHENFTEZARE, IFERAFF AIKRFEFBINVRAM, EfudiZ6

REXAZIRIEE2E. FERNVRAMZIRENVRAM DIMM, B30 BRI SRSt 4R

[E]45NetAppo

NVRAMIEIRFEENVRAM1 2B 4 F 1IN 7 R] EHEDIMMEA L, You can replace a failed NVRAM module or the
DIMMs inside the NVRAM module.

o6
* BIREEERITERI . EUHERMNetAppIREI EHA L RB IR RAM

" BRTFRER AR FTE AAMHIERIEIT;, MRKRERET, EHBER "NetApp '
19 RARBE DS

RN TR — XA E ERIRE IR,
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TN . KRERARS

BRAZBEHEE, EOMRERLHRIVRT, AELEMZERGIE, UERTEBITRISSSAEMNZ
BT Hl SR B R R,

KXFIES

* NREFEANEBSANRS, NHMENEZRITHIZZSCSITIFHEMHSHER cluster kernel-
service show, cluster kernel-service show #r < (TEpriva IR F) Al B/ BT R AR i
WS ZH R BEMERESURZT REETKS.

/1 SCSI IR RS S HEN SEBFHEMT RIRIFPER R, EREBIRZ A, BIALBRITE

8] &,

* If you have a cluster with more than two nodes, it must be in quorum. IR EE KA R ETITIRR
RFPIERIBSE R RIEI TR A EE T alse. MR AZHITH SR 2 AIE ERER ; FE0 "
RBoR5&RERD"

S
1. MNERB AT AutoSupport « M5&3d i B AutoSupport JH S22 1EBheI 2R

system node autosupport invoke -node * -type all -message MAINT=<# of
hours>h

LR AutoSupport JHEZE 1E B T2 25N

clusterl:> system node autosupport invoke -node * -type all -message
MAINT=2h

2. ZEBERIE
a. MERITHIZRAVIEH SN <

storage failover modify -node impaired node name -auto-giveback false

b. N 'y HIEEIRNEERETEZRAAMMER? i
3. ¥ZmiEHI2E 2R LOADER 12755 :

NRZIRITHZEEE. ... B4 ...

LOADER 2R BET—%,

[EEERFRE ¥ Ctrl-C , AREHIUERNEE vo
AFAIR AT IR R MIBITIEBEHI S E T EZHITHIZS

storage failover takeover -ofnode
impaired node name -halt true

-halt true B35 N\ Loaderig R i’
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IR 2 . $5EHIBSI T MetroCluster #2

BXRARBIEHEE, EOMRERLHSRIVRTS, AELEMZERTIE, UERTEBTRISSSAEMZ
Bl SR B R R,

* If you have a cluster with more than two nodes, it must be in quorum. IR EEE KA R R IITITIRR

RIFp RIS EARNEITINR S EE R alse. MAGIEXAZHITHISE 2 AIE ERTHR ; 550"
BrHR5KERD"

s BwsnIAE iR EMetroClusterfc RS, HETRATFEBAMEERKES:
metrocluster node show
g
1. YR ZA T AutoSupport « M@ JEHAutoSupport ;B 22 1E B &b eI ZRF:

system node autosupport invoke -node * -type all -message
MAINT=number of hours downh

LA FAutoSupport JEE 221 B ah el = 2= 61/ 6

clusterl:*> system node autosupport invoke -node * -type all -message
MAINT=2h

2. ZHBHRIE:
a. NEERIEHIZEAIERI QAL TR
storage failover modify -node local -auto-giveback false

b. N 'y HIEEIIR N EESETEZABMOIR? "AY
3. ¥ZRIEHI2E 2R N LOADER 127R4%F:

MNRZHITHIZRER ... B4 ...
LOADER &Rt BET—T,
EEHEFTE & Ctrl-C , AREHIRTRREE vo

AGHRTRAEERRT AN NEBITERENEHIZSEESEEZhirhEs
RorEN)
storage failover takeover -ofnode
impaired node name -halt true

-halt true B #0&# N\ Loaderfe o

S I1E2: EHNVRAMIEIRZINVRAM DIMM

fEF LU AERLET B N VRAMAZIREENVRAM DIMM,
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I EHRNVRAMIEER

EFEMNVRAMIZIR, BTENFERIIEIE4/5FRIENZER. AERBISES BINF#H1TIR(E,
g

1. ARG R, EIEMEM,

2. M PSU LR T IR,

3. BRNnhA L BB RMImAIETEH A T et T %It

4. MAHEFRET T ZHNVRAMARIR |

a. T HE LR,
LIRS BAE,

b. NI Mim T R RITUE,
C. BEERFHEBANLAMAOFRZHMNVRAMBIRAIHAIE. MAUERE TZHMNVRAMIZIR,

o R BIE

9 DIMMBIE£E

O. FBNVRAMIEIRIRTEIR ERIRE Lo
6. MZIHMNVRAMEEIRBPZ—EITFDIMM, AERKELZEREMARINVRAMERH,
7. B ERARINVRAMIER L EFIHAES

a. RS EE4/5P N ORNIASIIT

b. RIRREIZBNGEER. ALY —Em LI, LUSERSIE E(,



8. EFTERETHISR,
9. BELEEERM LIEE R XIAUE,

%12 EHENVRAM DIMM
EEFEHNVRAMEBIRHFFINVRAM DIMM. A7 EI FTNVRAMIEIR, RAEBERBRDIMM,

p

1. INRE AR, FEFREM,

2. A PSU LR TFRIRZ,

3. BRI BRI R MIGIEH A TR, W Tz,
4. MAVIEHREDTT BAINVRAMAELR,

0 R BIE

9 DIMMB{E£E

O. FNVRAMERIKTERR E RIRE Lo
6. #EINVRAMIRIR R Z EHAIDIMM,

() ESENVRAMESRIIENFRUTEERS. LHEDIMMIEM 2600 E,

7. B TFEDIMMBIE EEHEDIMMMIEEDIRE. LUEITFDIMM,

8. ZREMMAR DIMM , 757EZH DIMM SHEIEXNTT, AFRK DIMM BEENGE, ERMERSIE
2L,

9. B¥NVRAMERZEZIHAES
a. FRREZBAEE. BEOEHBFRSI0ONHENS. AE—EHM Ehef LR LUFRIR B
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E Lo
10. EFmEEEHER.
M. BELERER M LR R XIAUE,

3 EFMEMEGEE
Eif FRU 5, AU RRAENMIEN PSU REH S SRR

p
1. B ERIRLLENEN PSUo

RERHIREREL. BERETRINHRERRTT.

2. EMBIZFRTIFREA_BYE o

3. B RAFEEZHITHIZR M E EE1E1T: storage failover giveback -ofnode
_Impaired node nameo

4 MREZABIRIE, BEHMBHET: storage failover modify -node local -auto-giveback
trueo

S. YR B T AutoSupport, MIRE/BUEEEIEEIEIEZRG]: system node autosupport invoke
-node * -type all -message MAINT=ENDo

Step 4: Reassign disks
TR RHERSNIARAIDER. AR EREOEMIL T,
(D REaEsNRAVERNA BEEHRSEHE. M ASATNVRAM DIMMES,
pr=
1. MRAHIBATFAPER(ET > BRR). WREEPERIRBNMBRFETA: _halt

2. Nz ERMBREFRTER. BihizhlzE. HFERAEARIDRLAMRTEESRLIDIEBEA_Y o
3. ERFEIIFMHERME... HE. ABEMETRRRFAITHIRHINE BD BN RAID: storage

Failover show

EadhHtR, BNE—FES, BHZHIEHE ENRYE ID B8k, ERERTIEWMNIA ID #3# ID

o In the following example, node2 has undergone replacement and has a new system ID of 151759706.
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nodel:> storage failover show

Takeover
Node Partner Possible State Description
nodel node2 false System ID changed on

partner (0Old:

151759755, New:
151759706), In takeover

node?2 nodel = Waiting for giveback
(HA mailboxes)

4. EIEHES

a. NMZTTIVRRIFVIEHIZEH. SEEMRENIERIZZNENE: storagetfE:15933iE-ofnode reE#R T

2L i
IEHIZR S B HF fEH ST B R,
MRATFRAIDALRMBREESZRAID. WEEA_y o
() wREEER, CANSEERUTR,
BXFMAER, BN "FIRAmS" FAUBEBRES R,
a. ERRIEE. FIAHAKE TR RF BRI LUR{TIZE . storage Failover show
storage failover show BA<THYMIE AN EE System ID changed on partner JHS.

SO WIFREBEIEMDEEE: storage disk show -ownership

BT RN EN 2R ARRID, T TRAEIF. nodetBBENHEENTERRHNRLZID 151759706
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6.
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nodel:> storage disk show -ownership

Disk Aggregate Home Owner DR Home Home ID Owner ID DR Home ID
Reserver Pool

1.0.0 aggr0O 1 nodel nodel - 151759706 151759706 -
151759706 Pool0
1.0.1 aggr0_ 1 nodel nodel 151759706 151759706 -

151759706 Pool0

MR AT EKFMetroClusterfit &E. 15 %ITEHI2809IRZS . nnode show MetroCluster

EE#/G, MetroCluster EERZE/LD WA REMETEERS, Y, SMTHISKETRBEERS, HiE
F DR\ HERERIER. faLMEE metrocluster node show —flelds node-systemid B
ZIRNRFAID. EEIMetroClusterfR B E IE & RS A1k,

. WNRITHIZER A MetroCluster BRE, MiRIE MetroCluster IR, WRIRIEBAIEE SR MLL S _FAYISHISE,

JHIIE DR * ID FEREE B nHMENRIGFIEE,
WREBHE AT RS, MATRITICIRE:

° MetroCluster B2 & b FHIHEIR S,
o SR A ML = FHAR R NEIFRE S,

20 "7 R MetroCluster BBEH, HMEFIENSTE HA ZREH MetroCluster tIRHAE & £ F&"
ﬁ?&ﬁ,ﬁﬁmu

NRENRFZHEEMetroClusterfitE. BRI T EREST METHIZS: nnode MetroCluster show - fields
configure-state

nodel siteA::> metrocluster node show -fields configuration-state

dr-group-id cluster node configuration-state
1 nodel siteA nodelmcc-001 configured
1 nodel siteA nodelmcc-002 configured
1 nodel siteB nodelmcc-003 configured
1 nodel siteB nodelmcc-004 configured

4 entries were displayed.
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clusterl:> system node autosupport invoke -node * -type all -message
MAINT=2h

2. ZEBERIE
a. MERITHIZRAVIEH SN <

storage failover modify -node impaired node name -auto-giveback false

b. N 'y HIEEIRNEERETEZRAAMMER? i
3. ¥ZmiEHI2E 2R LOADER 12755 :

NRZIRITHZEEE. ... B4 ...

LOADER 2R BET—%,

[EEERFRE ¥ Ctrl-C , AREHIUERNEE vo
AFAIR AT IR R MIBITIEBEHI S E T EZHITHIZS

storage failover takeover -ofnode
impaired node name -halt true

-halt true B35 N\ Loaderig R i’


https://docs.netapp.com/us-en/ontap/system-admin/display-nodes-cluster-task.html
https://docs.netapp.com/us-en/ontap/system-admin/display-nodes-cluster-task.html
https://docs.netapp.com/us-en/ontap/system-admin/display-nodes-cluster-task.html
https://docs.netapp.com/us-en/ontap/system-admin/display-nodes-cluster-task.html
https://docs.netapp.com/us-en/ontap/system-admin/display-nodes-cluster-task.html
https://docs.netapp.com/us-en/ontap/system-admin/display-nodes-cluster-task.html
https://docs.netapp.com/us-en/ontap/system-admin/display-nodes-cluster-task.html
https://docs.netapp.com/us-en/ontap/system-admin/display-nodes-cluster-task.html
https://docs.netapp.com/us-en/ontap/system-admin/display-nodes-cluster-task.html
https://docs.netapp.com/us-en/ontap/system-admin/synchronize-node-cluster-task.html?q=Quorum
https://docs.netapp.com/us-en/ontap/system-admin/synchronize-node-cluster-task.html?q=Quorum
https://docs.netapp.com/us-en/ontap/system-admin/synchronize-node-cluster-task.html?q=Quorum
https://docs.netapp.com/us-en/ontap/system-admin/synchronize-node-cluster-task.html?q=Quorum
https://docs.netapp.com/us-en/ontap/system-admin/synchronize-node-cluster-task.html?q=Quorum
https://docs.netapp.com/us-en/ontap/system-admin/synchronize-node-cluster-task.html?q=Quorum
https://docs.netapp.com/us-en/ontap/system-admin/synchronize-node-cluster-task.html?q=Quorum
https://docs.netapp.com/us-en/ontap/system-admin/synchronize-node-cluster-task.html?q=Quorum
https://docs.netapp.com/us-en/ontap/system-admin/synchronize-node-cluster-task.html?q=Quorum
https://docs.netapp.com/us-en/ontap/system-admin/synchronize-node-cluster-task.html?q=Quorum
https://docs.netapp.com/us-en/ontap/system-admin/synchronize-node-cluster-task.html?q=Quorum
https://docs.netapp.com/us-en/ontap/system-admin/synchronize-node-cluster-task.html?q=Quorum
https://docs.netapp.com/us-en/ontap/system-admin/synchronize-node-cluster-task.html?q=Quorum
https://docs.netapp.com/us-en/ontap/system-admin/synchronize-node-cluster-task.html?q=Quorum
https://docs.netapp.com/us-en/ontap/system-admin/synchronize-node-cluster-task.html?q=Quorum
https://docs.netapp.com/us-en/ontap/system-admin/synchronize-node-cluster-task.html?q=Quorum
https://docs.netapp.com/us-en/ontap/system-admin/synchronize-node-cluster-task.html?q=Quorum

IR 2 . $5EHIBSI T MetroCluster #2

BXRARBIEHEE, EOMRERLHSRIVRTS, AELEMZERTIE, UERTEBTRISSSAEMZ
Bl SR B R R,

* If you have a cluster with more than two nodes, it must be in quorum. IR EEE KA R R IITITIRR

RIFp RIS EARNEITINR S EE R alse. MAGIEXAZHITHISE 2 AIE ERTHR ; 550"
BrHR5KERD"

s BwsnIAE iR EMetroClusterfc RS, HETRATFEBAMEERKES:
metrocluster node show
g
1. YR ZA T AutoSupport « M@ JEHAutoSupport ;B 22 1E B &b eI ZRF:

system node autosupport invoke -node * -type all -message
MAINT=number of hours downh

LA FAutoSupport JEE 221 B ah el = 2= 61/ 6

clusterl:*> system node autosupport invoke -node * -type all -message
MAINT=2h

2. ZHBHRIE:
a. NEERIEHIZEAIERI QAL TR
storage failover modify -node local -auto-giveback false

b. HN 'y YIEEIRTEEREZLAEMEIR? "iF
3. ¥ZRIEHI2E 2R N LOADER 127R4%F:

MNRSHRITHIZBETR ... B4 ...
LOADER &Rt BET—T,
EEFFRE ¥ Ctrl-C , ABREHIHMERFEE vo

AGHRTRERRTT WA MNSTEENEHSRENEERRERE:
RorEN)
storage failover takeover -ofnode
impaired node name -halt true

-halt true B #0&# N\ Loaderfe o

% 2% HTEHEEER
B IEHISER R BRI BRI AB AR EUTMTUEFE TR R,

71


https://docs.netapp.com/us-en/ontap/system-admin/synchronize-node-cluster-task.html?q=Quorum
https://docs.netapp.com/us-en/ontap/system-admin/synchronize-node-cluster-task.html?q=Quorum
https://docs.netapp.com/us-en/ontap/system-admin/synchronize-node-cluster-task.html?q=Quorum
https://docs.netapp.com/us-en/ontap/system-admin/synchronize-node-cluster-task.html?q=Quorum
https://docs.netapp.com/us-en/ontap/system-admin/synchronize-node-cluster-task.html?q=Quorum
https://docs.netapp.com/us-en/ontap/system-admin/synchronize-node-cluster-task.html?q=Quorum
https://docs.netapp.com/us-en/ontap/system-admin/synchronize-node-cluster-task.html?q=Quorum
https://docs.netapp.com/us-en/ontap/system-admin/synchronize-node-cluster-task.html?q=Quorum
https://docs.netapp.com/us-en/ontap/system-admin/synchronize-node-cluster-task.html?q=Quorum
https://docs.netapp.com/us-en/ontap/system-admin/synchronize-node-cluster-task.html?q=Quorum
https://docs.netapp.com/us-en/ontap/system-admin/synchronize-node-cluster-task.html?q=Quorum
https://docs.netapp.com/us-en/ontap/system-admin/synchronize-node-cluster-task.html?q=Quorum
https://docs.netapp.com/us-en/ontap/system-admin/synchronize-node-cluster-task.html?q=Quorum
https://docs.netapp.com/us-en/ontap/system-admin/synchronize-node-cluster-task.html?q=Quorum
https://docs.netapp.com/us-en/ontap/system-admin/synchronize-node-cluster-task.html?q=Quorum
https://docs.netapp.com/us-en/ontap/system-admin/synchronize-node-cluster-task.html?q=Quorum
https://docs.netapp.com/us-en/ontap/system-admin/synchronize-node-cluster-task.html?q=Quorum

Uz
1. WERFIHEEA/SHHINVRAMRESIE R, TH28 8RB FimiR_ EiFE —1NVRAM LED, EHXNVEHR:

~D

QB

N

o

KX EE

=\/H3
° NVRAM X7 LED
9 NVRAMZRLED

° JNRNV LEDIER. BERET—D,
° YISRNV LEDIAKR. IBFFANMFLE. MRALMFRIEBIS 0. BERRBRASHFUIRGER.

2. WNRIEH KRB, BIEWREM,
3. FEIRFIEE. BFEBMAMEDLKL LAFLHR. FELRI LS. ARRENBENS R MmEE e
S

I HISHRIRSTEAIE HAE,

2 vy, '
B 1 -y
- S l): Z

=P

° BUE AL I8
4. BiEHSRRREHNAE. ARREREFRNERE L.

R SRRB LB BHRRSIZTHKER.

72



$E34 . FHENVE
IS IRAPEN I & I FERINVER . SRS S TR ANV EE Sth,

e NVEE i Sk

a)_EFREE & R It LU A S Rt K

PrE RS SR ARV F UM B E PR RESL . PAIE MIREER IR T FE it B4,
- FEMMNE[E TR RRPIEL . ARBRE—3,

- MBI RENH E R A EE it

- R ARV AR R 2

a. FHMERKIBENRAIRIEE, HHRIELSE (L,

b. e MABMNIEIE, AEANRATRENRE, UHRRAMERNL

7. 8 ENVEREEE,

o oA W N

HafR¥E K BUE TEHEIE .

% 4T EMREEGIRIRIR
BT BEHITHIBEIR,

p
1. B=SEER THREZFUBDNUE. HRTESEETEXH.

73



ERA SRS RASRIRT 7.
2 BRAISERN—HSIERNFONT. AEBEHSEIBIIGE. EHFARAETRF.
3. —BEHSIRRRL SRR, EEMIERARIET. EREIERETHE

(D sEmsssma s, BIRNTE. UERREES.

ISR R eRfE. BIFBET.

4. BEREEFEES T2 ME ERIET: storage failover giveback -ofnode
impaired node nameo

S MR BEHEMNRIE, BEHRBAE. storage failover modify -node local -auto-giveback
trueo

6. 1R ZA T AutoSupport, MIEFR/BUEZIEERNBIEZRS]: system node autosupport invoke
-node * -type all -message MAINT=ENDo

% 59 FHEIFFIRE] NetApp
RIBEMFREIIE RMA B SIEEAHRE NetApp o "HHEEM BN BX¥MEE. FSNRE,

1/0 F&EiR

AINFIE RI/OEIRBEIAR- AFF A1K

AFF ATKRGRI IR A REE HRI/OBIR, LUERMAEZMIERE. EARMLEEINEEE
FRRPEIRIRET, I EHRI/ORIREXREE,

(EEILUSAFF AKTZHE R SR & A A O R E N A R R 01 ORR B R RIS AIMIORER, 1ERERTI
HEIOEHATFINE BB MR R A,

* ARANI/ORER
ANESARRA LIRS TRE. BB TFHREME—MERBMLEE. RANAIESET.
* "PUER 110 1RR"

ﬁﬁ}ﬁ /0 BRRAVFIEERRARGHNERN FERBFRIR, NTRAREME DM ENIEIHRF RS A

* "EEIRI/OREIR"
EHUR E R ORIRB] LU AR R B H R B TTIRES.

IOEIERS
AFF ATKIZHI28 ERII/OEESR S 1211, W BRI,
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L10IS
2101S
€101
G2 10IS
WVHAN
810IS
6101S
0l 101S
LLI0IS

Controller

ANNI/OREIR- AFF A1K
MAAFF AMMKR S RNNI/ORRIR B 1E 08 W 4R 1E i H Y BRASIEHIER=E/EE .
R ESIEERAIEEIE=2Es. NATLIAAFF AKTZERSSRIIOES,

XFIAES

MRFE, EALITAEMASMUEER) LED. UEBELUYEAREMNZHMNEERS, FHASSHER
ZEIBMCH I “system location-led on' &5 %

EFHRRZEEHRMIBELED. S8 MEHI2E E—, Location LEDs remain illuminated for 30 minutes.

WE.[LXEHIJ)\DF LRHEXA system location-led off, WREFWELEDER=RERIEXN. BILUIMNG
EERE system location-led showo

TE1. XHARBITHIZERIR
KSR E IR 8RR,

EES
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TN . KRERARS

BRAZBEHEE, EOMRERLHRIVRT, AELEMZERGIE, UERTEBITRISSSAEMNZ
BT Hl SR B R R,

KXFIES

* NREFEANEBSANRS, NHMENEZRITHIZZSCSITIFHEMHSHER cluster kernel-
service show, cluster kernel-service show #r < (TEpriva IR F) Al B/ BT R AR i
WS ZH R BEMERESURZT REETKS.

/1 SCSI IR RS S HEN SEBFHEMT RIRIFPER R, EREBIRZ A, BIALBRITE

8] &,

* If you have a cluster with more than two nodes, it must be in quorum. IR EE KA R ETITIRR
RFPIERIBSE R RIEI TR A EE T alse. MR AZHITH SR 2 AIE ERER ; FE0 "
RBoR5&RERD"

S
1. MNERB AT AutoSupport « M5&3d i B AutoSupport JH S22 1EBheI 2R

system node autosupport invoke -node * -type all -message MAINT=<# of
hours>h

LR AutoSupport JHEZE 1E B T2 25N

clusterl:> system node autosupport invoke -node * -type all -message
MAINT=2h

2. ZEBERIE
a. MERITHIZRAVIEH SN <

storage failover modify -node impaired node name -auto-giveback false

b. N 'y HIEEIRNEERETEZRAAMMER? i
3. ¥ZmiEHI2E 2R LOADER 12755 :

NRZIRITHZEEE. ... B4 ...

LOADER 2R BET—%,

[EEERFRE ¥ Ctrl-C , AREHIUERNEE vo
AFAIR AT IR R MIBITIEBEHI S E T EZHITHIZS

storage failover takeover -ofnode
impaired node name -halt true

-halt true B35 N\ Loaderig R i’
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3%1512: MetroClusterft &
()  REORARFNS A MetroCluster BE, W/NEMILBIES B,

BRAZHIEHRE, CRIRERRISIRES, AELBEEIREESR, WESTESNERSHREMT
iz hl 2R R R,

* If you have a cluster with more than two nodes, it must be in quorum. J1REEFIAZIHEHZI TR
RFNIERIRER R TR A E E R alse. MAEXAZHITHI I 2 AIE ERBER ; FE0 "
BhHRS5&ERD"

* YNREFEEBIE MetroCluster BLE, MATIAEEE MetroCluster FeERE, HFETRATFERH
BIFERIRES (MetroCluster node show) o
T
1. MNER BT AutoSupport. Ni&EZ A AAutoSupportts S22 1F EEIRIEZER]: system node

autosupport invoke -node * -type all -message MAINT=number of hours downh

A FAutoSupportip SR 2 IE BB RIS clusterl:*> system node autosupport
invoke -node * -type all -message MAINT=2h

2. NBITIEERIEHIZSSRIEHI A2 ABMASE:. storage failover modify - node local
-auto-giveback false

3. ¥ZRIEHI2E 2N LOADER 18R 4%F:

MNRZHITHIZRER ... B4 ...
LOADER &Rt BET—%,
EEFFRE ¥ Ctrl-C , ABRTEHIMERNEE vo

AGRTARERRTAT N EERBRERSIMSTERRNEHSZEIITHISE. storage

RoEN) failover takeover -ofnode impaired node name

LY RiEI2E 7R Waiting for giveback... BY, 3% Ctrl-C , ZAfS[E]
%
= Yo

8241 ANINFREINOIRIR

MREFHEAFZEETREE. B MINIORRLERNEP— N BiEER, NRFAEGEEYE SH. BT
BIOERRUEE=TIE. AELREMER,
Fra2Z Bl

* #2% "NetApp Hardware Universe" LUfRFTEVI/ORIR S (G ZME R AN S IEEIEITEIONTAPRR A Ro

« If multiple slots are available, check the slot priorities in "NetApp Hardware Universe" and use the best one
available for your 1/0 module.

* HRIRFRE Hth A IE BiE1T.
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* HRIEIE MNetApp U BIR BB LA 1,
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RVOIERAINE P R EAE
TR LU TR/ ORI E BB A BRI FhE R 5.

3
1. NRE R, B IERE,
2. B THEESAEIERIEEE. HARRNMSAEIRITIERIBAIRE. AEM ik,
3. MIEZR LEFEMEBTAER:

a. IZTEMMEEPTAER ER M H 8

b. ORI BR AT EEIR,

C. BFEEBALBAATFAOR. ARRKERAIENAE. MTTEERMTFAERE T,
4. % /0 1RIR:

a. RI/OERSHIEIREIEF ORIASEIITT,

b. FEHRBREHBNIGE, BEERLBANE, AEEORAM—Em LR, LUSERBE DL,
5. ERSLIGI OB BEZIIEE &R

() wRFaREREN 10 BPRET S8, LA IS,

6. WA EIRIERE LR R XAUE,
7. MLoaderf@~ffib. EfEHMTR:

bye
() BB ERAKIOBRTIE AL, AREI BT M.

8. MESFI 28 RIE 1T 25 -
storage failover giveback -ofnode target node name

9. xt=Hl2E B EE RS R
10. FETWRRFN TR L. IREAT BoIRE. BREER:

storage failover modify -node local -auto-giveback true
1. 4NR BT AutoSupport. NEER B &h el 2241

system node autosupport invoke -node * -type all -message MAINT=END

RUORRA MBI T LIETHN RS
TR LOB T EN F A /ORR AT E U B REMB/ORIR, KI/ORIRAFNNEI TR ETHI R TR,

KFIES
HRET BRSO IR e 2 H AN R AR TIERZ .
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= FERITIRE

NICEINIC (IwO%AERE) LIF S EHEITHIZ R X AN BT,

NICEINIC (IR ARE) BEENESAREHRIRIIEMERO, EXEFMAEE. BFSR T
% LIF"

1BENICIEZ EITZHEI/OIEIR f£F8 System Manager ¥ LIF ;K ATHEIRENE RO, 0FFHR "
T LIF"

HIE

1. INREEARESM, FIEFEEM,

&R TBER /0 #BIR LA B L.

M TSR BRI, HEARRSIALEIRIERANEIZE. AREM TiEkE.
MANFEREN T B4R 1/0 1R3R:

a. # PR,

b. R AL FI SR ETREIT B ARIR

C. BFHmANLRAMAOR. ARRKERRIEAE. MR MAFEFRE T,

A w0

HRARERER 1/O #RIRFRTEBIEE.

O. I/ORIRL FEEIHWAERH BAREE !

a. FHRIRSH BB QRIS TFo

b. RIRREIZHBNIGE, EETDBANNME, AERORAY—Em L, MRBERRHEMIL,
ERG LR ORIRERENEE IR E.

ESIFEMRED R U E T HISI R EMIRIR,

R IR R M LRt B XA B,

MINEEFRTR: _BYE_EHERNTHIZE

© ® N o

IR PR EF R PCle RMEMAH. HEHBIHT R

@ NREEEFHBIHAEER PSR . 15S W "BURT 1494308 -FE#I/OfEIRERAIE] AT 6E
R R IR K A"

10. MECIH=HISR3TIE 1T HI2E
storage failover giveback -ofnode target node name
. MMRERRAEHRE. BEBALLIEE:
storage failover modify -node local -auto-giveback true

12. AT TIREZ —!
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° WNREET TNIC /OEIRFHLEET FHHINIC /ORIR, EXE MmO Fnetworkdn < :
storage port modify -node *<node name> -port *<port name> -mode network

° YNRIGEIT TNIC /ORRRHALE T FEI/ORIR, IBFIRIBAFTIR L ENS224 B IR H N E L IR
ITAER"

13. 31523 B EE LIRS R

PAEHIR 110 1238 - AFF A1K

NRIEREEHEH EFERFHEFNE ONTAP RAER, MEILTE AFF AMK FERSE
FR R AR 1/0 13K,

EHIEIR 110 1BIR, BHREERSAEITHR ONTAP 9.18.1 GA RERIRA, HEEFFMERSM 110 &R, &
IR IV FRERIRIR, EEHARIREA, BFERSMEREREE, HRHIEEREIEE] NetApp.

KFIES
* EEMREISEER /0 RIRZ AT, TERITFEE,
* TEPERARIEDG ar S N A T IEHARYIZHIZ3A 1/0 HEAE:
° _RHuEHas_REEEMR 1/0 RIRAVIEHER.
° _fRRERITHIEE_ B RIITHIZEEA HA (KHE
* BRIITAERASUE (B6) 15517, UBBKRREMREMIFHERY. €A SSH &R BMC Hia

\ “system location-led on' &%
ZEFERAABIE=MIE LED: — MIRERETERL, — M ESMNMTHIZE L. LED RISt 30 2%,
R LR NGRS EH KX system location-led off, MIRERHELEDESEILEIEXN. AR NG

SRWEBERE system location-led showo

TE1. BEREERGRERFENK
BEALGETE, BHNFERALTUSIT ONTAP 9.18.1 GA REEA, HEEHNEFREAALITHEMEENR,

@ NRIEHFERFARIETIT ONTAP 9.18.1 GAEERSARAS, WA AERALLIIE, EHTER "Ei
/0 RIZF"o

* BEEPEREEERRILRN 1/0 B3R, ZIGEEARTEE. HANRFPRNERROAS, HEE
FHHY 1/0 1RIR, TEIRTELR 1/0 HIRIEEL,

BB BT F6E5 MetroCluster BYIH ORI LUIARR 1/0 &R A]HdER.

* BVERERS (BTN SRTEREE) TUABFHASZIFNERHENT R

s ERPHFRE T S X TEITIEREIR ONTAP k2 (ONTAP 9.18.1GA SXEEARAS) =iz{THERE ONTAP AR
KRBT 5o

INREBHFHTIRBITARR ONTAP hzs, MARAESHRAEERE, RZHAER 110 1RIR,
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* FEAGTHES ST UL T UTREZ—
° MMMEHIZRER A LUSEIHIZTT 10 (RRIEHHE)
° IIRHERHEER /0 RIR5 |2y, AATRERMAEESET, WE—IZRISHTELTZRER

[s3Ye)

AERLEBRT, BT /O RIRKFE, ONTAP RILIBEIREE—ITHIs. Fa0, RBIKLERN /0 1RIR
BEFERERDO (ZEHE LOPTEREIHEEIEXA) , ONTAP ZERITERE,

* FREARDNEHMARFROIIERIZT, MRKRESETIT. BEKR. "NetApp HAEBHEIT

2o
TR 2. BEEFHERZEM 10 BIRIEE
HEFRFEFEREMN /0 ERIERE, LUERT R 2HE FHIEEER /0 =R

p
1. IEfftEt,
2. FRgBALURBIENIRIRIR, SARMERR /0 RIRIKTATE B4,

/O IR IR (RO R F R XHRS) ; , SIRFERMETHARS, HEE
C) Nes&aE— T EBSETHNERERO, Nﬁ?%ﬂ%ﬂ&ﬁﬂﬁgo

RTBEGEFGFADH, UBRTHEMZESN LIF SIEHR, ARSSRITTRE,

3. AR B AT AutoSupport . N3&:iTiE B AutoSupport JH S22 1B EhRIFEZA:

system node autosupport invoke -node * -type all -message MAINT=<number of
hours down>h

g0, LUTAutoSupportiE B =0 B shZR eI m/ e
node2::> system node autosupport invoke -node * -type all -message MAINT=2h
4. NREFEUFTRERIZE, WERBBEIR:

i BA ...
E%E—Eﬁ%éﬂ%ﬁﬁéﬁ& RRABHRE:

a. MEEHSHEUHINIZRIZSENER SRAU TSR

storage failover modify -node local -auto
-giveback false

b. #N 'y YEEIRT CEEERMEMEIR? "

M MRS BEBEIHIETII0 (| BHET—F.
TR fERE)
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O WREMIER /0 RIRMARS PIEFRHXABIR, LUEEHFE:
a. A<

system controller slot module remove -node impaired node name -slot
slot number

b. HN 'y HEFIRREARLLEET?

Fan, LUTFaSEERTR 2 (RUTHIR) LRYEE 7 PRSERIREER, HET—FAUL2BEG
HIHS

node2::> system controller slot module remove -node node2 -slot 7

Warning: IO 2X 100GBE NVDA NIC module in slot 7 of node node2 will be
powered off for removal.

Do you want to continue? {yln}: vy

The module has been successfully removed from service and powered off.
It can now be safely removed.

6. IOIE& MR 1/0 HEIREXHARIR:
system controller slot module show

MR TR " powered-off TEPEIRIR N ELAGHIER S HY “status' 51,

TR 3. PRI R EHIERT 10 1RIR
R & EHFER 1/0 HRIRSFBY 1/0 BRI EHR

g

1. MR EAREM, BIEREM,

2. ATFHEERSGEEIEIER. HEARAMELEIERRENIAIR. AEMR ThEek,
3. MEEH R IERAE T I/ORRIR ©

(D) TESRTHTATMES VO BR. B, GRABHR— 10 R,
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o OB

a. # e BiRH.
b. R A F] SR ETREIT B ARIR
C. RBFEmANLEANTAOL. ZARRKRRILEH SRR, MTTISER K= H 2R R E T,
ERER 1/0 #RIR(L T MEE .
4. 110 BRIIE—3,
S. WEMARI/ORIRL FE BATEE !
a. 3§ 110 IR S HREIAS I TFo
b. }I?;’fﬁiﬁﬁéi&‘}%)\k’ﬁﬁs EERSBANEHRIZRRR, AEFLEHB—ER et LORRRBIEE]
o
6. HI/OERF L,
7. BB R BB E &,

TR 4 (EEHR 1O HEIREXA
REEHRAY 1/0 #ERIREXA, JOIE /O RGO EMINANIAK, WIHEEEER, FARKIE /0 HIREBENHKIR

Al

KFUES
FEH /0 BERARIROMEZEFIRERE, LIF FRERERR I1/0 iR,

P
1. EEHR /O tEIREEN :

a. AU THS:

system controller slot module insert -node impaired node name -slot
slot number

b. BN 'y HEFIHRREARLLEIT?

WLV IIA /0 IRIREMINEANL (FFHl. FIIBHHIRNER) -
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fFan, TN R 2 (RiIEHER) ERVEIE 7 B, HAERIZIREEMINTRER:

node2::> system controller slot module insert -node node2 -slot 7

Warning: IO 2X 100GBE NVDA NIC module in slot 7 of node node2 will be
powered on and initialized.

Do you want to continue? {yln}: "y’

The module has been successfully powered on, initialized and placed into
service.

2. I8 1/0 R EMNE N iR OB E ERMThIA L
a. MRITHIZRAITHI AN e <

event log show -event *hotplug.init*

()  EAFENEEERSOMA LT ERE LS .

BN 2 R—1 821 hotplug.init.success EMS ZE4# hotplug.init.success: 1£ "Event 5IH, 38R
/0 1R RS MNiR O B BIH#IIA K.

fgn, UTHEER /0 iwH e7b 1 e7a BIFIIRILALIH:

node2::> event log show -event *hotplug.init*

Time Node Severity Event

7/11/2025 16:04:06 node?2 NOTICE hotplug.init.success:
Initialization of ports "e7b" in slot 7 succeeded

7/11/2025 16:04:06 node?2 NOTICE hotplug.init.success:
Initialization of ports "e7a" in slot 7 succeeded

2 entries were displayed.

a. NRIHOVIBLKRIK, BEE EMS BEU T HREXRBNEETE,
3. I 1/O BIRIEIEE BB H R

system controller slot module show



W N 2 REEIRE N powered-on, AL /0 ##RA] IS

4. Haik 110 HEREBAFH IR,

it A IS NGRS

system controller config show -node local -slot
902 1/0 BIRE B IIEANH IR
Bgn, FiEtE 7 B9 170 iR, &R

WV IZ B BIR AT

I, MEFHFER O ERER

—_—

&1To

slot number

, BUEHERERIROES.
DMNAE e

:> system controller config show -node local -slot 7

d0:39:ea:59:69:74 (auto-100g cr4-fd-
CISCO-BIZLINK
1L45593-D218-D10
LCC2807GJFM-B

(auto-100g cr4-fd-

Number:
al Number:
d0:39:ea:59:69:75

CISCO-BIZLINK
1.L45593-D218-D10
al Number: LCC2809G26F-A
CX6-DX PSID(NAP0O0O00000027)
22.44.1700

111-05341

20

032403001370

Number:

node?2:
Node: node2
Sub- Device/
Slot slot Information
7 - Dual 40G/100G Ethernet Controller CX6-DX
e7a MAC Address:
up)
QSFP Vendor:
QSFP Part
QSFP Seri
e7b MAC Address:
up)
QSFP Vendor:
QSFP Part
QSFP Seri
Device Type:
Firmware Version:
Part Number:
Hardware Revision:
Serial Number:
FTR5. MEFEAKLERET

B R EEENER S RHEMEST

B (IRIEFE) .

mEBmER (REFE)  WIE LIF IFEEiROEUR

=3 /E A AutoSupport BEIZRGIBIE, BEERA IKEEUIE.% BT,

TR

1. RIBEHNEE RS LETIZITHY ONTAP MRAUUSATHIRIVRES, EHRIZEENEHISE LE

i
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& BA ...

%E%E—E%‘J%%Eﬁbﬁ'éﬁéfﬂk a. BIZEHFMETE, KERENERIRMEERET:

storage failover giveback -ofnode controller
that was taken over name

b. MIRIEE BT HIRRYIEH & R E BBl

storage failover modify -node local -auto
-giveback true

A ERIZBSEEBIFHIEIT /0 (| BET—%,
TRIHEE)
2. BFPEEORERMEF T aMiEORE: network interface show —is-home false

ﬁﬂ%ﬁﬂLUNﬁ'Jjjfalse\ EBEARBIEFIFKO: network interface revert -vserver * -1if

3. YNR B T AutoSupport. MR [R B EheI 22

system node autosupport invoke -node * -type all -message MAINT=end

% 6 & KBHPEZFHIRE] NetApp
WRIBEMREMTIEY RMA R BRE S ESR 4R E] NetApp o "SHMFELIAIE " EXFMAEE. 52 UAH.

i 1/0 1&IR - AFF A1K

WNRAFF AKRAZHFB/OERRE IR EHFEEARUZIFES EEETEHMINEE. FFIRZ
EiR, BRI EEXAESIZS. FRAERIEMI/OEIR, EFBNTHIZ UG R EB
FERYER IR [EINetAppo

A A RSS2 Fr R PR B ONTAPRR A fE A It 32,

FaZ Al
* BRIUEE T ERER
* BREFERETHFIEEMAMHIERET, BN, BERARARZ .

F15. XAZHRTR

fER LT EI Z — X HEiR B R T8,
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TN . KRERARS

BRAZBEHEE, EOMRERLHRIVRT, AELEMZERGIE, UERTEBITRISSSAEMNZ
BT Hl SR B R R,

KXFIES

* NREFEANEBSANRS, NHMENEZRITHIZZSCSITIFHEMHSHER cluster kernel-
service show, cluster kernel-service show #r < (TEpriva IR F) Al B/ BT R AR i
WS ZH R BEMERESURZT REETKS.

/1 SCSI IR RS S HEN SEBFHEMT RIRIFPER R, EREBIRZ A, BIALBRITE

8] &,

* If you have a cluster with more than two nodes, it must be in quorum. IR EE KA R ETITIRR
RFPIERIBSE R RIEI TR A EE T alse. MR AZHITH SR 2 AIE ERER ; FE0 "
RBoR5&RERD"

S
1. MNERB AT AutoSupport « M5&3d i B AutoSupport JH S22 1EBheI 2R

system node autosupport invoke -node * -type all -message MAINT=<# of
hours>h

LR AutoSupport JHEZE 1E B T2 25N

clusterl:> system node autosupport invoke -node * -type all -message
MAINT=2h

2. ZEBERIE
a. MERITHIZRAVIEH SN <

storage failover modify -node impaired node name -auto-giveback false

b. N 'y HIEEIRNEERETEZRAAMMER? i
3. ¥ZmiEHI2E 2R LOADER 12755 :

NRZIRITHZEEE. ... B4 ...

LOADER 2R BET—%,

[EEERFRE ¥ Ctrl-C , AREHIUERNEE vo
AFAIR AT IR R MIBITIEBEHI S E T EZHITHIZS

storage failover takeover -ofnode
impaired node name -halt true

-halt true B35 N\ Loaderig R i’
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IR 2 . $5EHIBSI T MetroCluster #2

()  REORARFNS A MetroCluster BE, W/NEMILBIES B,

BRAZHIEHRE, CRIRERRISIRES, AELBEEIREESR, WESTESNERSHREMT
iz hl 2R R R,

* If you have a cluster with more than two nodes, it must be in quorum. J1REEFIAZIHEHZI TR
RFNIERIRER R TR A E E R alse. MAEXAZHITHI I 2 AIE ERBER ; FE0 "
BhHRS5&ERD"

* YNREFEEBIE MetroCluster BLE, MATIAEEE MetroCluster FeERE, HFETRATFERH
BIFERIRES (MetroCluster node show) o
T
1. MNER BT AutoSupport. Ni&EZ A AAutoSupportts S22 1F EEIRIEZER]: system node

autosupport invoke -node * -type all -message MAINT=number of hours downh

A FAutoSupportip SR 2 IE BB RIS clusterl:*> system node autosupport
invoke -node * -type all -message MAINT=2h

2. NBITIEERIEHIZSSRIEHI A2 ABMASE:. storage failover modify - node local
-auto-giveback false

3. ¥ZRIEHI2E 2N LOADER 18R 4%F:

MNRZHITHIZRER ... B4 ...
LOADER &Rt BET—%,
EEFFRE ¥ Ctrl-C , ABRTEHIMERNEE vo

AGRTARERRTAT N EERBRERSIMSTERRNEHSZEIITHISE. storage

RoEN) failover takeover -ofnode impaired node name

LY RiEI2E 7R Waiting for giveback... BY, 3% Ctrl-C , ZAfS[E]
%
= Yo

$28 . BMAEWREIOKIR
BERIOBIR, BENEFHRENZER, ARRBREED BINF#HITiR(F

T
1. WNRE M RiEM, B IEMIE,
2. IR B¥r5 1/0 HHIR L BIFRE R4k,

(D)  sRmResEEnnE, WEEERRERRIESIIEEN EROH,
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3. A THERR AL EIRIER. HARNMALERERNMMNIRE. ARM TieEEsR.

(D) TEERTOESTATNEEIORER, B, BRAHTF— OB,

o /O %e =)

ERRAXLEL LN IR, EEREXLEHLELRE L,

4. MATAEFRENT B ARI/ORIR
a. T EER LR MACIRE,
b. 3 AL FI SR ETREIT B ARIR
C. FFmANLRAAOR. AERRKRRILAE. MR MAFERE T,
HRRERER 1/O #RIRFRTEBIEE.

. ¥ /0 HEIRMIE—35-
6. REMRARI/ORIRREFINAES
a. FIERENUEHEA OBLEMNTT.
b. BIRREZHBANIEE, EETEBANE, AEBORAM—Em LR, MRBRRHEEL,
7. RIOHER Lk,
8. BB M e R XIAUE,
3% EFEDHTHIEE
EHU/OEIRG. WIMEHBRNTHIZR,

p
1. MINHAZF R AT EN R ohiTH2s

bye

()  EFEsSREssT R BB OBRTE AL
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2. BRI FEER TG SR IME EEET:

storage failover giveback -ofnode impaired node name
3. MIETTIRR REFHIZHIZRAYIZHI 8 E R B 5h 3% |
storage failover modify -node local -auto-giveback true

4. N BT AutoSupport. MR BahIEZEA):

system node autosupport invoke -node * -type all -message MAINT=END

F 4% KSR E] NetApp

REBEMFEM RMA JBRRHIEEHIREl NetApp o "EMHREIFMER"EXFMER. BESNITH,

FIGEIREBIR - AFF A1K

AFF AMKR GRS ARE B R B IRIZ & (PSU) I ED H It ERY . 15 F L E#. LU
REAGRERERTEIBITAENEIR, BT EEEMAKREPSUS BIRINERE. RTE
Rk, FMBIEPSU. AEBEEINEETER,

HIRENARD, HEARER. EROXAEH2ERER PSU,

XFIES
* HREP R BA—RER—PPSUMRS R,

()  EWRREETEMEMEREN PSU . BRAGIHER,

* BIRIEERIPSULE EAMENAIRIES T ¢ ACEIDC,
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I 1 PEIR M IR
EFEERMPSU. BRI TR,
gl
1. NRE R KM, B IERE,
2. IRIBIEHI & 8IRE B HPSU_ LA BHIELEDHE ZFIRMIPSU,
3. BRFFPSURYESE:
a. {TABRLETERE. AEMPSURTBIR%,
4. B LEEFR. RTIUERSE. AEEPSUALEIEHIZER. LU TPSU,

PSURR%E, Always use two hands to support it when removing it from the controller
@ module so that it does not suddenly swing free from the controller module and injure
you.

o TerracESFPSUSIEES

O. TEEHIBRIRPREZRAPSU:

a. ANFXEFEAPSURNSHFEHESERISFRRIA O,
b. EPSURRIENITHISBEIR, HEIBEFERNENL

o R U S PO SR TE B & B A B
() HTRERTREEES. WIERPSUBNRSAETR LA,

6. EIEEPSUMLL:

a. FERLEMIEZEIPSU,
b. IR E E 23 BB IRELEEEIPSU,
EPSUME MR, IASLEDN iR E,

7. IRBEHFEME RMA BBREHIEER4RE] NetApp o "EMFREIFER"BEXFMES. ESINH,
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WEI 2. PEREREIR
EFMEMPSU. BERUTTE,
SR
1. INRE R, B IERE,
2. {RIEEHI &R EZPSU_ LA B FELEDHE B EIRHIPSU,
3. BFFPSURYIESRE:
a. fEREL ENERIRETIT FD-sub DCAiLLiEHE2S
b. MPSUIR T4 H G HIKTE—35,
4. B LIEEFH. RTIUERE. RAEEPSUALEIEHIZFIER. LUEITFPSU,

PSU#%%8, Always use two hands to support it when removing it from the controller
(D module so that it does not suddenly swing free from the controller module and injure
you.

o L4733

9 D-subE R EEIRPSULL ik 1% 28
e FEIRFR

e HEEPSUBIERS

O. TEEHIBEIRREBRAPSU:

a. ANFXEFEAPSURNSHFEHESERISRRIFAOITT.
b. FPSURRENITHIER, HEIBERERANENL

BIRRBES NERERES EE S H 2R B 2L,

(D) AT REEARIEES. BERPSURNRSETRIEA.

93



6. EFTEREED-sub DCEREL
a. BEIRLIEZSENAPSU,
b. fERER BT EIRLEEEIPSU,

EPSUMEMEBRE. IASLEDN NG,

7. IRBEHFEMR RMA BBRREHIEERM4RE] NetApp o "EMFREIFNER"BEXFMER. ESRNH,

FHRSCATAS FhER M- AFF A1K

EHAFF AMKRSTRRISEETBS 3R (RTC) BB EIRAMAZ M), LUHARKH T /iR E)E
THRRS N AREFRFIERIETT

a2 Al
* FER. BRI RS SHFHIFTE ONTAPAR A fEA LT 12,
* RMRREPHFIEHMAFIESET; &N, BRINEKARRARZF.

(B FERRZINTIR RTC it

£ 15 RAZHITHIE
fER LU EIZ — X HEiZ B RIE s,
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TN . KRERARS

BRAZBEHEE, EOMRERLHRIVRT, AELEMZERGIE, UERTEBITRISSSAEMNZ
BT Hl SR B R R,

KXFIES

* NREFEANEBSANRS, NHMENEZRITHIZZSCSITIFHEMHSHER cluster kernel-
service show, cluster kernel-service show #r < (TEpriva IR F) Al B/ BT R AR i
WS ZH R BEMERESURZT REETKS.

/1 SCSI IR RS S HEN SEBFHEMT RIRIFPER R, EREBIRZ A, BIALBRITE

8] &,

* If you have a cluster with more than two nodes, it must be in quorum. IR EE KA R ETITIRR
RFPIERIBSE R RIEI TR A EE T alse. MR AZHITH SR 2 AIE ERER ; FE0 "
RBoR5&RERD"

S
1. MNERB AT AutoSupport « M5&3d i B AutoSupport JH S22 1EBheI 2R

system node autosupport invoke -node * -type all -message MAINT=<# of
hours>h

LR AutoSupport JHEZE 1E B T2 25N

clusterl:> system node autosupport invoke -node * -type all -message
MAINT=2h

2. ZEBERIE
a. MERITHIZRAVIEH SN <

storage failover modify -node impaired node name -auto-giveback false

b. N 'y HIEEIRNEERETEZRAAMMER? i
3. ¥ZmiEHI2E 2R LOADER 12755 :

NRZIRITHZEEE. ... B4 ...

LOADER 2R BET—%,

[EEERFRE ¥ Ctrl-C , AREHIUERNEE vo
AFAIR AT IR R MIBITIEBEHI S E T EZHITHIZS

storage failover takeover -ofnode
impaired node name -halt true

-halt true B35 N\ Loaderig R i’
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