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° RPN R EEEHEFRITEPRIT R
c BITRARFHTR _ @FRT R HA BB TR,
MEMEZ AR AFF A300

NRREERFNRIELRS, BEERIEEHNRLENNEZEERZIFERIIRS. AFF
AS00RGNZ R F BRI TR EREF. FAFEMBIHNTRIRE.,

KEEAONTAPIRAE B E ZHiNetAppEINE (NVE), HIEXFFEHISRZaCERAEESET T EIRE,
$IE 1. }E NVE ZHEH THERBONTAPRLE:
HREEHIONTAPIRAS B S 2 HiNetAppEINZE (NVE), LAEER] LA TFEH IERBIONTAPBRG SRR BN TR,

p
1. EEHONTAPK A B S S INE

version -v

SNRHEH E4E 10no-DARE, MERIEBARARZFENVE,

2. THME NVE ZHFHIONTAPHEE:
° NERLHF NVE: TEHFHENetAppEINZHIONTAPIER
° YNRAZIF NVE: THATENetAppEINZEHIONTAPRRE

@ MNetApp3z MG T EHONTAPBRIREI ISR HTTP 3¢ FTP ARSSssai At 3k, 1E5Eik
Boh RS, ERFZEUIRES .

PR 2. WIIRAEERRSHENEE

XA R 2 AT, BIIEERAEEREEH SOV ERER.

p
1. BMEECHRGLERT N EHEES:

ONTAP RS BITIER S
ONTAP 9. 14. 1 EFZhRZs security key-manager keystore show

* MRBATEKM. "EKM NIEELHEHATIE,
* MRBATOKM. "OKM NIE7Ean LR HTIL,

* NRKRBHAZHEESE. No key manager keystores configured’
NaEsm<ShEPyIL,



ONTAP Rz BTl
ONTAP 9.13.1 SR EE R kA security key-manager show-key-store

* MNBEATEKM. “external M&ESSHHFTIH,
* MNRBEATOKM. ‘onboard M&1Ed< i %I,
* NRKBAZIHEIER. No key managers configured M &7E8p

LI,
2. RBAFHESHE T BAEIER, FITUTIREZ—!
NRKECEZAEIESS:
TR R et R AIEITHIZE, HASEHMITXIIER.
NRECE 7T RAEIER (EKM 5 OKM)
a. WALUTERGS, EFEREERPEHEIERRIIRE:
security key-manager key query

b. EEWMHLERHIOEHDMNE, Restored tF, ILTHETEREIREE (EKM 5 OKM) HS{H3IIEE
HEREENRIME,

3. IFIRIEEHNEZREER LB TMENAIREPE.



HNEREZEAETESS (EKM )
RIESESTH UL T, "Restored I F,

NRFAERBEHER true EBIRE !
BRI R X HASRIEEGIEE, HASHITIIIER,
NREFARETHERRE true’ T“BIRE"FIH:
a. BN EIRAERIAME D EHPHFE TR
security key-manager external restore
INRABSHITERY, TBEXRENetAppZ s,
b. HIAFRE S IIEZBHEMES
security key-manager key query
Haik "Restored SRR “true & A FFIE S HRIEER.
C. MNRPIERAMEME, WrJUAREMKFAHEITHIEFHUSEHITRNIZR,

IREZEAEIEE (OKM )
RIESESTH U TS E, "Restored I+,

NRFIERBEER true' 7E“BIRE"FIH:
a. &1 OKM 58
L PR EI S RAPRIER :
set -priv advanced
BNy SRR ERRT,
. BRBAEEEMER:
security key-manager onboard show-backup
ii. &5 B8 HIEI R IRA S B E XX,
MREEHRIRPEEFHNE OKM, EEBELENHES.
i, 13 [O]EIE ST
set -priv admin
b. R UL LMK IEITEIEE, HYLERITRIIER

NREFIRERRERZE true T EME"7H:



a. EFIRFEREES:
security key-manager onboard sync
HIRREY, BN 32 MFEENFERFAHSHNBRREERT,.

C) XEEERVEE EHZRAE RSN ENEESTERBEE, NRELEIERD
5B, BB RENetAppziF,

b. IBEHINFIE B IIEERHEME
security key-manager key query

ik Restored B8R true WFIEESMWIEZIAN Key Manager HEE

*onboards
c. &7 OKM 5 8.:
. R B SR PRAET -
set -priv advanced
BN Ty BB,
. BTREAEEEMER:
security key-manager onboard show-backup
ii. Y& BB RIRAS 3R B E S,
MRAEFHIRPBEEFoINE OKM, BREEELEHER.
iil. JREEIEGIET
set -priv admin

d. eI T et XAHMEIETEE, HBRERITXIER.

XAZIRITHIZS - AFF A300

ERESEEENENIZF XA SR ESIEITRIZR. AFF A300 RS FFEnB T T Bl
ERF, AEFEHBRMNTRIIE.,

HI1 . RESHECE
5E NVE 3¢ NSE 1£55/5, BHREXHARHITHIER.

PIE
1. B2 HI28 2~ LOADER 12777



NRZHEHIBETR ... BA ...

LOADER 12T 3£ ZE "Remove controller module" o
EEEFEFRE . ¥ Ctrl-C , AREHIERNEE v,

AR EERRTT AR METEBNEHSRRENEERRAITEEE. storage failover

FHEET) takeover -ofnode impaired node name

L2IRITHI2E £ Waiting for giveback... Y, &% Ctr-C , ABEIE v

2. £ LOADER ¥4k, HA printenv LBRFIERIFEEE, BRLFREFRHEXEH,

() nEESRERTRTEERET, WikhSTaTRIER.

IR 2 © $5HI28KF MetroCluster Ei &

52A% NVE 20 NSE (515, BBEXATRTS.
()  REORARFAWT A MetroCluster BEE, W/NEMILBIESE,

BRAZHITHE, BOTHEERISRAAS, AECENRERER, UESTESNIEHIZRSEMZIRES
R hEtR AR,

—/—\

* If you have a cluster with more than two nodes, it must be in quorum. IR EEKIKXE '1':F*JZJ?,1_1‘Hk?R§§¥
IS EREIE TR A E E R false. MAMEXFAZHITHIZS ZAIFERZER ; B850 "FhHa5
EERED,

* NRIBFERBIZ MetroCluster BtE, MAIAEEE MetroCluster ILEIRZES, HETRATFEBRBEAILE
%E’J’U(u (MetroCluster node show ) °

PIE
1. AR BT AutoSupport , N3&EZ A AutoSupport SEHBEZIFBTNBIEZRR: ssystem node

AutoSupport invoke -node * -type all -message MAINT=number of hours downh

AT AutoSupport JHEZ BB ERFIF/NY: clusterl | * > system node AutoSupport
invoke -node * -type all -message MAINT=2h

2. NIB1TIE BB HIZSITH| S 2 H ERI3E storage failover modify - node local -auto
-giveback false

3. BZmIEHI2E 2N LOADER 127457 :

MR ZHITHEZE R ... B4 ...
LOADER 1&RfF BET—%,
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NRZHEHIBETR ... BA ...
EESFHRE & Ctr-C , AREHIRREEE vo

AR RERRTN AR MSTEBNEHSREENEERMERE. storage failover

S RA)) takeover -ofnode impaired node name

L 2RI HI2s £ Waiting for giveback... BY, #& Ctr-C , AREIE v

o

Option 3: Controller is in a two-node MetroCluster

5Eh% NVE 3¢ NSE /5, BFEEXFAZMT =,

BRAZFITH R, BOTHEERISRAAS, AECENIHUEE RS, UESITESIEHIZRSS MRS
EafF g hE (IR,

KFUIES
* BUTTEIIRED R REREFBEFRATHRS, UENBITESIZHZEAE,

PSIE
1. }2Z MetroCluster RS UBE R I HI2S B E B RIZTIEFEVITHIZS . MetroCluster show

2. IRIEREBRET BENR, WETRESIRME:

NRITHIZZ T2 ... A ...

2 5l PYEMITF—Fo

ENEEEES MIZITIE BRUEHIZSSITITRIALTHIRIE: MetroCluster
switchover

KB, EEREH EETRES, R, BRRANTEAHER, WRICEMRN
MetroCluster switchover fp IERRIE, BEXAE AL
LHITINR, HETREHEDR

3. EEITIEERERBPIBIT MetroCluster heal -phase aggregates 3%, UEHRTSEIERS,

controller A 1::> metrocluster heal -phase aggregates
[Job 130] Job succeeded: Heal Aggregates is successful.

MNRBEWE IR, ERILIER ° override-vetoes” 2 EH A M MetroCluster heal 8%, WREALLA]
TS, WRASEESEMEILEBEIRIENIRER,

4. {§F3 MetroCluster operation show &8 < IS ERE B 5o



controller A 1::> metrocluster operation show
Operation: heal-aggregates
State: successful
Start Time: 7/25/2016 18:45:55
End Time: 7/25/2016 18:45:56
Errors: -

S. {FH storage aggregate show MR ERSIRE,

controller A 1::> storage aggregate show

Aggregate Size Available Used% State #Vols Nodes RAID
Status
aggr b2 227.1GB 227.1GB % online 0 mccl-az2

raid dp, mirrored, normal...

6. {5 MetroCluster heal -phase root-aggregates S IBERRS.

mcclA::> metrocluster heal -phase root-aggregates
[Job 137] Job succeeded: Heal Root Aggregates is successful

MREBEWET IR, ERILIFER -override-vetoes B3 EH A MetroCluster heal 8%, WRFEHALLA]
B, MRS ESEMIEIEEEIRIERNIRT IR,

7. B REEf L{FH MetroCluster operation show RS WIHEERIERTETMK:

mcclA::> metrocluster operation show
Operation: heal-root-aggregates
State: successful
Start Time: 7/29/2016 20:54:41
End Time: 7/29/2016 20:54:42

Errors: -

8. EXHUTHISSER £, WIFTERIR,
B FEN7 Fi— AFF A300

BEMRBEINE, SOETRRIEHRIZRIR, RERNBMNE, FHFEoRE&EEE
USB [XfFIRENE8. AFF AS00RFINIFFRIETIN RIMERF. A ZFEIBEI TR
£



%1% ETEHIEER
ZipnizhlZRNEtNAlN, oMM RSEREH FEHISRRR, ARBH TEH 2 RR ERER.

1. NREERIEM, BIEREM,

2. INFPR TR EIRIRE ERAIRE, ARMEHRSERR LR TRALLAMN SFP (MIRFR) , HE
ERA A RE R B

REABERLEERET, UWEEERRESLAEEREN, SEAIERF.

3. MR A AR ME T AL ERREH R EBE—S.

DI F

o [ THIMAEIETF, FRFIERISHRIRIE HAAE.
R SRR LAFERT, IBHARESHHE R SR IRBYERER.

10



% 2% EHFENTHR— AFF A300
B IEE S 23 E B R HIR BRI ERH 1T E R,

1. NREERIEM, BIERERM,
2. fEFA TESUTHIZREIR EA FRU BN EI BTN

3. BEMABIINELNESRE, BEMNTMEINEPRER, AERKEBENNEMNTIEE.
(D BB RS ER e, AR RESIEESRIN R,
4. FERBINRASS BT RN, ARRKEERENGE,
o WERMNE, WMERETEEEEHIET.
MELE, BRLBEMNT R EENENEE,

6. | THBENTRLUES BN BRSNT LRI BUE R,
7. & LTRSS EIRIb S

11



B3P REoRGEmEIBmHNER

S U EA B REMERR USB NEFRIZSEAFMEGELEIBERBIN TR BE, ENMEIHRIED BERE)E
R var X RS,

* B AEBE— B 32 IRy USB AFIREEE, HEREE/1 N 4GB,

* SRTHIZRIEITHY ONTAP BRGARAHEFIAVEIZS, A LAM NetApp 2 #ih= £ "Downloads” #3593 T4
FERZ BYBR1S:

° JIRBAT NVE , BB THIRAFRIET, £H NetApp HMNE TFEHRE,
° JIRKEA NVE , BRI THIRAFRIET, EAER NetApp BMERIIER T THIRE.
* MREMNRSE HA X, MBFTEBMLREE,
* MREWRFEZIMIRY, WAFENEER, BEER var XHRFEH, EBOTRITHINMERBR,

a. Rl RRE R I SHAETRIFONTT, RIS ERERENRTRN—F
b. ERFELLERRE, HREFEEHIXNRAFHITHL.

ERL, MRBHTAREKRE (SFP) , BSBENRREC.
C. ¥ USB INfFIKmhas il N IZHI2R 1R IR £ BY USB it
HtRE USB MTFINSE REEIRE USB g miEEH, MARE USB iEHainOH,.

d. RizhISERT2-ANR AR, WRORIEFE USB IN7FIREIES, AOENOIRIBF USTRITH281E
REURLAL, BORIEFHEXAMUE, ARITEEMRL,

EHIZE—BxeREINER, mEFBaREE.

e. ¥ Ctrl-C RrEshdiE, HEMHBEFRATLEL. MRERETEEIBEER, 5 Ctrl-C Lk ..
MRKREBRUMIHES, 5% Ctrl-C , EEFEDMUUBEIEIHIFRI, AREEERIZRUShENEER.

f. ¥ FHBEPE—NMTHBNARR, BINEEBERHITHBER,
REFRBoHHFE1E LOADER =TT,

0. 7£ LOADER 2R TFbis E MR IR R .

" NREBALE DHCP : ifconfig ela -auto

TR B BirE OB MEEELIR var XERSHAE, BT 5ia{TEERiEH
P2 HIZRHTEEB %O, You can also use the eOM port in this
command.

* MREREFohEE:. ifconfig ela —addr=filer addr -mask=netmask -gw=gateway
-dns=dns_addr-domain=dns_domain

* filer_addr RTFERLHY IP ik,
* netmask EEZE HA BE3d T R B EEM LKA M 4L,

12



* gateway ZMLEHIM X,
* dns_addr M L2 AR 2809 IP Hitlk,
* dns_domain BIHZ A% (DNS) EH#E.

NRERAMANESE, NWEFEMKZEEIRSS 2 URL AERTERES®. BRFERSHEN
]

@ TRZRORTEREAMSY. BXFARE, JUEEMHRERFAMEA help ifconfig

o

h. aNSRIEHIERA F MR B S 4T E %M MetroCluster A7, MIMATUAIR FC (EHEC2RELE :
.. BohEI4IFER: boot ontap maint

ii. } MetroCluster i[1IRENBEIFERF: ucadmin modify -m fc -t initiator
adapter name

iil. halt IREIFRT: halt
X BT RSB B SE .

Brhiin S & — AFF A300

MIREBRME B Eh =T H BRRIT IZEUR T R AR DA T IIEHIZEMetroClusterfc &, AFF
AR FNZIFFEIBRN IMERF. FXFHFEHBRMNTHRIRE,

R . KERARSR
R USB IRTHER RN ONTAP MU, ERXHRAHIIBFRE S,
IHREP BE AT R AR RABNTI R MetroCluster ELE,
1. M LOADER #&R#i%, M USB INEREHERBEIREMER: boot recovery
LLEBRERIG M USB INFEIRTNES T #o

2. BIURTRE, BMAMEGRIRIEZRE LIESRERNBABE,
3. & var X Z&%:

13



MRERY ... B4 ...
PR IE a. JAGIRTELRENEKEN, K yo
b. FETIR RFMIZHIRGBENSEINRES: set

-privilege advanced

C. J&1T restore backup #5<%: ssystem node restore-backup
-node local -target-address
impaired node ip address

d. BizH|2sMmENEERLRF: set -privilege admin
e. HRASKIRTEFERERENRER, Ky
f ERARTENBITHIZRE, & vo

T L& a. SRSHRTERRENEREN, #n,
b. RFRTINENBINRS
c. MERBFRBEHRIERE * NENEEEHAE * (BPNF) EI

MRAFRTEREER, BFRyvo

4. BERTIETSRTEISE !
a. 154228 2~ LOADER 12715
b. 5/ printenv G ¥NEIMELEIRE,

C. MNRIFBETERIZTNHEAIRE, 1A setenv environment-variable-name changed-
value B3 HFHITIENR,

d. 5/ savenv S RTFFMAIEN,

S. F— 1M EURFENRARE:
c MNBEMASKEE TIRBZEHAEIES, NSE I NVE , BHRE RIEFEXE OKM , NSE # NVE
© MRENRARLEIRFZAEIES, NSE I NVE , BERAESTHHHNTE,

6. £ LOADER &4k, BN boot ontap %,

MREEE ... A ...
ERRTN BET—%,
EFREEFEFRE a. BRIFCxHEHIZR.
b. £ storage failover show <IN BITITHIZE B ERITFH
1TRIE,

7. BEH QLR BT HlER.

8. {# storage failover giveback -fromnode local Bi<3ILIEHI2R.

14



9. EEBHR R, FM net int -is-home false MLKWEFIEZO,
WRAEEHFEEOYIA "false" , FEH net int revert AP BEXEEOREREFIFEO,

10. BizHI B RLBECBERITHIZE, AREBIT version -v 83 LAEZE ONTAP higs,
M. /A storage failover modify -node local -auto-giveback true MSEABINREGE, A
REZER.

HEIN 2 @ $EHIEBHU T XN T s MetroCluster 7

BT USB IREHER 5 ONTAP MUYEHIGIEIFIZT &,
IIRES BERIIR R FAEANT = MetroCluster L&

ps
1. M LOADER #&RfF%, M USB INEREIERBEIREMER: boot recovery

LEBRERIG M USB II7ZIRTNEE T #io

2. HIURREY, IFMARGE SRR RR LIESNETRAIRIAR S,
3. RERMEE, BEERIE:

a. SRAGRTEEREMNEEN, & no

b. HRFIRTEENBNN, &Ry FFAERARRENIMT,

R, SRS RS EIER,

4. ERSKBoHES, 1T&E Press Ctrl-C for Boot Menu HBEE ctrl-c, HEETR Boot Menu Bik
FRI%KIN 6

S. WIBME T 2R TR E,
a. {15 E/R LOADER ##,
b. M printenv PSR ENRIELTEILE,

NRFIETERIZTEAIRE, 1B setenv environment-variable-name changed-
value Sp W EHITIEN.

d. M savenv B IRTFFTHMATER,
BB Ro

o

®

YB3 T5 52 MetroCluster B2 & FHIER 5 — AFF A300

SERENTRERE, HliTMetroClustertJ#i&(E, AFF AS00RZNZFFFENB NI Btk
EiEF. AXFEMBNTRIE,

IHESRRERHSENT = MetroCluster ERE,

T
1. BT 2B T enabled IRA: MetroCluster node show

15



cluster B::> metrocluster node show
DR Configuration

Group Cluster Node State

1 cluster A
controller A 1 configured
completed
cluster B
controller B 1 configured
switchback recovery
2 entries were displayed.

DR
Mirroring Mode

enabled heal roots

enabled waiting for

2. BIFFRB SVM LHEFHRIP BB E5EM . MetroCluster SVM show
3. WIHMEERFEERITHEMRBE LIF TS EMIN5ER: MetroCluster check 1if show

4. 155

WRYEFE Eﬁkﬁ@?%%
show SR IOEIETERH

BITIEENEEPNERIT = E{FAH MetroCluster switchback #F<
S. WFYICliR{ER

EBE5ER: MetroCluster show

cluster B::> metrocluster show

LHITYIEL

LHEBWTF waiting for-switchback IRESH, YIEHRENDEIRTT:

Cluster Configuration State Mode
Local: cluster B configured switchover
Remote: cluster A configured waiting-for-switchback

HEBT normal IKEBY, HIEHRIESEM.

cluster B::> metrocluster show

Cluster Configuration State Mode
Local: cluster B configured normal
Remote: cluster A configured normal

TTHELZIIRTS,

6. EFHEILEA SnapMirror B SnapVault E2E.

16

, EOJLAfER MetroCluster config-replication

resync-status



RENZ2- AFF A300
MEBMRBIN R ERINE, AFF AS00RANZIFF RN BRMERER. FZIFEE
T B E .

RIECHNEAEERSREEE, TAENNTRUMERKNE, NRETHECHRAEAM N EAEER, 7L
BEERHN RERI R RRERINILE,

17



IREZAEIEEE (OKM )
MONTAP S Eh3R BE R AR 32 sAE 1288 (OKM) R &L

FaZ Al

BRAREEESEFUTER:
* ERANEECENEEEIEN "EREREAEE"
* "IREEAEIESENFNER"

* EAUTARRIEHERSRE ERMEEIEM & iiE:

RIEIE 2

P

X T SRITHI2S:

1. BRI A S BRI H 28 L

2. MONTAPEEhFEH, EFMEN YLD

ONTAP hRrZs priz 21 gvll
ONTAP 9.8 SR EShRZS IR0,
BB ERA

"SNAIIIEAR E A SR E IR R () AL EEEERY

Please choose one of the following:

all disks.

1) Normal Boot.

2) Boot without /etc/rc.

3) Change password.

4) Clean configuration and initialize

5) Maintenance mode boot.

(

(6) Update flash from backup config.
(7) Install new software first.

(8) Reboot node.

(9) Configure Advanced Drive
Partitioning.

(10) Set Onboard Key Manager recovery

secrets.

(11) Configure node for external key

management.

Selection (1-11)2? 10

18
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ONTAP (R i1yl
ONTAP 9 7R ERhRZA EFRPRIAIN recover onboard keymanager

7/

BB ERA

Please choose one of the following:

(1) Normal Boot.

(2) Boot without /etc/rc.

(3) Change password.

(4) Clean configuration and initialize
all disks.

5) Maintenance mode boot.

(

(6) Update flash from backup config.
(7) Install new software first.

(8) Reboot node.

(9) Configure Advanced Drive
Partitioning.

Selection (1-19)7?
recover onboard keymanager

3. WIS, EHINERSEMREMELIZ:
BRRHRTRET

This option must be used only in disaster recovery procedures. Are you
sure? (y or n):

4. MNEESCENERZIEM X,
MNEEEY, EHafRREMEBARS.
BRI
Enter the passphrase for onboard key management:

Enter the passphrase again to confirm:

o BHANEMEER:

a. ¥E5M5M BEGIN BACKUP 17ZI END BACKUP 1THIFRERS, SIERITS,
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BRI

Enter the backup data:

—————————————————————————— BEGIN

BACKUP————————————— -
01234567890123456789012345678901234567890123456789012345678901
23

12345678901234567890123456789012345678901234567890123456789012
34
23456789012345678901234567890123456789012345678901234567890123
45
34567890123456789012345678901234567890123456789012345678901234
56
45678901234567890123456789012345678901234567890123456789012345
67
AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAARAA
AA
AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAA
AA
AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAARA
AA
AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAARAA
AA
AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAA
AA
AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAARA
AA
AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAARA
AA
AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAA
AA
AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAARA
AA
AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAARA
AA
AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAARA
AA
AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAA
AA
AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAARA
AA
AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAA
AA
AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAA



AA
AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAARAA

AA
AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAA
AA
AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAARARA
AA
01234567890123456789012345678901234567890123456789012345678901
23
12345678901234567890123456789012345678901234567890123456789012
34
23456789012345678901234567890123456789012345678901234567890123
45
AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAA
AA
AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAA
AA
AAAAAAAAAAAAAARAAAAAARAAAAAAAAAAAAAAAAAAAAAAAAAAANAAAAANAAAAANAA
AA

——————————————————————————— END
BACKUP--————————— = —————

b. M ANRBLERE, BRREER,
mELETN, FETUTHES:

Successfully recovered keymanager secrets.



BRI

Trying to recover keymanager secrets....

Setting recovery material for the onboard key manager
Recovery secrets set successfully

Trying to delete any existing km onboard.wkeydb file.

Successfully recovered keymanager secrets.

R b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b db g
khkkkkhkhkkhk ki hrkkhkkhkkkkkhx

* Select option " (1) Normal Boot." to complete recovery process.
*

* Run the "security key-manager onboard sync" command to
synchronize the key database after the node reboots.

R b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b i b b b b b b b b b b Y

R b b b b b b b b b b b b b b b b o d

@ MRETHHHERAEUTARS, B7N#HEEIE{E. Successfully recovered
keymanager secrets . H{THPEHIFRULEEIR,

6. 3R 1" MBI B4R R ThiH NONTAP,



10.

BRI

R b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b g

R IR I e I b dh db I b I b db b Ib b 4

* Select option " (1) Normal Boot." to complete the recovery

process.
*

R R i e S i b I b b b b 2h b b dh b Sb b 2 dh b b S b dh b b S b dh b b dh b db b db db b b b b 2h b b dh b db b b db b b Sb i db b 4

R b b b b b b b b b b b b b b b b b

(1) Normal Boot.

(2) Boot without /etc/rc.

(3) Change password.

(4) Clean configuration and initialize all disks.
(5) Maintenance mode boot.

(6) Update flash from backup config.

(7) Install new software first.

(8) Reboot node.

(9) Configure Advanced Drive Partitioning.

(10) Set Onboard Key Manager recovery secrets.
(11) Configure node for external key management.

Selection (1-11)2 1

A Hlgg TR e EmUTMER:

Waiting for giveback..(Press Ctrl-C to abort wait)

KT ERINFIERIZSE

AR HIEE -

storage failover giveback -fromnode local -only-cfo-aggregates true
KT RIIEHIRE:

{XfER CFO BERMfE, AP EAEESE:

security key-manager onboard sync

HIGRREY, WMAERSCERRSEAEIESRTEE.

23
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1.

12.

13.

14.

BRI

Enter the cluster-wide passphrase for the Onboard Key Manager:

All offline encrypted volumes will be brought online and the
corresponding volume encryption keys (VEKs) will be restored
automatically within 10 minutes. If any offline encrypted
volumes are not brought online automatically, they can be
brought online manually using the "volume online -vserver

<vserver> -volume <volume name>" command.

(D NRED AT, MREISEHETRT, FESHEMES. MRRAPKY, NTEREISEE
R ZAIETHEIRERS. B7HERE, HEHRGEILERRPRIIALE,

HIAFREZRYIERY .

security key-manager key query -restored false

ZE R AMNREERER, MREMERER, BFEERTHS, BEIRBEERELENLL,
KT AR HIZE:

IR 8R

storage failover giveback -fromnode local

NRFERT Bk, WERE:

storage failover modify -node local -auto-giveback true

SR B AT AutoSupport. MR ER B &hIEEZRA]:

system node autosupport invoke -node * -type all -message MAINT=END

SNEBZIAETERS (EKM)
MONTAPE o ER RN R IAEIRSALE,

Friaz a0
MB—PEET REEDPREUTXHE:

p

*Icfcard/kmip/servers.cfg X4 a3, KMIP AR5 28tk Alim O
*/cfcard/kmip/certs/client.crt' XX (& FiIiE+H)
*/cfcard/kmip/certs/client.key X4 (Z P IHZEH)
*/cfcard/kmip/certs/CA.pem X (KMIP 5528 CA IE$)

&



KT R HlE

1. A E IR R R ST HI28 L
2. JEIREIR 11" MONTAPB SIS &,

ERBhRERA

3. HIMERAY, FHRIAEEWRERIFRER:

Normal Boot.

Boot without /etc/rc.

Change password.

Clean configuration and initialize all disks.

Maintenance mode boot.

Install new software first.

Reboot node.

Configure Advanced Drive Partitioning.

) Set Onboard Key Manager recovery secrets.

(1)
(2)
(3)
(4)
(5)
(6) Update flash from backup config.
(7)
(8)
(9)
(10
(1

1) Configure node for external key management.
Selection (1-11)2 11

BRI

4. HIRREY, FRATFPRNRSSRES:

o

e o

®

Do you have a copy
{y/n}
Do you have a copy
{y/n}
Do you have a copy
Do you have a copy

of the

of the

of the
of the

/cfcard/kmip/certs/client.crt file?

/cfcard/kmip/certs/client.key file?

/cfcard/kmip/certs/CA.pem file? {y/n}
/cfcard/kmip/servers.cfg file? {y/n}

WMAEPIRIER (clientert) XHHIAZR, 81E BEGIN 1751 END 17,

- BAEFmZE (clientkey) XHHIRNZE, B#E BEGIN #1 END 17

N KMIP BR5588 CA(s) (CA.pem) XHRZA, BFE BEGIN 1 END 17,

BHAKMIPARSS 28 Pt

- HIN KMIP fRSZ88im 0 (3% Enter $2{ERERIAIRO 5696) o

25
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Bl

Enter the client certificate (client.crt) file contents:

Enter the client key (client.key) file contents:

Enter the KMIP server CA(s) (CA.pem) file contents:

Enter the IP address for the KMIP server: 10.10.10.10
Enter the port for the KMIP server [5696]:

System is ready to utilize external key manager(s).
Trying to recover keys from key servers....

kmip init: configuring ports

Running command '/sbin/ifconfig e0M'

kmip init: cmd: ReleaseExtraBSDPort eOM

WmEPIETTR, HERUTHR:
Successfully recovered keymanager secrets.
Er vt
System is ready to utilize external key manager(s).
Trying to recover keys from key servers....

Performing initialization of OpenSSL
Successfully recovered keymanager secrets.

O. JEFRETN 1" MIBBISR B ER R Th i NONTAP,



BRI

R b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b g

kAhkKkkkhkhkkk kKX kK

* Select option " (1) Normal Boot." to complete the recovery

process.
*

R R i e S i b I b b b b 2h b b dh b Sb b 2 dh b b S b dh b b S b dh b b dh b db b db db b b b b 2h b b dh b db b b db b b Sb i db b 4

Xk kkkkkkk kK

Normal Boot.

Boot without /etc/rc.

Change password.

Clean configuration and initialize all disks.
Maintenance mode boot.

Install new software first.
Reboot node.
Configure Advanced Drive Partitioning.

(1)

(2)

(3)

(4)

(5)

(6) Update flash from backup config.

(7)

(8)

(9)

(10) Set Onboard Key Manager recovery secrets.
(1

1) Configure node for external key management.
Selection (1-11)2 1

6. MNREZATBmRE. MERE:
storage failover modify -node local -auto-giveback true
7. AR B AT AutoSupport. TR BEheiERZA):

system node autosupport invoke -node * -type all -message MAINT=END

EHRPEER4IRO45 NetApp — AFF A300

BB RE, KHEIHIREINetApp o AFF AS00RFNZFFFaIB N R E =
Fo AXFENBEHNTRME,

REBEMFEMAY RMA i3 BEISHSIESR4HRIE] NetApp » "SMFEEIFIER"EXIFAEE. B2 INRHE,
K]
HFEE A — AFF A300

EERYAE, BRI BAAEFER, XNEMEHSEREERTMAE, ARRgE
R ARG ERRBNEBIR AN SRR SABRE B,
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RGP EMAFLIIERRTT; BN, ERHREXRRAH.

* BRAILUB IR E D RS RAHFHIFNE ONTAP IRASE SR,
* REIRES R, REEREHSRREEMIE, HELVFEZ NetApp BIFTA M.
* IREPBREMAR T T WTFNTRER, STREBELETERSPERFERD i,

K= 22— AFF A300
BEHRANAE, DIAKAEHIEE,

pri i B Skl

IBEERTFAENTREENRS. EXEHIFEENEEXANFAER, BFEN "EEXHANBMFER
SRR TS ZRTEEE—NetAppFIIRE",
FroaZ i
* RREAENERNNRIEE:
° ONTAP Mzt E IR 5 1R,
° FMEHIZFIBMCHI A4,
* BREIREHITERFIRN T AMIEE,
* ERAXRAZRINRELRR. BA:
° PATHEM "ASETRRIEE",
° JSONTAP AR EIRFHIEE AR ZS,
° fRRAEAAIRLER "Active 1Q ZERIZEEFINIG . B TRRYRIERIKIE. HISIRSA G ERILED,
SB
BT SSHE REISEE. RECRAAHITH AL EICRBR/ITH & MERTFHNTATRAER,
ZIEFrEE P im/EH A0 NetApp R 4 _EAYERIE,
HIEIMNBE D EL,
SNRBA T AutoSupport. TZIFBIEESRGI. HIERARATNITAIN ZKBTE:

—_

> w0 DN

system node autosupport invoke -node * -type all -message "MAINT=2h Replace
chassis"

O. WEFRE & T RAISPEBMCHhIL :

system service-processor show -node * -fields address

6. ;R EE¥Shell:
exit

7. A E—S i PT HAE AT S AP SSHE R ISP BMCLUSIE#E,
INRIEERNRER&/EIRA B, BERAERNEHEERSRTRIEHEE.
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8. EERIRNAEFHIRE DT

system node halt -node <nodel>,<node2> -skip-lif-migration-before-shutdown
true -ignore-quorum-warnings true -inhibit-takeover true

3t FE R TEStrictSynciR T, FIE1TEIEI 2 SnapMirrorfY&E8#. system node halt -node

@ <nodel>, <node2> -skip-lif-migration-before-shutdown true -ignore
—quorum-warnings true -inhibit-takeover true -ignore-strict-sync
-warnings true

0. (IRBIMUTER, BERNEEPHESMTH BB Y
Warning: Are you sure you want to halt node <node name>? {y|n}:
10. EHFEMTHRERE. ARETINHEEFRETR.

EI 2 ¢ IEHIZE SR AT = MetroCluster FCE

BXAZHITHIRE, COTRELHSRIVRTS, AELENTIRIEHIEE, UEIETTER TSRS MZHRITH
B IR (AR,

RFUIES
* BRITEIRES R REFRFTERO T RS, UERIGITERNERISEMHE,

T
1. #07 MetroCluster REUHEZ T HIZZ 2T E BIIREIEITIEEHITEHI8S: MetroCluster show

2. IRIERERET BEhR, WETRESRE:

SNSRATHIZZ =40 A4 ...

2 Btk PEHITT—D,

ENSEE MIBTTIE B RVITHISEHITITRIAIIRIE(E: MetroCluster
switchover

KE, SRR BEEDSRER, NRIEE, BERRARTRERHER. WRITEMR AR

MetroCluster switchover Bp AR, BEARALZR,
LHITYNR, HAURERSE R

3. FIBITIEEMNEEPIBIT MetroCluster heal -phase aggregates i<, UEHMRTSIIERE,

controller A 1::> metrocluster heal -phase aggregates
[Job 130] Job succeeded: Heal Aggregates is successful.

MBREEWT R, ETEILUEA * override-vetoes' B EH A MetroCluster heal 885, MRFEALLA]
TS, WA ESEMEIEEIRIENIRER,

29



4. {§F3 MetroCluster operation show &8 < IR ER T B 52

controller A 1::> metrocluster operation show
Operation: heal-aggregates
State: successful
Start Time: 7/25/2016 18:45:55
End Time: 7/25/2016 18:45:56
Errors: -

5. ffH storage aggregate show SR ERESIIRE.

controller A 1::> storage aggregate show

Aggregate Size Available Used$% State #Vols Nodes RAID
Status
aggr b2 227.1GB 227.1GB % online 0 mccl-a2

raid dp, mirrored, normal...

6. f£F MetroCluster heal -phase root-aggregates I LIBERRS.

mcclA::> metrocluster heal -phase root-aggregates
[Job 137] Job succeeded: Heal Root Aggregates is successful

MRBEWE R, EAILIFERA -override-vetoes S EM A MetroCluster heal W%, WRFEMAILLE]
EEE, WRRRKERTAMELLBERERNIRE R,
7. B REEF L{EH MetroCluster operation show BRSWIHEEIRIERTETMK:
mcclA::> metrocluster operation show
Operation: heal-root-aggregates
State: successful
Start Time: 7/29/2016 20:54:41

End Time: 7/29/2016 20:54:42
Errors: -

8. ERMITHERIR L, WiFFEIR.
FiRIEF— AFF A300
RRBFARER, XNEHEHSSEREERIAE, ARKENRIARFNIERZHR



WMFAE RN S Z 5 FEE SRS,
£1%: BoER
EHIAERY, EEUHEE, SEXABETNRE, WFRRAEHET, AREHREIERIE LT
i
1 INREHKEN, BERETD,
2. XA IR IR
a. XFEIR L MR %,
b. $THFEBRAEER, ABMBIRE T BIRL
C. MEBIRIK T e Lo
3 WTRFEORIEF EWBRIH, ARREOREFREINTSIAUE, MUNFRERER
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FRANEE LED

L F

BIREAHIENS

4. LRI IR TR R R
(D  oFeEs, BreaRFaEEEs,

S WHARFIERREE LR E,
6. AMFERFRNSHBESRZANEPIFONTT, AREROREFREREZEANE,

HIREARITINE, REERRE,

() BaERBARGE, EMRNTA. BAESRNEES.

7. B EROGICIEF, EHELEEINET, ARBOREBFEEXAME, HROREFEREBF

NEBIENIE
8. EimEEEIRG, HEARRAMENFISEEEREIR,

()  OEERLEENER. LSRR,

F2%: BEINEB
FEHRAFERI S H KRR RS R—RTHFERIES.

1 MBELE, FRARIFMEERE—NNOAD, AERENEE, BEFERMIEER ERKARE ERFF

» MITIEN TR,
2. A TMRRBEEROEF FRRERFS, AER TheEF.

RERRZ MAFEFBH— R,
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CEeiEF

KBS 1RIR

LA BRI

RERIRE T LED

RRBRRMNEREENL, BRAECHTSHFREZRER, EEIIMIEREL.

C) ﬁ%ﬁﬂ%go%%%ﬁ@%?ﬁ?ﬁ&ﬂ%ﬁﬁ%ﬁ%,u%ﬁ%%MMﬁ$Mﬁ#ﬁ&
BHIASHE,

R KR IRRIRTE—55

MHRFIBENBRREE AT R,

RXBEREFOXNTT, ARBEBAE, MMTEERBNELE.

BN BEERORIEF, EHET2EERNET,

NEBERTEE A, MEBFRBHAS.



8. BORIBFH ELREIEASMUE, BERABIEFFERABFAIMEMUE.
REEEEMLE, X5 LED N2EBRIE, HERERERIBITEE.,

0. WHRNBIEREE FRTE,

10. B8R SERAAEEIITT, AEBHEIRERENIKI R L,

5535 HTTHISERIR

BEAAE, EXTMIBYAEFE TEH] SRR,

1. MR EAREM, BIEREM,

2. IMFFRGLEHERAEIRRE ENBEIFH, AREMTHIRER LR TRALEMN SFP (IRFL) , HiR
ERA L RERR LB

RS BERLEERET, WEEERTTESLAEEREN, SEAYIERF.

3. NI BRI A AR ME T AL ERREH R EBTE—S.
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L F

o [ TIACIEF, FRFITRISHRIRIE HAE.
REh SRR LAFERT, IBHRESHHE R B3R IRBIERER.
6. BIEHIBERBERENUE, WRVEPEEMEHERIR, BEE LRPE,
% 4% MgENRIRFHEFERIFE
BRI MR ENRERFNERE T IENE, AEAEREZANSE,
1. MHNFERE REN T EET.

(D) mRRGLTFRGHES, NTEEEDTEBHREZLE.

2. EFR=ZTAREST, BIENEBHASHEFRNRSNIORENRDTH L R, AERKERE—S.
3. IR KM, FIERREM,

4. BREI= AAR, BEBIREERNES I SERFVEFRNRSNBIRENRTN L TR, KERNEZTEE
IRENRERFEHAER,

o BHFETREBNIRENRARFNIEF,

6. &£/ MIBHFEPEI T RVRE DS FERTEREE BIIR SR RS E,
7 ANRFERREER, BREHR.

B 5T RERITHIEE

RiEw R RMEME A R EEFERE. BARRL.

X TFER—HAEFEERMEHISFRIRN HA X, ZEEHZERNINFLNEE, RA—BERET2ENE
, EMs=EREE.

1. MR EAREM, BIEREM,
2. BIEHIBERHRIRS AP ONTT, AEBEHSRREREANRAN—F

C) BRI RRTEBNNFER, FRIERGHET IS,

3. REHlaEMMERIITHIREIR, AREMERERRD.
4. NRETFNERREE MRS, BEELRDRE,
O. FERHTHISRIRALE !
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MRENARKAT ...
HA %f

— MR ECE

REHITUTITE ...

a.

EORIBFATITAUENERT, BENEHSRR, 52T
S5iRATEML, AERLREFESLIBEME, ITRITHIZE
RREEORIEF ERVERERTT,

C) RiEh S RRBANFER, B7ANEK, LRk
HiERER.

MREARENRELAERILE, BENLRZILS.

ERBEH IS AN ERRLERIRE.

MHFERRIE MRS RIREE L RDE,

EOREFLTIIAUERNRRT, BOENEHEIER, HEE
S5irATEMN, AERLREFES LIBENE, ITRITHIZE
RREEORIEF ERERERET,

C) RiEhSRRB AN, B7ANEK, Rk
HiERER.

MREARENRELAERILE, BENLEZILS.

ERBRH RS AN EDRLERIRE,

ENRETHER, ARRITT—D,

6. WEREEITENBEIR, AEHTHER,

7. BEMEH BB ELPR

a. BN EHIRRFIEEEIE, MNREEZHE Press Ctrl-C for Boot Menu , && ctrl-c LAFER

Bhdiz.

@ NREAREBEMIRT, FHEEHISBRIREENE] ONTAP , IFHIA halt , AFE
LOADER #ZRTFFHIN boot _ontap , HEHIMERINIZ ctrl-c, AREEMUIE,

b. MBThREH, HEERAEFEIIEI,

RIRFHIIEECE— AFF A300

B IHRBEHMHRIRMAREAFTA, IRIEVFERHARS. YRR EHGHEE R E]

#&NetAppo

%1% WIEBFRENEN HA RS

W IEIENFERT HARTS, HESENERMILASULEEHNARREE,

1. PR T, ME—ITHISHER B RASHIT HISSEIRFNMAER HA KRS ha-config show

PRB MR HA KSEBR AR R
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2. NRANEETHNARGRES S ENARREERLA:
a. BN HAJRE: ha-config modify chassis ha-state

ha-state BIERI LR U TEZ—:

* ha
" mcc
* mcc-2n
* mCCIP
* non-ha
b. #IANSBEEEN: ha-config show
3. MNRHKRMITIIRIE, BEFMMNRANE RO HITHRE,
4. T—HERFENRRRE.

MREHRFENAT ... BA ...
— MR ECE a. BRH4HPIRI halt
b. %% 88 3 . KKIEERE NetAppo

53R NSRS R HA X IRHEIPIER: halt IEETIEER LOADER 7R,

$2F: EXNT SMetroClusterft B FYIEIR &

IESRRER TS NT = MetroCluster ELE,

T
1. B BT 2B T enabled IRA: MetroCluster node show

cluster B::> metrocluster node show

DR Configuration DR
Group Cluster Node State Mirroring Mode
1 cluster A
controller A 1 configured enabled heal roots
completed

cluster B
controller B 1 configured enabled waiting for
switchback recovery
2 entries were displayed.
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2. I9FFRE SVM EMEFHREP 2T ETM: MetroCluster SVM show
3. IIHMEERIEIEEITHEM B LIF T2 EEMIN5TH: MetroCluster check 1if show
4. FETIEENEEHPNEAT S EEH MetroCluster switchback S<SHITYIEL,

S. IGIFYIOiR2{ER T B5E:. MetroCluster show

LHEEATF waiting for-switchback KSR, YIEHRENEIETT:

cluster B::> metrocluster show

Cluster Configuration State Mode
Local: cluster B configured switchover
Remote: cluster A configured waiting-for-switchback

HEBLT normal ASHEY, YIEHEIFSTR. :

cluster B::> metrocluster show

Cluster Configuration State Mode
Local: cluster B configured normal
Remote: cluster A configured normal

NRYEIZEER KA 8E5TR, ERILUFER MetroCluster config-replication resync-status
show IR INEIEEHITHELIIKS,

6. EFEEII1E SnapMirror B SnapVault BZE,

% 3 & EHEEERFIRE] NetApp

REREMAREME RMA RIS FEER IR NetApp o "EHREFIEREXIFMER. BEINTHE.

1Tl 2SR IR
1= 2SR IR B T A — AFF A300

B NEEERIRETBIAHRSM, HAEH ONTAP RIERFRAER EHRFIR
o
* FREIRENERZRERANIE & T 1Fo

* IREHNRFEAT HANF, BTN RFIVIZHEIZRBIEEBIRE ETERNERISE (ERRESE A
"REBEHIEE ") o

* IRERRYRKA MetroCluster BLE, MABHEEF—T "EEERNMERESIE" UBES TN EALLE
B

MRXZENERANRESR , HER, OTRI/\TR MetroCluster BECE FRVIEH 23V HIZRZUIRIE
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S 5 HA WRAITHI2E &R, No MetroCluster-specific steps are required because the failure is
restricted to an HA pair and storage failover commands can be used to provide nondisruptive operation
during the replacement.

* HREP R A RIBRASEE B FohiFRnREN D ECL replacement EHIZRHIT B

ENARIRIR D BRI R HIT I N 28 E T 0 BCo

* ISR PR LR A B MR B U B RV FRU 4814

© BATUSIEHI SR E I M F B S BRI HIZRER, ERRE R BT HIZMER R AR RS,

* AR RETE LR EP B P E (I IR Bh 28 B IX Bh2R 2R

s FHRI1EL ] b, Bon&EBMNZIHITHIZIEE replacement =528, LUE replacement ¥=H287E 5|H1T

il SR IRAEFE AR ASHY ONTAP FZ 5,

* B ARERISR RIS 15 M IBIT RIS RIRE EREHI SR RBM B T F b R B RAINER PCle

~ o0

"NetApp Hardware Universe"

* BEUEERNRE LA UTERPRGS:

° RIITH R R B EHRAVITHIZE,
° replacement TR —MITHIZE, AT ERZHRAVITHEIE,
° health =28 21517 IE & BIE 2%,

* B IURL BT R SR AVIE R B i LIRS A XX .

IR ER N SR HHRES BANIER, UEER LN BRI 2R A BB EI B E e U TR HEERo

X A= T HEs - AFF A300

EAERTENEERNREDTE XFIERERHITHIER,
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https://hwu.netapp.com

TN . KREHELE

BRAZHEHEE, COMRELHRIVRTS, AELEMZERTIE, UERTEBTRISSSAEMNZ
BT Hl SR B R R,

KXFIES

* NREFEANEBSANRS, NS MENEZRITHIZSSCSITIFHEMHSHER cluster kernel-
service show, cluster kernel-service show #r < (TEpriva IR F) Al B/ BT R AR i
WS ZH R BEMERESURZT REETKS.

/1 SCSI IR RS S HEN SEBFHEMT RIRIFPER R, EREBIRZ A, BIALBRITE

8] &,

* If you have a cluster with more than two nodes, it must be in quorum. IR EE KA R ETITIRR
RFPIERIBSE R RIEI TR A EE T alse. MR AZHITH SR 2 AIE ERER ; FE0 "
RBoR5&RERD"

S
1. MNERB AT AutoSupport « M5&3d i B AutoSupport JH S22 1EBheI 2R

system node autosupport invoke -node * -type all -message MAINT=<# of
hours>h

LR AutoSupport JHEZE 1E B T2 25N

clusterl:> system node autosupport invoke -node * -type all -message
MAINT=2h

2. ZEBERIE
a. MERITHIZRAVIEH SN <

storage failover modify -node impaired node name -auto-giveback false

b. N 'y HIEEIRNEERETEZRAAMMER? i
3. ¥ZmiEHI2E 2R LOADER 12755 :

NRZIRITHZEEE. ... B4 ...

LOADER 2R BET—%,

[EEERFRE ¥ Ctrl-C , AREHIUERNEE vo
AFAIR AT IR R MIBITIEBEHI S E T EZHITHIZS

storage failover takeover -ofnode
impaired node name -halt true

-halt true B35 N\ Loaderig R i’
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BRI 2 ¢ $EHIZR I FWT = MetroCluster H1
BXAZHITHIZE, BHIRERHIZSRES, FEVERYIRITHEIZS, UESITIEENITHSSSREMNT
BT HI2sE B IR AR,
XFIbESE
s BAEIIRES B REFRIFERELTITARS, UENEITIEENITHIZS A,

BB
1. ¥€7 MetroCluster RS UBE ST HI2S R C B EIZTIEEAVITHIZE:. MetroCluster
show

2. IRIBRERET BohtIifR, WERTRULHR(E:

WMRITHIZZZH ... B4 ...

B Btk PEEMIT I —F,

EN=EIE MBETTIEBREHIZSMITITRIRNTIIRIZIE: MetroCluster
switchover

KENR, BEEER EERFEE, MRARE, BREEAHER, NRLERER

MetroCluster switchover [Bl@fEARAER, BEARBE AL,
Z‘E LTI, HEUIRERS

3. FIBITIEERERPIZIT MetroCluster heal -phase aggregates B%, UEHRETHIEER
A
Ro

controller A 1::> metrocluster heal -phase aggregates
[Job 130] Job succeeded: Heal Aggregates is successful.

MREBEWT IR, EOJLIFER  override-vetoes’ S EFH A MetroCluster heal 88%, WIREF
Rtk Rl kS, ')"J,%éjtﬁl-rgiﬁﬂﬁﬂjﬂﬁﬁ?sﬁfﬁE’]E’XE/J&O

4. {§F3 MetroCluster operation show 8 < IIHEERE B 520

controller A 1::> metrocluster operation show
Operation: heal-aggregates
State: successful
Start Time: 7/25/2016 18:45:55
End Time: 7/25/2016 18:45:56

Errors: -

S. fEH storage aggregate show YREREIRS.



controller A 1::> storage aggregate show
Aggregate Size Available Used$% State #Vols Nodes
RAID Status

aggr b2 227.1GB 227.1GB % online 0 mccl-a2
raid dp, mirrored, normal...

6. {f/ MetroCluster heal -phase root-aggregates Y BERES,

mcclA::> metrocluster heal -phase root-aggregates
[Job 137] Job succeeded: Heal Root Aggregates is successful

WMREBEWT R, EEILUER -override-vetoes S EH &K MetroCluster heal ¥, WRFEH
IEENESE, WRSRESEAMELLEEIRENIRE R,
7. EBPREEEE L MetroCluster operation show L WIHEEIRERT BT :
mcclA::> metrocluster operation show
Operation: heal-root-aggregates
State: successful
Start Time: 7/29/2016 20:54:41

End Time: 7/29/2016 20:54:42

Errors: -
8. EZMITHISEIR £, WIFFEBIR,

Replace the controller module - AFF A300

BEHITHIBRIRE M, EEH FRBERIZE, ¥ FRU A4 E B ARITHIZRRIR
, ENEPREERANEFISER, ARRREBHELIPRIG

1% FIFHERIEER
EEHITHIZREIR, WS MAAERE] T B EERIZR R,

1. MR EAREM, BIEREM,

2. INFPRAEAESAEIRIGE ENWIFE, AEMTHIZBER LR TRALEN SFP (MMRFE) , HiR
ERA L RERR LB

RESABERLEERET, WEEERTTESLAEEREN, S4AIER,
3. NI ERI A AR ME F AL ERREH R EBTE—S,
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4. MNREER THLERE SFP ERBERST, BRHBENITHIZERIR,
O. MAFHERISEIR B F EREFRET,

ERE]

A8 F
6. EMTHIOIBF, FRBEHIZREREHE.
ReiEh SRR MR, IRHRESRHE R SR EIRAVERER.

B2 BuBRE
B BN B 7T B R IR PR M B 88 FREX H H R Bl N Hrizdl2s o
1. £ TESUTH SRR EA FRU BURXEI B EhT TR
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| Y
2. BRSNS LR GIZE, BRMTRMENERRER, ARKHEERIN BT FEE.
@ BB BN R EHEhEh, EAXF R RSB ERESUE R B,
3. BRI EMITHSBER, REMNRANLSSEEINTNTT, RAEREEREHENGE,
4. WBBNE, BRETEEEEHEET,
MBEVE, EEBEINRFFREENENEE,
S. M RN RLUES BEI T RINT LR SIER .
55 3. 1551 NVMEM Eith
5 NVMEM B M IBIEHI SRR 1S ERTIEHISRRIR, BRIHIT—RIESE.

1. ¥62Z NVMEM LED :
c NRIEHNRZEREB HARE, EEE T —%,
* NBEMASERAMIERE, BRSXHITHISIEIR, AEKNE NV BFfREM NVRAM LED
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@ TEEZRESEY, NVRAMLED AR, REARBTENANEF. BiMETRG, Itk LED ¥
SR

" MBERTLXFANIE R THE, NVMEM LED $&AkE, BEIBIR5EMA, AE LED RIEX,
* Y05 LED SEBBIRITH, WARENBEEREMEE NVMEM Lo
iR ELE S &2 £ 7E ONTAP BZhE B A RITHIBY X HIHR 8

2. 77 CPU BN EHIKE NVMEM Hith,

; = f- '__‘ 'l
-y

FHBIE R &
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NVMEM E2jth4R

3. HERMHHR TR AEENEEMUE RS, ARFEBMEMEERITHISRERPR .
4. MIZHISEIRPEL T B F R HRE—3

%5 4 % #%5h DIMM
E#%5) DIMM , 1F1E| DIMM HIGEMIBIZHI2S 2 EFiRiTHI2s, AERBEESBEINFHITIEE

1. FEPTHIZFEIR_ERY DIMM
2. 2 TiERES DIMM B9AE, LUER LURIERRY A EIE DIMM 36\ B BRI HI 2R 18R A,
3. Z1€3#h DIMM FEMIEYES DIMM 8K, & DIMM MiEREFEL, SAEHE DIMM B iEE,

(D) /IVDIBE DIMM #0382, LUBHE3T DIMM EBESIR R0 HEIEE S,

%4 DIMM BV EMUBEIURAT RARES,

TEETRT &% DIMM R E !
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N

- FEIERE DIMM BYEE,
- BREREEE LAY DIMM SEHBRERTHTAUE, ABK DIMM EERENERE,

)]

DIMM REEEEEETR, ENREZIEAN. MFLH, 151 DIMM SIEEEMMNTHENEN.

()  Emws DMV, BEARIONFHERENEN,

»

- }HFK DIMM £8 FRPE,
- ¥ NVMEM HEEith#5 2= S A Bl 83 1RR,
- MR ERNREHFESERSERMBEONTT, AER TREERMINS, BRIEMINT RN

oo N

% 5% % PCle &

%5 PCle &, BHEIENHEEMIBIZHRZ EETITHE, ARRBIEESBIRFEITEE,

WL IUEEIFRTIEHISRIR, LUERILUSE PCle REREMIRITHIZSRIRTS E iz k28 R R RV R 1S,
1. MR FHEGIZRRIR M EAR £ AR,
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2. RS MIER MIZ ISR SR 1R T,

w

[S2 B

N O

MER

PCle &£

- MIBIEHISREIRFET PCle RHRBEBE—,
HAfRERER PCle RFRTERVIEE,

- M RIEHISIRIRPVER PCle REE LRT R,
CWERE, THHERISSRRMER, RIEFEEE PCle RIEFIR, AR/IWDRE PCle

MR -RIEMXTTERESD, FEEEPEA RN REMISNEN. ROATEHIEETTEIET.

- MTMEMHER PCle RESE LRT R,
- B EMERAIT RER B,

49



B 6T wREiTHIZ
R BizHleRRR P BV AR (F R B TR RIS RR T, IR RIS R IR R B R AR H B EHEFR S

MNTFER—HBERFEERMEHISSRIRG HA X, REIFHBERNINFLNEE, RA—BERET2ENSE
, EMaRIRNERBE.

RSB ER RS, BPILITR, RS BEREORRHLE, CEET
() ERsRRNMENRNEDOR. B2, MERGERDNERT AR, UAASHER
RSB RS,

1 MNREEAREM, FBIEREM,
2. NREKXHA CPUBNE, BEXALLEXE,
3. BEHSERNRIG SR ONTT, ARFEHBEREREARAN—F,

() ErEERSERELEAESR, RERGIETEXEY.
4 RNEBAEHIQHMOALE, UBETLUFERELAT TS BRNES,
()  CRELRES BN LRSEEE IR,

O. SERHT RIS RIRAVE R A
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MRENARKAT ...
HA %f

REHITUTIE ...

The controller module begins to boot as soon
as it is fully seated in the chassis. Be
prepared to interrupt the boot process.

EORIBEAFTFABNERT, BARNSHSER, B
Hes5HiRHATERL, ARRLRIEBFSLEBEME. iT
ZEHISSRREEORIEF ERER R,

(D RiEHSRRBNNFER, B7ANEKR, URBFE
#as,

+ IEH B —BEEENET, maFBRE,

a. MRBAEBEMEZELAKEIRIRS, BEMTEZILS.

b. ERBITFISAAHN TR LTRSS,

C. YIXEEYE Press Ctrl-C for Boot Menu B, & ctrl-C
LARR R B ahid #2

NRERBEMRT, MITHZEIREENE] ONTAP

(D » 1BHIN halt , ZA/G7E LOADER #2RFFMAN
boot ontap , HEHMIEREIZ ctri-c, G
BB EIEF R

d. MERBRPRER B ERFRIANETL,
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MREVRFENAT ... REHITUTIE ...

— IR ECE a. EMCIFATIIFUENBRT, BAANZRIZSERIR, HEE
S5iRATEML, AERLREFESLIBEME, ITRITHIZE
RREEORIEF ERVERERTT,

@ RiEh S RRBANFER, B7ANEK, LRk
&R,

b. INREHAREBMEEMSLERILE, FEMLEZIRE.

C. fERWINHEIBAR LS E FIS L EIRIRE,

d FERASEMERIBRFNER, THRRUSHEERE, AF

£E&% Press Ctrl-C for Boot Menu HEEIE Ctrl-Co,

INRERBEIRR, MiEHZRREENE] ONTAP

@ , BN halt , SAJ57E LOADER #2RFFabiAN
boot_ontap , HEHMIEREIL ctrli-c, AfF
BEhEIPIR T,

e MBEIRER, FEREPIEIOETL,

c BEER: CERMERER, BRRIBIIUTRR:
* 24t ID ALECHIRTE S, HERBERSA Do
* —FRET, E5EE HABERHNEFIRIE, SORFREITESERIZRERIXEIRS. You

can safely respond y to these prompts.

ERHABIERSECE— AFF A300

FTEAEHERABNELIFIRIUG, BRI URIEERIEH SENRE RAKEKE, HiRES
EEMEERAILE,

%1% EERERIREREHINIERAE

TN IFER HA X HIE TR R PRV 8RR 5 IR 17 Ao & P B] SE AVBEY (8] AR 55 2310 & B A I Il S8 AR 4R L RYET 8]
MEHR, WRBYEF B HARLES, WAREEREHERR LEEXERE, LR inel R EES T

o

KFILES
BSUEERNRSE LN AP EPRGS:

* replacement T3 R LIREL B EHZ T SBVHT T Ro

* health T5 22 replacement T 2 HA BBt T 5=,

g
1. 4N replacement T3 RAFTE LOADER 1Rk, B RAEZE] LOADER ARk,

2. £_Healthy node . MEZRSME: cluster date show
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R EAFIEY Bl B FECERIAT X,

3. 7 LOADER 2R7F4t, 2 replacement 55 ERIEHAFNAYE]: show date
HEFFIBTE] A GMT FRiRo

4 MEXE, BEBRATSLEU GMT EHIEEREE: set date MM/dd/yyy
S. MNBEME, BEEBKTS LISEE GMTEYE): set time hh | mm . ss
6. ENMNHIRFIRTAL. #IA_reender T FAIBEHAFIATE]: show date

BHEAFIETE] LA GMT &R

Step 2: Verify and set the HA state of the controller module

BRI R BEIREY Ha KT, HESENERIRSULRENRASREKE.
1. EEPET, MIREHISERIIEPTE A4 S ETHERERM 1A A& ha-config show
PRAAMHHY HA RSERRZAB R,
2. MR EBTHITHIBERAFNRSSENRRELERNLER, HAEHERIRILE 1A state . ha-config

modify controller ha-state
ha-state FYERI LU FEZ—!

° ha

° mcc

° mcc-2n
° mCCIP

° non-ha

3. MNRBTAVZHIBERAFRS S BN RRECERILED, FHITHIZRIRIZE 1A state . ha-config

modify controller ha-state

4. HINRBEBEEX: ha-config show
EWECE RFHEM D ECHLE— AFF A300
BEEMAFEREHRIAEERSEN D IRUREE RIS E,
E15: BRMRGHTHRL
AT AERIETHI SRR EMER ML ERE . "Active 1Q Config Advisor” o

g
1. FHEFH L Config Advisor o
2. GANBRRANGER, AEBEEWEHIE,


https://mysupport.netapp.com/site/tools/tool-eula/activeiq-configadvisor

3. BEMLATR, ARKERL. WRETFBEHERBMBHMENEREREYP, UBELRINHERS
n)E,

4. BHEBNAETF, SABHE Config Advisor B, LB HEMAEL,
F2H. ENMOICHE

MRFERGUT HAXN R, WERESBREREIERE, FizhlsRRpAS ID SEO AR, T
FNEHEE R ERIIRED R,

W1 I0IE HA R4 LIRS ID X
EAMIE IR replacement T RBYHIAR S ID BeX, AREHIAEREEEXN,
IHIRES BUEAT1E HA JHIETT ONTAP BR S,

1. 40K replacement TR FEIFER (B3 *> 18577 , BRUELEIFERAHEIINFEFRRF:
halt

2. From the LOADER prompt on the replacement node, boot the node, entering v if you are prompted to
override the system ID due to a system ID mismatch:boot ontap

3. 1IBEFF Waiting for giveback... JHEE/RTE replacement THREHIEL, RAEMNETREIREFNT S E
INFREE BN EMBEN RS ID ¢ “storage failover show

EadhHtd, ENEI—FKEE, BESHTRENARS% ID EEKR, HEREMMIE IDFFH ID. EU
T, node2 BEHITER, RS ID /3 151759706 o

nodel> “storage failover show’

Takeover
Node Partner Possible State Description
nodel node?2 false System ID changed on
partner (0Old:
151759755, New:
151759706), In takeover
node?2 nodel = Waiting for giveback

(HA mailboxes)

4 MBEITRAREFNTRF, BIEESEERFEAZOEE:

a. BERNEEMNRES: set -privilege advanced
AGIRTESREH NSRRI, EILUEE v KEEERESRERRERT (*>) o

b. RIFEIZEEE: ssystem node run -node local-node—-name partner savecore

C. %1% ‘savecore fi ¥ 5T, AEBALHIE,

SR LN L T a2 3R 51T savecore s BI#HE: ssystem node run -node local-node-

54



name partner savecore -s

EZ)EENRLSFI: set -privilege admin

-ﬁﬂ%ﬁ’]ﬁﬁ%%,;b@ﬂ%Tﬁﬁ%jﬁbﬂ 2. MAFTIREEEANRRAZAEELZINIEAEE. BT
WizZ —IRRFMEEEMNZETHEE

° "RIRIREEAEEMEE A"
° "RIRIMNERRIAE MR E A"

- BT

z

a. MBTTIEENT R, REEEMTAMFME. storage failover giveback -ofnode
replacement node name

replacement_ T1 SRR EIEHFEHTHRB .
MEBEHTFES ID FALEMRREBERSZ D, NN yo

C) MRSAWER, EAUERERITR,

"BEERATER ONTAP 9 IRARSEAMERERS"

N

a. RIFTEME, Bl HAXETIWRRIFER LIZRE . storage failover show
storage failover show SR¥HRIHANEE System ID changed on partner JH 2.
- WIFRREIEMDECHE . storage disk show -ownership

BT replacement T S BNHEN B RFMERS ID . EUTRAIF, nodel IHEMHEEBIMER RHNARS ID
1873775277 .

nodel> “storage disk show -ownership’

Disk Aggregate Home Owner DR Home Home ID Owner ID DR Home ID
Reserver Pool

1.0.0 aggr0 1 nodel nodel - 1873775277 1873775277 -
1873775277 Pool0
1.0.1 aggr0 1 nodel nodel 1873775277 1873775277 -

1873775277 PoolO
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IR 2 ¢ FEXTIR MetroCluster BEEE R RS L FohEHM D ECR S ID

fEI51T ONTAP BUXTI = MetroCluster BB, S MFGHEEHDECLANITHIZRNARY ID , ARA8ERE
RSIME EBIZTTIRTS.

RFUIES
IR EP BAE R FIE1T ONTAP BYXTI = MetroCluster BCE FHY RS,
AR RIP SR MR E D BRI S U T EBMIT R L

* RPN REEEEETRITEPEIT R
* replacement T1 R B ULIR{EP B ERZHRTI R BT <o
* health T1 R BT RHY DR EEX T,
g
1. MNR KR EHIBEH replacement T, N ctrl-c URETEENEIE, AEMNETRIRERIEZEBHEILER
RIVBYIETR,
BT #4S ID NLE, RGRTEESRE ID K, BTN Y.

2. NBEITRRRFHNTAERIARSA ID : "MetroCluster node show -fields node-systemID ,
dr-partner-systemID"

Fit %, Node B 1 ZIHT =, IHRAS ID /3 118073209

dr-group-id cluster node node-systemid dr-
partner-systemid

1 Cluster A Node A 1 536872914
118073209
1 Cluster B Node B 1 118073209
536872914

2 entries were displayed.

3. RPN R LHPENRTTLAEERNASL ID © disk show

ELLRBIF, FARS ID J 118065481 :

Local System ID: 118065481

4. {#F3 Mdisk showdn LIRENH R FAIDE EEM O ECHEEFIEN (T FFASREL): disk reassign -s old
system ID
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EERRBIH, @S disk reassign -s 118073209
RPN EAR R, SRR v,
o. TR EEBIEMPDECHAE: disk show -a

ISIFBTF replacement T LR 2 B replacement T 2R S ID o UL TRBIF, system-1 Frif
BENHEEIERTHNAS ID 118065481 :

*> disk show -a
Local System ID: 118065481

DISK OWNER POOL SERIAL NUMBER HOME
disk name system-1 (118065481) PoolO J8YOTDZC system-1
(118065481)
disk name system-1 (118065481) PoolO J8Y09DXC system-1
(118065481)

6. NEITRARFNT R, WIERS B REFEMIZOEE:

a. BERNEEMNRET: set -privilege advanced
RO T ERGHENS IR, EAILEE v KEBETRSRERNRTE (*>) o
b. WiFZ LR ER T ERE: ssystem node run -node local-node-name partner savecore

NRn SIS savecore IETE#HTTH, 1BFF savecore 52fll, ARBALIE., ERJLUER

ssystem node run -node local-node-name partner savecore -s % Mf% savecore HY

HE, </info>
C. REIFIEEMNELRT: set -privilege admin
7. W1R replacement Ti R FHIFEN (277 * > 1RTF) , BRELEIFEAHEIMAREFIR TR halt
8. JB5f replacement Tim: boot ontap
9. 1£ replacement T RE2BofE, HITYIEl: MetroCluster switchback

10. 3&3F MetroCluster EZ&: MetroCluster node show - fields configuration-state
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nodel siteA::> metrocluster node show -fields configuration-state

dr-group-id cluster node configuration-state
1 nodel siteA nodelmcc-001 configured
1 nodel siteA nodelmcc-002 configured
1 nodel siteB nodelmcc-003 configured
1 nodel siteB nodelmcc-004 configured

4 entries were displayed.

1. 7£ Data ONTAP F32IE MetroCluster BRERETTIENR :
a. WEMNEH LEEFERMEBEITIRAEIR: ssystem health alert show
b. #3IA MetroCluster EFE B FIEEEI: MetroCluster show
C. #1197 MetroCluster & . MetroCluster check run
d. /R MetroCluster leERILER: MetroCluster check show

e. i&17 Config Advisor . ¥ E|NetApp ZHFifm EBIConfig AdvisorDiE. Mk
"support.netapp.com/NOW/download/tools/config_advisor/"s

1Z1T Config Advisor &, &F1% T BV H iR PRI R &IV a) &,
12, FRIATHEIRE
a. EEATHRIRTRAAL, BERANEEMNRET: set -privilege advanced
YAFIRREREHNSIERAHETRSRERIRTT (*>) B, BFEEFEH v #H1T0N,
b. £ -simulate S 1TYIEIE{E: MetroCluster switchover -simulate
C. ;ROIFIEIEMNPELKFI: set -privilege admin
ST RS R— AFF A300

To restore your system to full operation, you must restore the NetApp Storage Encryption
configuration (if necessary), and install licenses for the new controller, and return the
failed part to NetApp, as described in the RMA instructions shipped with the kit.

%8512 7 ONTAP FAENRT R L EIFAIE

MREMTSEEERFTEME (TRBUE) WRIIER ONTAP Thig, MW replacement T3 m R HHIF ]
iE W FAREENETFRNERNIIE, SHFHNES T RENAS B CHIEER.

XFIAES

ARFWFINEZAZE, FEMETFHINENAHEATRER. B2, IREHRTREEHTH—AEAIL
HEEW rNER T R, WARRIFERIEIEERECE,
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tesh, ENR EERREFANINEREREEFATESENTFI NN, REENRREEAT R LLEERITH
IR,

FHaZ &l

VFRNERAU IR A 28 NFRTAIE T

1575 90 RMERBRE LIRS, FRBYRE, FERFTEERR. REERNOFTERNRE, TN
7 24 NNREFEEH, HERELR.

MNREHNRAERIISITHREONTAP 9. 10.1HEShRE, EEATFMAITIE I*ﬁ@?ﬁ/ﬁiﬁ
2. AT EMAFFIFASREL LHVIFE]", MRERHE RARIFTIGONTAPRRZS. IHEIR"NetApp
Hardware Universe"LA T fREZ{E 8,

p
1. ﬁE%%E%ﬁE’\J#EJiIEEE%H, BELREVE AT ENERA "NetApp S2HFIA =" AT ANE TR

@ AYi= BopERFIENITANERSA, HRERXEIXHRBYBFER i, MNREREET
30 RAWEIREIFANER AN B FERT, NMEXRZASFF.

2. ZEFMFRNEZETA:  + system license add -license-code license-key , license-key...+
3. NRFE, MBRIBEFEIIE:
a. WERMGHAIFANE: license clean-up -unused -simulate

b. NRFIKXRERIEH, ERBRAKERIFENE: license clean-up -unused

F2:5 WIELIFFIMESIS

1548 replacement T RIREMBRAZ AT, EMNIIE LIF @EUTFEEHO L, WRBAT AutoSupport , MEA
replacement T RHFYS, HEEBIRE.

P$IE
1. BIFBEEORT EEAEFRSEBMIFEORS: network interface show -is-home false

WRERILUNG I false. iEEERREIEFIHO: network interface revert -vserver * -1if
2. [ NetApp ZIFI TEMARLGRFTS,
° YNRBAT AutoSupport , 1EAIX AutoSupport JHELUEFESIS
° yNRFKZF AutoSupport , IFIER "NetApp 25" FMHFESIS,
3. Eﬁﬁﬁﬂ'ﬂﬁﬁﬁlﬂo BXEMAEE. BB "INA7EONTAP FERMAHITEE I TRRNE" XIREX

o

4. R B A AutoSupportIFE O, AFEALEERILE O system node autosupport invoke -node *
-type all -message MAINT=END #p<.:

S. MNREEZHBMAIE, BEMRBAE: storage failover modify -node local -auto-giveback
true
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% 34 HIENT = MetroCluster BEBEHHES

SN RIE A H ST = MetroCluster EEE,

TIE
1. IFFE T RS T enabled IRA: MetroCluster node show

cluster B::> metrocluster node show

DR Configuration DR
Group Cluster Node State Mirroring Mode
1 cluster A
controller A 1 configured enabled heal roots
completed

cluster B
controller B 1 configured enabled waiting for
switchback recovery
2 entries were displayed.

2. BIEPRE SVM EMEHRFIS EEEFEM: MetroCluster SVM show

3. WIHESIRMFETEHITIER B LIF TR EEMINTEM: MetroCluster check 1if show
4. EETEENEHPNEAT R LFEA MetroCluster switchback BLHITHIEL

S. BIEIEHRIER B ESEM: MetroCluster show

LHEEHAWTF waiting for-switchback KSR, YIEHRENMEETIT:

cluster B::> metrocluster show

Cluster Configuration State Mode
Local: cluster B configured switchover
Remote: cluster A configured waiting-for-switchback

éﬁﬁl? normal )lklt_.\H—.I-) tﬂ@*ﬁ«ﬁ%mo

cluster B::> metrocluster show

Cluster Configuration State Mode
Local: cluster B configured normal
Remote: cluster A configured normal

NRYIEIEZEER KNG A 8E5TR, ERLU#FERA MetroCluster config-replication resync-status
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show SRR BEEEHITHRLATIRES.
6. EFEII{EA SnapMirror 5§ SnapVault B2 &,
% 4% BIKIESHEE NetApp
BREHHIE RMA HBRRH#IZE4IRE] NetApp o "ERHEEFER"EXIFMER. BSINITH,
it DIMM - AFF A300

NREFEAZBEHIR(BIW. BFETRAREREERINCECC (AJEIEHIREIEAI)E
= ZEAAEIERECCHEIR). B% 2R T2 DIMMEKIESEEFE RS T ABEHONTAP
MSEAY. Wi E T %28 R BIDIMM,

ASPRFAEEMAMHRIRIERRTT; SN, BBHEXRKAZ.
BTG ERREER A B MRS UREIRIER FRU At

F15 XAZHIEHE
ERERTENEENRFS B XA ZHRERIREH 25,
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TN . KREHELE

BRAZHEHEE, COMRELHRIVRTS, AELEMZERTIE, UERTEBTRISSSAEMNZ
BT Hl SR B R R,

KXFIES

* NREFEANEBSANRS, NS MENEZRITHIZSSCSITIFHEMHSHER cluster kernel-
service show, cluster kernel-service show #r < (TEpriva IR F) Al B/ BT R AR i
WS ZH R BEMERESURZT REETKS.

/1 SCSI IR RS S HEN SEBFHEMT RIRIFPER R, EREBIRZ A, BIALBRITE

8] &,

* If you have a cluster with more than two nodes, it must be in quorum. IR EE KA R ETITIRR
RFPIERIBSE R RIEI TR A EE T alse. MR AZHITH SR 2 AIE ERER ; FE0 "
RBoR5&RERD"

S
1. MNERB AT AutoSupport « M5&3d i B AutoSupport JH S22 1EBheI 2R

system node autosupport invoke -node * -type all -message MAINT=<# of
hours>h

LR AutoSupport JHEZE 1E B T2 25N

clusterl:> system node autosupport invoke -node * -type all -message
MAINT=2h

2. ZEBERIE
a. MERITHIZRAVIEH SN <

storage failover modify -node impaired node name -auto-giveback false

b. N 'y HIEEIRNEERETEZRAAMMER? i
3. ¥ZmiEHI2E 2R LOADER 12755 :

NRZIRITHZEEE. ... B4 ...

LOADER 2R BET—%,

[EEERFRE ¥ Ctrl-C , AREHIUERNEE vo
AFAIR AT IR R MIBITIEBEHI S E T EZHITHIZS

storage failover takeover -ofnode
impaired node name -halt true

-halt true B35 N\ Loaderig R i’
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BRI 2 ¢ $EHIZR I FWT = MetroCluster H1
BXAZHITHIZE, BHIRERHIZSRES, FEVERYIRITHEIZS, UESITIEENITHSSSREMNT
BT HI2sE B IR AR,
XFIbESE
s BAEIIRES B REFRIFERELTITARS, UENEITIEENITHIZS A,

BB
1. ¥€7 MetroCluster RS UBE ST HI2S R C B EIZTIEEAVITHIZE:. MetroCluster
show

2. IRIBRERET BohtIifR, WERTRULHR(E:

WMRITHIZZZH ... B4 ...

B Btk PEEMIT I —F,

EN=EIE MBETTIEBREHIZSMITITRIRNTIIRIZIE: MetroCluster
switchover

KENR, BEEER EERFEE, MRARE, BREEAHER, NRLERER

MetroCluster switchover [Bl@fEARAER, BEARBE AL,
Z‘E LTI, HEUIRERS

3. FIBITIEERERPIZIT MetroCluster heal -phase aggregates B%, UEHRETHIEER
A
Ro

controller A 1::> metrocluster heal -phase aggregates
[Job 130] Job succeeded: Heal Aggregates is successful.

MREBEWT IR, EOJLIFER  override-vetoes’ S EFH A MetroCluster heal 88%, WIREF
Rtk Rl kS, ')"J,%éjtﬁl-rgiﬁﬂﬁﬂjﬂﬁﬁ?sﬁfﬁE’]E’XE/J&O

4. {§F3 MetroCluster operation show 8 < IIHEERE B 520

controller A 1::> metrocluster operation show
Operation: heal-aggregates
State: successful
Start Time: 7/25/2016 18:45:55
End Time: 7/25/2016 18:45:56

Errors: -

S. fEH storage aggregate show YREREIRS.
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controller A 1::> storage aggregate show
Aggregate Size Available Used$% State #Vols Nodes
RAID Status

aggr b2 227.1GB 227.1GB % online 0 mccl-a2
raid dp, mirrored, normal...

6. {f/ MetroCluster heal -phase root-aggregates mYBERES

mcclA::> metrocluster heal -phase root-aggregates
[Job 137] Job succeeded: Heal Root Aggregates is successful

MREBEWT R, EAILUERA -override-vetoes B EM & H MetroCluster heal #8%, WRFEH
IEENESE, WRSRESEAMELLEEIRENIRE R,
7. EBPREEEE L MetroCluster operation show L WIHEEIRERT BT :
mcclA::> metrocluster operation show
Operation: heal-root-aggregates
State: successful
Start Time: 7/29/2016 20:54:41

End Time: 7/29/2016 20:54:42
Errors: -

8. ERMITHERIR L, WiFFEIR.

5528 FTFHHERIZRRIR
BihEEHRRASNANS, UMM RGREMEHEER, ARBEH MRS ER ERER.

1. MREERIEH, BIERE.

2. IMFRGLPERAEIRRE ENHIEE, AREMTHIBER LR TRALLM SFP (IRFR) , HiR
TR AR B,

RGABELLERRER, WEEEMRELLERREN, S487/8F.
3. Mzl R A ERME T AL ERREHBERE 3,
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4733

CREF

o [ TIMACIEF, FHRFITHISHRIRIE HAE.
REhlesREB HAAERY, BRRESFHERISRIRAVKED,

%5 3. it DIMM
EEHR DIMM , BEERISEPIREEN], ARRREES BIRFHITIRECE,

1. SNRIE W RIEH, EIEHIERD,
2. [OEFHIZSER EA NVMEM LED ,

TEEMARAMH 2R, EOTMTE2XARSG, LWBREREZRERNT (NVMEM ) HRENRVEE, Lt
LED (I F=EHISSRIRNVEH. T TER:
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3. 305 NVMEM LED XAk, M NVMEM S&EERRNE; &al UBGE LT BHASERITIIRES BHR
—F_Iﬂi1£%o

4. TR

@ THEFRAIY, NVMEM LED AN, ERABRERINES. BiMESTMR/E, Lt LED
RIE Ko

c NBEFRTLXFNIE T THE, NVMEM LED ZiAl%, BIEFRR, SAG LED EIEX,
° 1R LED REHBIRITH, NEKRE NI ZEMETE NVMEM L.
e U@ E & £ 1& Data ONTAP p{IHE e R =15 HI89 % 4R 8],

.. ¥TFF CPU BREHXEI NVMEM BB,

: =7 /[, /) ‘T:
el

D =
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© N o O

NVMEM E25th i E I

NVMEM Eg3ith

LR EIERMESK, SARREBMIEKIEEE T, BIEAMIEIERRER, AEMNEEHIRT B %,
i. ERFILAE, RERFBMERIENGE,

REZ IR (ES BHPE 2 LIEHICE NVMEM LED

KEEHISFEIR EH9 DIMM

B EES DIMM 8975, LUER]LURIERRRY A MiENEIRAR DIMM .

4E18¥Esh DIMM FMIBIFE S DIMM 8 RFE, & DIMM MIEIEHsEY, S DIMM /& HiEE,

() /VDBME DIMM B930%, BUBHSeST DIMM RESHR LRI HENFE,

£%t DIMM BIEBENUERUR T RAE S,

TEETRT &% DIMM B E :

67



9. MBARRERIGIAS IV EMRAM DIMM , Z{F DIMM BIAAFH R E SIEEX T,
DIMM #Ai 2 [BIHYER 1Rz S HEIE RIS X 750
10. HRIERERR £V DIMM BHBRREL T AUE, 2SI DIMM EERENIGE.
DIMM ZEREEEHIET, ENREZEN. WREE, 5% DIMM SHEEFHMTHEREN.

(D)  Emws DMV, BEARORFHRLIENEN,

1. NOTIASEHEHER) DIMM #0504, EEBME-RE-RATML, RAZF DIMM i L,

12. 3] NVMEM EE0ESKIE, AEHESHAAELERNRT, FEBNEED,
WRIES SRR ISR

13, & LSS,

£ 4% BRRELHES

BRI ERPIANE. BIUERSH ST BN REEHIEER
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1. NREERIEH, BIEMEM.
2. B ERARIRSNAEPOFONTT, AERBEHBRIRERENRAN—F

C) BIRERSRRTEIBANAET, FRIFRFIETIEXF R,

3. IRIEREEMNARGHITHL,

NREBEN T EEEHEE (QSFP ¢ SFP) , IFICBEEAXNENERZEE,
4. SERITHIS IR BN RE .

IEHISRR— B2 BEENAER, MaFBREE.

a. ELRIEBFATIHAUENERT, BIENTHZEER, BEEIESPRATEMA, AEFLIEIEF
BLEBEME.,

() #EsISERBANES, BIRAEA, UGHRTEES.

b. 17 £ HIBERE @R IEF ERERIRE],
C. MNRHMAEMRELLEIRIRSE, BEMLEZILE.
d. FEEHTEREREBEIRASIEIRE,

%558 (PRI =MetroCluster): tIERE

S RIEAIZSE T = MetroCluster AR &,

T
1. B BT 2B T enabled IRA: MetroCluster node show

cluster B::> metrocluster node show

DR Configuration DR
Group Cluster Node State Mirroring Mode
1 cluster A
controller A 1 configured enabled heal roots
completed

cluster B
controller B 1 configured enabled waiting for
switchback recovery
2 entries were displayed.

2. BIEFRB SVM LEFHRIP EEE5M . MetroCluster SVM show
3. WIHEEREEERITHERBSD LIF IR 2T EMINTEA: MetroCluster check 1if show
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4. EIETIEENEEHPNEMT S LA MetroCluster switchback Sa<SHITYIEL,

S. ISl ER T BE5E:. MetroCluster show

LHEEATF waiting for-switchback KSR, YIERRENEETIT:

cluster B::> metrocluster show

Cluster Configuration State Mode
Local: cluster B configured switchover
Remote: cluster A configured waliting-for-switchback

HEBLT normal IKERY, YIEHEIETR. -

cluster B::> metrocluster show

Cluster Configuration State Mode
Local: cluster B configured normal
Remote: cluster A configured normal

NRYIEIEER KA EESTR, ErRLFEHA MetroCluster config-replication resync-status
show SRR IEIEEFHITHELIIKS,

6. EFEIL{E SnapMirror B¢ SnapVault BELE.
%65 KHEEHIRE NetApp
REBEMRHN RMA SRS IEEHHRE NetApp o "HIHREFEREXIFMER. BESITTHE,
E X E— AFF A300
BEARERARSAIIB R FRNEEIR, ERIHRIT—RIMNFENES.

(D BRAFTER KB IRRMANFEREN F a0 s A BRI KB IRIR, RASRTET, EHISRIRIIE
REMDHIERHA, BRI

—_

- NRIEGEREM, HIEREM,

2 MERE, BFRABIAFNEERE—MNNAD, AEREAEE, EEHERMYFEESR ERKARE ERFF
» MITET TR,

BIREEFSHIREEHEES I NBERIR ERER LED KMEL MBI KRR,
- ETERBERR B F ERRREN, ARR THOREF,

> W

RERRZ MAFEFB H— =0

70


https://mysupport.netapp.com/site/info/rma
https://mysupport.netapp.com/site/info/rma
https://mysupport.netapp.com/site/info/rma
https://mysupport.netapp.com/site/info/rma
https://mysupport.netapp.com/site/info/rma
https://mysupport.netapp.com/site/info/rma
https://mysupport.netapp.com/site/info/rma
https://mysupport.netapp.com/site/info/rma
https://mysupport.netapp.com/site/info/rma
https://mysupport.netapp.com/site/info/rma
https://mysupport.netapp.com/site/info/rma
https://mysupport.netapp.com/site/info/rma
https://mysupport.netapp.com/site/info/rma
https://mysupport.netapp.com/site/info/rma
https://mysupport.netapp.com/site/info/rma

10.
1.

CRIEF

MU TRIR

OB F R B

(4 RUEBHEUAER LED

RRBERMNEFEENL, BRAGHZHFREZER, EFERSMIEREL.

C) R RIREGE, BIRERENERNFRENBRRAEES, UERHERAMIEFIREFHER
BHIABEE,.

R KR IRRIRTE—55
REANBEREFONTE, ARRKEBAIE, NMEEEAE.
B NBEERORIEF, EHET2EERNET,

NEERTEL G, MEIBFBHAS.
BB Fh R EASUE, BERABEFERHBFAZMEMUE.
NBEERIfE, KB LED N2Fe=iE, HEREERIIETERE,

R SIKAEENTT, ARRKHEIRERENKI BT Lo
REREMREME RMA HEIRKFEERHIERE] NetApp o "EHREFIEREXIFMER. BEINTH.
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Bt NVMEM H;ti— AFF A300

EFMAZTHI NVMEM Bitt, THTIMBRRHEH TITHIZRR, FTHZER, Sk
» AR AH BIRITHIZEEIR,

RGPRFE EMAHRIIERIRTT; SN, BBIERRRAZ .

$1F: XARHRITHIZ
RIEFERSERARENTR, ErUERFRNEEXAZZERRIEREE.
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TN . KREHELE

BRAZHEHEE, COMRELHRIVRTS, AELEMZERTIE, UERTEBTRISSSAEMNZ
BT Hl SR B R R,

KXFIES

* NREFEANEBSANRS, NS MENEZRITHIZSSCSITIFHEMHSHER cluster kernel-
service show, cluster kernel-service show #r < (TEpriva IR F) Al B/ BT R AR i
WS ZH R BEMERESURZT REETKS.

/1 SCSI IR RS S HEN SEBFHEMT RIRIFPER R, EREBIRZ A, BIALBRITE

8] &,

* If you have a cluster with more than two nodes, it must be in quorum. IR EE KA R ETITIRR
RFPIERIBSE R RIEI TR A EE T alse. MR AZHITH SR 2 AIE ERER ; FE0 "
RBoR5&RERD"

S
1. MNERB AT AutoSupport « M5&3d i B AutoSupport JH S22 1EBheI 2R

system node autosupport invoke -node * -type all -message MAINT=<# of
hours>h

LR AutoSupport JHEZE 1E B T2 25N

clusterl:> system node autosupport invoke -node * -type all -message
MAINT=2h

2. ZEBERIE
a. MERITHIZRAVIEH SN <

storage failover modify -node impaired node name -auto-giveback false

b. N 'y HIEEIRNEERETEZRAAMMER? i
3. ¥ZmiEHI2E 2R LOADER 12755 :

NRZIRITHZEEE. ... B4 ...

LOADER 2R BET—%,

[EEERFRE ¥ Ctrl-C , AREHIUERNEE vo
AFAIR AT IR R MIBITIEBEHI S E T EZHITHIZS

storage failover takeover -ofnode
impaired node name -halt true

-halt true B35 N\ Loaderig R i’
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BRI 2 ¢ $EHIZR I FWT = MetroCluster H1
BXAZHITHIZE, BHIRERHIZSRES, FEVERYIRITHEIZS, UESITIEENITHSSSREMNT
BT HI2sE B IR AR,
XFIbESE
s BAEIIRES B REFRIFERELTITARS, UENEITIEENITHIZS A,

BB
1. ¥€7 MetroCluster RS UBE ST HI2S R C B EIZTIEEAVITHIZE:. MetroCluster
show

2. IRIBRERET BohtIifR, WERTRULHR(E:

WMRITHIZZZH ... B4 ...

B Btk PEEMIT I —F,

EN=EIE MBETTIEBREHIZSMITITRIRNTIIRIZIE: MetroCluster
switchover

KENR, BEEER EERFEE, MRARE, BREEAHER, NRLERER

MetroCluster switchover [Bl@fEARAER, BEARBE AL,
Z‘E LTI, HEUIRERS

3. FIBITIEERERPIZIT MetroCluster heal -phase aggregates B%, UEHRETHIEER
A
Ro

controller A 1::> metrocluster heal -phase aggregates
[Job 130] Job succeeded: Heal Aggregates is successful.

MREBEWT IR, EOJLIFER  override-vetoes’ S EFH A MetroCluster heal 88%, WIREF
Rtk Rl kS, ')"J,%éjtﬁl-rgiﬁﬂﬁﬂjﬂﬁﬁ?sﬁfﬁE’]E’XE/J&O

4. {§F3 MetroCluster operation show 8 < IIHEERE B 520

controller A 1::> metrocluster operation show
Operation: heal-aggregates
State: successful
Start Time: 7/25/2016 18:45:55
End Time: 7/25/2016 18:45:56

Errors: -

S. fEH storage aggregate show YREREIRS.



controller A 1::> storage aggregate show
Aggregate Size Available Used$% State #Vols Nodes
RAID Status

aggr b2 227.1GB 227.1GB % online 0 mccl-a2
raid dp, mirrored, normal...

6. {f/ MetroCluster heal -phase root-aggregates mYBERES

mcclA::> metrocluster heal -phase root-aggregates
[Job 137] Job succeeded: Heal Root Aggregates is successful

MNREBEWT R, ERILIER -override-vetoes S EH AH MetroCluster heal 885, WR{ER
A% SE, NARFRKESTMAELEEBERENIRE R,

7. EBPREEEE L MetroCluster operation show L WIHEEIRERT BT :

mcclA::> metrocluster operation show
Operation: heal-root-aggregates
State: successful
Start Time: 7/29/2016 20:54:41
End Time: 7/29/2016 20:54:42
Errors: -

8. ERMITHERIR L, WiFFEIR.

5528 FTFHHERIZRRIR
BihEEHRRASNANS, UMM RGREMEHEER, ARBEH MRS ER ERER.
1. MREERIEH, BIERE.

2. IMFRGLPERAEIRRE ENHIEE, AREMTHIBER LR TRALLM SFP (IRFR) , HiR

TR AERR B
RGABELLERRER, WEEEMRELLERREN, S487/8F.
3. Mzl R A ERME T AL ERREHBERE 3,
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4733

CREF

o [ TIMACIEF, FHRFITHISHRIRIE HAE.
REhlesREB HAAERY, BRRESFHERISRIRAVKED,

% 3 4. FEifE NVMEM HEith
EF WAL NVMEM Bitt, ST AGHENE L EHEE NVMEM B3, FiFHEIRNFHE NVMEM &

A
1. R RiEH, B 1EHEM,
2. ¥4& NVMEM LED :
c BRI ALEE HARE, BEET—5,
c NREMNARARAINIEE, B XAEHIZEIER, ABIKE NV BIFFRIEA NVRAM LED ,
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@ TEEZRESEY, NVRAMLED AR, REARBTENANEF. BiMETRG, Itk LED ¥
SR

" MBERTLXFANIE R THE, NVMEM LED $&AkE, BEIBIR5EMA, AE LED RIEX,
* Y05 LED SEBBIRITH, WARENBEEREMEE NVMEM Lo
iR ELE S &2 £ 7E ONTAP BZhE B A RITHIBY X HIHR 8

3. TH CPU BXEFHE NVMEM i,

; = f- '__‘ 'l
-y

FHBIE R &
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NVMEM E2jth4R

4. UEBMHR TR AMENEEBIE RS, AR EMME MR SRR,

O, MELEEFRENH: EH A it

6. KR LN FENFESEHSERNBONTT, ARATRERMING, BEIBMINEFANEML
7. X CPU BXE,

HaRIELBE ZIEE.

F 4P ENREEHR

BHUTHISSIRRPIA R, ERIERGH AR ERZETHSEERA R,

1. NREERIEH, BIEREM.

2. BRI ERNRIGESTEROAONTT, ARFERSEREREARSN—F,
@ BIRER SRR EIANFAET, BRIFRSIETIEXF R,

3. IRIEFBEM N RAHTH L.

NRIEEBEN T/ EEEHEE (QSFP ¢ SFP) , IFICBEEANENERZEE],
4. STRUIEHISRRIRNERRE:

IEHISRR— B2 BEENAER, maFBE.

a. ELIBFATIAUENERT, BIENTHZEER, BEEIESPRATEMA, AEFLIEIEF
BLESEME.,

() #EsIsEsBANES, BIRAEA, UGHRREES.

b. 17 EITHIBERE m R IEF ERERIRE],
C. MNRHMAEMREMAEIRILE, BEMLTEIZEE
d. FEEHTEREAEHEIRASIERE,

%558 (PRI =MetroCluster): tIERE

SN RIE A7 ST = MetroCluster Bt &,

T
1. BT 22 BT enabled IRA: MetroCluster node show
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cluster B::> metrocluster node show

DR Configuration DR
Group Cluster Node State Mirroring Mode
1 cluster A
controller A 1 configured enabled heal roots
completed

cluster B
controller B 1 configured enabled waiting for
switchback recovery
2 entries were displayed.

2. BIFFRB SVM LHEFHRIP BB E5EM . MetroCluster SVM show

3. WIHMEERFEERITHEMRBE LIF TS EMIN5ER: MetroCluster check 1if show
4 EETEENERPNEAT S EEH MetroCluster switchback fSHITHIEL
5

- IFYIEIRER B ESE . MetroCluster show

HEBAT waiting for-switchback IRKSH, YIEHE(EDIEETT:

cluster B::> metrocluster show

Cluster Configuration State Mode
Local: cluster B configured switchover
Remote: cluster A configured waiting-for-switchback

LEBLT normal KSR, YIEHEIESTR. -

cluster B::> metrocluster show

Cluster Configuration State Mode
Local: cluster B configured normal
Remote: cluster A configured normal

MNRYICIEEBR KT IE A 8ETERL, SRR MetroCluster config-replication resync-status

show BR LB EEHITRIRELAVIAT,.

6. EFHEILEA SnapMirror B SnapVault E2E.
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%6 . KFHPESFHHIRE] NetApp

IRIBEE R RMA S BBISSIEERHRE NetApp » "SMEEEIFI B A XEMEE. 52 NHRH,
§i PCle — AFF A300

HEEFEH PCle £, B ITHIT—RIBFENES.

* BRI IR ED RS RAIFHIFIE ONTAP WAL 5 £
* RERHFTEEMARLIIERIRTT; BN, ERBFEXRRA.

$1F: XHARBUTHIZE
RIBFERSGRRAEENRRE, ErIUERATRBEIZXFSEEZ A HIER.
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TN . KREHELE

BRAZHEHEE, COMRELHRIVRTS, AELEMZERTIE, UERTEBTRISSSAEMNZ
BT Hl SR B R R,

KXFIES

* NREFEANEBSANRS, NS MENEZRITHIZSSCSITIFHEMHSHER cluster kernel-
service show, cluster kernel-service show #r < (TEpriva IR F) Al B/ BT R AR i
WS ZH R BEMERESURZT REETKS.

/1 SCSI IR RS S HEN SEBFHEMT RIRIFPER R, EREBIRZ A, BIALBRITE

8] &,

* If you have a cluster with more than two nodes, it must be in quorum. IR EE KA R ETITIRR
RFPIERIBSE R RIEI TR A EE T alse. MR AZHITH SR 2 AIE ERER ; FE0 "
RBoR5&RERD"

S
1. MNERB AT AutoSupport « M5&3d i B AutoSupport JH S22 1EBheI 2R

system node autosupport invoke -node * -type all -message MAINT=<# of
hours>h

LR AutoSupport JHEZE 1E B T2 25N

clusterl:> system node autosupport invoke -node * -type all -message
MAINT=2h

2. ZEBERIE
a. MERITHIZRAVIEH SN <

storage failover modify -node impaired node name -auto-giveback false

b. N 'y HIEEIRNEERETEZRAAMMER? i
3. ¥ZmiEHI2E 2R LOADER 12755 :

NRZIRITHZEEE. ... B4 ...

LOADER 2R BET—%,

[EEERFRE ¥ Ctrl-C , AREHIUERNEE vo
AFAIR AT IR R MIBITIEBEHI S E T EZHITHIZS

storage failover takeover -ofnode
impaired node name -halt true

-halt true B35 N\ Loaderig R i’
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BRI 2 ¢ $EHIZR I FWT = MetroCluster H1
BXAZHITHIZE, BHIRERHIZSRES, FEVERYIRITHEIZS, UESITIEENITHSSSREMNT
BT HI2sE B IR AR,
XFIbESE
s BAEIIRES B REFRIFERELTITARS, UENEITIEENITHIZS A,

BB
1. ¥€7 MetroCluster RS UBE ST HI2S R C B EIZTIEEAVITHIZE:. MetroCluster
show

2. IRIBRERET BohtIifR, WERTRULHR(E:

WMRITHIZZZH ... B4 ...

B Btk PEEMIT I —F,

EN=EIE MBETTIEBREHIZSMITITRIRNTIIRIZIE: MetroCluster
switchover

KENR, BEEER EERFEE, MRARE, BREEAHER, NRLERER

MetroCluster switchover [Bl@fEARAER, BEARBE AL,
Z‘E LTI, HEUIRERS

3. FIBITIEERERPIZIT MetroCluster heal -phase aggregates B%, UEHRETHIEER
A
Ro

controller A 1::> metrocluster heal -phase aggregates
[Job 130] Job succeeded: Heal Aggregates is successful.

MREBEWT IR, EOJLIFER  override-vetoes’ S EFH A MetroCluster heal 88%, WIREF
Rtk Rl kS, ')"J,%éjtﬁl-rgiﬁﬂﬁﬂjﬂﬁﬁ?sﬁfﬁE’]E’XE/J&O

4. {§F3 MetroCluster operation show 8 < IIHEERE B 520

controller A 1::> metrocluster operation show
Operation: heal-aggregates
State: successful
Start Time: 7/25/2016 18:45:55
End Time: 7/25/2016 18:45:56

Errors: -

S. fEH storage aggregate show YREREIRS.



controller A 1::> storage aggregate show
Aggregate Size Available Used$% State #Vols Nodes
RAID Status

aggr b2 227.1GB 227.1GB % online 0 mccl-a2
raid dp, mirrored, normal...

6. {f/ MetroCluster heal -phase root-aggregates mYBERES

mcclA::> metrocluster heal -phase root-aggregates
[Job 137] Job succeeded: Heal Root Aggregates is successful

MNREBEWT R, ERILIER -override-vetoes S EH AH MetroCluster heal 885, WR{ER
A% SE, NARFRKESTMAELEEBERENIRE R,

7. EBPREEEE L MetroCluster operation show L WIHEEIRERT BT :

mcclA::> metrocluster operation show
Operation: heal-root-aggregates
State: successful
Start Time: 7/29/2016 20:54:41
End Time: 7/29/2016 20:54:42
Errors: -

8. ERMITHERIR L, WiFFEIR.

5528 FTFHHERIZRRIR
BihEEHRRASNANS, UMM RGREMEHEER, ARBEH MRS ER ERER.
1. MREERIEH, BIERE.

2. IMFRGLPERAEIRRE ENHIEE, AREMTHIBER LR TRALLM SFP (IRFR) , HiR

TR AERR B
RGABELLERRER, WEEEMRELLERREN, S487/8F.
3. Mzl R A ERME T AL ERREHBERE 3,
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4733

CREF

o [ TIMACIEF, FHRFITHISHRIRIE HAE.
REhlesREB HAAERY, BRRESFHERISRIRAVKED,

%34 FEHPCle £
EFH PCle &, BEEHIZRHIREIE, ARKRBRES BINFHITIRE

1. INREERIEM, BIEREM.
2. PRFHZHIZE AR IR E AR L BYETZARET
3. MR MITHIBREIR 12N,

84



MER

PCle £

4. NIEHIZSEIRPENE PCle FHEEBIE—,
S. REFHEFAM PCle o

HRFFIERXTTEBED, FEEEPEA R REMIZNES. PCle ROMSTTEYIMBIETEE
&,

@ NREEBFRPEERRE R, BLAEZEEFEE, B TR, UERTUEEIRE
&, REF, ARERREMNTEHEEFE TR,

6. & LMkt EERET,

B 4T ENRELSIR
BHUTHISSIRRPIA RS, BRIERGERERZEEGSERABEE,

85



1. NREERIEH, BIEMEM.

2. B ERARIRSNAEPOFONTT, AERBEHBRIRERENRAN—F

C) BIRERSRRTEIBANAET, FRIFRFIETIEXF R,

3. IRIEREEMNARGHITHL,

MREBE TN EFLIREE (QSFP & SFP) , FIRBAEERANENERZEE.

4. STRIEHISRRIRNERRE:

IEHISRR— B2 BEENAER, MaFBREE.

MREWRFENMT ... AERITUTTE ...
HA % a. EMCIEFRTIFUENBRT, BAMANTRIZERR, BEE

NI = MetroCluster B0 &

o

5dirHEemmi, ARROREFE LAEMNSE, iITREHE
RIREE I F ERERET,

C) Rzl REB NGRS, B7RAEK, LR
HiERE R,

MRAEREFRELLAERRE, FEMTEZIRS,

INREREFEFITHISBERN G L, BEMERX LS,

ERBHHE IS AN ERRLERIRE,

FEOREFLTIIAMUERNRRT, BOENEHSEERR, B
5dirHEemi, AERFOREFE LAENSE, iITREHE
RIREE I F ERERET,

C) ?Eﬁ%ﬁﬂ%kﬂﬁﬁ,%ﬂﬁﬁﬁk,u%ﬁ
TR,

NRFEARENRESAERRE, BENLREZILE

INREARERERITHISF IR L, BEMERX LSS,

ERBTHE IS AN EDRLERIRE,

RRAEMERIBRNEIR, ARITHARRUSHENIRE,

o

S. NREHALKELESITE 40 GbE NIC FiRE IR 32 4F 10 GbE B BIEMEIEEE, BAEAIFEN TER
nicadmin convert SR IFXLEIR O 10 GbE &%,

()  sspasmsmERbgPE,

6. et MEEREETIT:
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MBEHRECT ... MRS SOl AR A S ...

HA % storage failover giveback -ofnode
impaired node name

I & MetroCluster ERE PYEHITF— . MetroCluster YIEHREL BRFEFIRIEN T —FES
5ERo

I MNREREENRE, BEMBETE: storage failover modify -node local -auto-giveback
true

$F5% ((XEWT S MetroCluster ) : LIRS
I ERNRIERA RN T = MetroCluster ELE

TE
1. WIFFFETREB T enabled K& MetroCluster node show

cluster B::> metrocluster node show

DR Configuration DR
Group Cluster Node State Mirroring Mode
1 cluster A
controller A 1 configured enabled heal roots
completed

cluster B
controller B 1 configured enabled waiting for
switchback recovery
2 entries were displayed.

2. I0FFRE SVM EMEHRES 2EE5EM: MetroCluster SVM show

3. WIHEEREEERITHERBSD LIF IR 2T EMINTEA: MetroCluster check 1if show
4. EIETIEENEREPHEMT S LA MetroCluster switchback saSHITHIEL,
5

- IIFYIERER T ESE . MetroCluster show

HEBWTF waiting for-switchback RESH, YIEHRENDEIRTT:
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cluster B::> metrocluster show

Cluster Configuration State Mode
Local: cluster B configured switchover
Remote: cluster A configured waiting-for-switchback

é%ﬁlzj: normal )Ij(n_.\E—.I-y tﬂ@*ﬁé«ﬁ%ﬁio .

cluster B::> metrocluster show

Cluster Configuration State Mode
Local: cluster B configured normal
Remote: cluster A configured normal

NRYIEIEZEER KNG A 8E5TR, ERILFER MetroCluster config-replication resync-status
show IR INEIEEHITHELIIKS,

6. EFEII1E SnapMirror B SnapVault BZE,

% 6 . FHFEEMIRE] NetApp
REBEMFEM RMA MBRRE S IEEHIREl NetApp o "EMHREIFMER"EXFMER. BEENITH,

SR JF— AFF A300

FIREREEXA, WMAMETIRRREURRE, EENITAERANER,
RAPIFTE HB M SAIE$IET;, BN, EUFBARASE,

- RIS AR HER.

- g S EBRF—RER— R,

@ RUFEMNFERE TEREROHAERBR, RENAIERE!T, B ONTAP ZREHIG
RIFBXEFERHES, HEIERERMLL,

REFHRFEHENRATES,
* BIRAIBohi# TEEIgE,
a. IREIEHI SR SHBELBIR LN LED HEEE R EBIR,
b. MR RIEM, TEIEMEM,
C. XHIRRIRFIIF IR
. X IR LR EBIRF X,
i. FTFERIRAEESS, ASMBIRRTBIRZ,
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il I EBSRIR T FE IR Lk
d. #TFEROREF EAERAS, AEROBIEFERTEITAUE, UMPIRERER,

IR
OB F R B
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FRANE R LED

i F

FE TR B E AL

- ERLREFREIREL RS,

(D oTaREd, SReRRFaREEs.

- MfRETERIRBIFF KT OFF fiE,
- ARFEXEEFOSHBESRZSGNAEFNAONTT, ARERAMRIEFREREREAE.

HIRERRITINE, REERRE.

()  #EFEEARGE, BIRAEA, CTESBTEES.

- BAOMEROREF, EHE2EEINETR, ARRKOREFHEEXAME, BROREFHERE

BRANFIBEMLE,

. BT ERIRmL:

L RIRAENERE IR ER.
ii. 559 B IR EI E 2215 IR A E E 2 FEIRo
HRMEMERS, RS LED MR,

- FTFHR IRV IR, FARWIERIRIESRN LED RUEITIE .

BIREXHE, HBIR LED F=i.
EREMREMB RMA IR FEER RO NetApp o "EFREFIEREXIFMER. BEINTHE.

SEHRSCAYEY 4 E ti— AFF A300

R

EEHITHIZIEIRPAISLETETEH ( Real-Time Clock , RTC ) EBit, LAEfkEEEMT

[BlE]Z B R A ARSI FFE P AT AR EE1To
* EELUS RIS BE RA TSP ONTAP RRALE &1L
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* RERHFTEEMARLIIERRTT; BN, SRR RRA.

F1F: XHARBUTHIZE
ERERTENEENRES R XHZHRERIRIEH 25,
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TN . KREHELE

BRAZHEHEE, COMRELHRIVRTS, AELEMZERTIE, UERTEBTRISSSAEMNZ
BT Hl SR B R R,

KXFIES

* NREFEANEBSANRS, NS MENEZRITHIZSSCSITIFHEMHSHER cluster kernel-
service show, cluster kernel-service show #r < (TEpriva IR F) Al B/ BT R AR i
WS ZH R BEMERESURZT REETKS.

/1 SCSI IR RS S HEN SEBFHEMT RIRIFPER R, EREBIRZ A, BIALBRITE

8] &,

* If you have a cluster with more than two nodes, it must be in quorum. IR EE KA R ETITIRR
RFPIERIBSE R RIEI TR A EE T alse. MR AZHITH SR 2 AIE ERER ; FE0 "
RBoR5&RERD"

S
1. MNERB AT AutoSupport « M5&3d i B AutoSupport JH S22 1EBheI 2R

system node autosupport invoke -node * -type all -message MAINT=<# of
hours>h

LR AutoSupport JHEZE 1E B T2 25N

clusterl:> system node autosupport invoke -node * -type all -message
MAINT=2h

2. ZEBERIE
a. MERITHIZRAVIEH SN <

storage failover modify -node impaired node name -auto-giveback false

b. N 'y HIEEIRNEERETEZRAAMMER? i
3. ¥ZmiEHI2E 2R LOADER 12755 :

NRZIRITHZEEE. ... B4 ...

LOADER 2R BET—%,

[EEERFRE ¥ Ctrl-C , AREHIUERNEE vo
AFAIR AT IR R MIBITIEBEHI S E T EZHITHIZS

storage failover takeover -ofnode
impaired node name -halt true

-halt true B35 N\ Loaderig R i’
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BRI 2 ¢ $EHIZR I FWT = MetroCluster H1
BXAZHITHIZE, BHIRERHIZSRES, FEVERYIRITHEIZS, UESITIEENITHSSSREMNT
BT HI2sE B IR AR,
XFIbESE
s BAEIIRES B REFRIFERELTITARS, UENEITIEENITHIZS A,

BB
1. ¥€7 MetroCluster RS UBE ST HI2S R C B EIZTIEEAVITHIZE:. MetroCluster
show

2. IRIBRERET BohtIifR, WERTRULHR(E:

WMRITHIZZZH ... B4 ...

B Btk PEEMIT I —F,

EN=EIE MBETTIEBREHIZSMITITRIRNTIIRIZIE: MetroCluster
switchover

KENR, BEEER EERFEE, MRARE, BREEAHER, NRLERER

MetroCluster switchover [Bl@fEARAER, BEARBE AL,
Z‘E LTI, HEUIRERS

3. FIBITIEERERPIZIT MetroCluster heal -phase aggregates B%, UEHRETHIEER
A
Ro

controller A 1::> metrocluster heal -phase aggregates
[Job 130] Job succeeded: Heal Aggregates is successful.

MREBEWT IR, EOJLIFER  override-vetoes’ S EFH A MetroCluster heal 88%, WIREF
Rtk Rl kS, ')"J,%éjtﬁl-rgiﬁﬂﬁﬂjﬂﬁﬁ?sﬁfﬁE’]E’XE/J&O

4. {§F3 MetroCluster operation show 8 < IIHEERE B 520

controller A 1::> metrocluster operation show
Operation: heal-aggregates
State: successful
Start Time: 7/25/2016 18:45:55
End Time: 7/25/2016 18:45:56

Errors: -

S. fEH storage aggregate show YREREIRS.
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controller A 1::> storage aggregate show
Aggregate Size Available Used$% State #Vols Nodes
RAID Status

aggr b2 227.1GB 227.1GB % online 0 mccl-a2
raid dp, mirrored, normal...

6. {f/ MetroCluster heal -phase root-aggregates mYBERES

mcclA::> metrocluster heal -phase root-aggregates
[Job 137] Job succeeded: Heal Root Aggregates is successful

MREBEWT R, EAILUERA -override-vetoes B EM & H MetroCluster heal #8%, WRFEH
IEENESE, WRSRESEAMELLEEIRENIRE R,
7. EBPREEEE L MetroCluster operation show L WIHEEIRERT BT :
mcclA::> metrocluster operation show
Operation: heal-root-aggregates
State: successful
Start Time: 7/29/2016 20:54:41

End Time: 7/29/2016 20:54:42
Errors: -

8. ERMITHERIR L, WiFFEIR.

5528 FTFHHERIZRRIR
BihEEHRRASNANS, UMM RGREMEHEER, ARBEH MRS ER ERER.

1. MREERIEH, BIERE.

2. IMFRGLPERAEIRRE ENHIEE, AREMTHIBER LR TRALLM SFP (IRFR) , HiR
TR AR B,

RGABELLERRER, WEEEMRELLERREN, S487/8F.
3. Mzl R A ERME T AL ERREHBERE 3,

94



e CRIEF

O [ THIMICIEF, FHRRFITHISHERIB HAE.
RriEH s R R HAFERT, IBHRESRHE R SR IRBVERER.

53 EM|RTC Hith
BE RTC B, BRI FHEIFHRIRSESD BIRF#H1TIR(F

1. NREE RIEM, FIEHER,
2. 1% RTC EBith,
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w

- FEMERRER MR, KEIeR L EMIR, ARRKEMAEERHE T,

C) MEEBERFRENH BRY, IEER AR, BAMRENS, BIIERBEESREF. Bt
FESSARIINS BT ER MBI E,

4. MEHEREEI IR AN E R A it

O. HEHTHISRRPH T ABEIMSIR,

6. 12 RTC HMAIRIE, AERREMARIAFETHE, FEBABMEF,
/. BUKREEM, BRESTERETEMETR, FHFERMEER.
%4 ENREEHSERAIRETMR RTC Bitt/5898¢ 8 / BHHR

EHIEHIRFRRPRVAN G, BUNERFTETERRZEGSRER, ERERE LHNENRM, 2BRH
Eo

1. NRERKXEENE HIEHIBREIRER, BRFEXF,
2. BiIERISERNRIGESTREPOAOXNTT, ARFERHSEREREARSN—F,

BRI RRTEEAFER, FRIERGHET X,
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3. IRIEFREEMNRAH T,
MNREEEI TN ER%IEEE (QSFP 3 SFP) , BB EERANANERLTEE].

4 MREHRTRIR, BEMBANLR, AREMTERRLEER.
O. SERIEHIBIERN BT

a. EMCIBFATAUENERT, BIENTHIZEER, BEEIESPRATEMA, AEFLEIEF

& FEIBEE.
RIS RS EOIIET ERRRET.
() #esIsEmmANAER, EIRAEA, UGRITESES.

a. NRERBMRERLERRE, BEMREZILSE.
b. {ERAMIFHEREAEAER R EIRIRE,
C. RERAEMERIERMER, ARHTARRUBHEEIE.
d. 7£ LOADER b E {FHH 25,
6. EE=HIR LRI EIM B HR:
a. £ show date SRLHEZTITINL RIFAVIZH2E LAY B EAFESE,
b. 7 B#RiEHI23 £ LOADER 27, 1ZERYEIH HEA,
C. IBHME, BEEM set date MM/dd/yyyy BB,
d. WNBHE, 5 set time hh | mm : ss BLTE GMT HIGERTE,
e. HaiA BAniEHles L py B EAFNRYEL,
7. 7£ LOADER 27~ ff4, BN bye UEHIAK PCle RAMEMAN, HiLEHBREMEE.

8. XX ITHSHITEE, FEHMEIEEIETT: storage failover giveback -ofnode
impaired node name

9. MRBZABNRIE, BEMRBAT: storage failover modify -node local -auto-giveback

true

% 54 YIENT = MetroCluster B0 & FHIERE
SN RIEAIH ST = MetroCluster EE &,

P$IE
1. WIFFrET RSN T enabled IR MetroCluster node show
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cluster B::> metrocluster node show
DR Configuration

Group Cluster Node State

1 cluster A
controller A 1 configured
completed
cluster B
controller B 1 configured
switchback recovery
2 entries were displayed.

DR
Mirroring Mode

enabled heal roots

enabled waiting for

2. BIFFRB SVM LHEFHRIP BB E5EM . MetroCluster SVM show
3. WIHMEERFEERITHEMRBE LIF TS EMIN5ER: MetroCluster check 1if show

4. 155

WRYEFE Eﬁkﬁ@?%%
show SR IOEIETERH

BITIEENEEPNERIT = E{FAH MetroCluster switchback #F<
S. WFYICliR{ER

EBE5ER: MetroCluster show

cluster B::> metrocluster show

LHITYIEL

LHEBWTF waiting for-switchback IRESH, YIEHRENDEIRTT:

Cluster Configuration State Mode
Local: cluster B configured switchover
Remote: cluster A configured waiting-for-switchback

HEBT normal IKEBY, HIEHRIESEM.

cluster B::> metrocluster show

Cluster Configuration State Mode
Local: cluster B configured normal
Remote: cluster A configured normal

TTHELZIIRTS,

6. EFHEILEA SnapMirror B SnapVault E2E.
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%6 . KFHPESFHHIRE] NetApp

RIREMREME RMA RBIR SRR E] NetApp o "EIfHREIFIER " EXFMER. FERNNHE.
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