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BahfT R E LA — AFF A300

BEIN REFERRERINERN—AEXHFN_RREXHN (BEIRER) . RIEEBH
(EECE, SR LUATTEREa R E iR,

R FERBIUER fat32 BY USB NFIREHER, HEBEIMFHEBEREN inage_xxx.tgz Xffo
BRI image xxx.tgz XHFEHIE] USB IN7FREHeE, LAHHGEEIRESEPFER.

* BB BT R 7 AR B K TR R var XHFRSE:
© BMITERUERER, HIUF HA FEREINSELUER var XIHFRS
© BMITHETER, EARFENKZEZAAER var XERYE, BUIEFEEMEIRAR,
BTG ERRER B R MR QIR BRI ER FRU A
* BEUEERNT R ENAU TP RPRGS:
° RPN REEEEETRITEPEIT R
c BITRARFHTR _ @FMT R HA BB T =

ER}

WENNEZAZFNIRS- AFF A300

NRREFERSZNHIERE, EFERIEBHNTRENNER "EHS'ZHI MRS, AFF
AR SN FEIRNNMERF. FXFHEBRMNHME

HEEHONTAPAZ S 2 FNetAppENE (NVE), HEXAEHRISZ At ERREEBE ST EIRS.

FE 1. 195 NVE ZHEFH THIEHBIONTAPIRER
HE ZAIONTAPHR S B E 215 NetApp B INER (NVE), LUEETE LU T IEMAIONTAPBME SR E R BT F.

p
1. B EHONTAPRR A E S T INE

version -v
MR EIE 10n0-DARE, MIEHIERAR AR ZIINVE,

2. FHE NVE ZHEHIONTAPE&:
° YNRZHF NVE: TEHHENetAppEINZEHIONTAPIE
° NRAZHE NVE: TEHATNetAppEINZEHIONTAPM G

@ MNetApp3z MG T EHONTAPBRIREIIEH) HTTP 3¢ FTP ARSSsRai At 432, 1E5Eik
Boh RS, ERFEUIREGS

TERASPEITH B 2 A, BIIEEAEEBREEHEOHVERER.



p
1. BMEEHRGLER TN EHREES!

ONTAP higs BITIER <
ONTAP 9. 14. 15 EFhRZs security key-manager keystore show

* NRBATEKM. "EKM NE7Ean <t A5 H,
* MRBATOKM. "OKM NIEEar<LHHATIE,

* NRKRBHAZHEESE. No key manager keystores configured’
NaEs<hmEPyIL,

ONTAP 9.13.1 SR EE R kA security key-manager show-key-store

* MEBBATEKM. ‘external M&fEa<imE a5 H,
* MNEBRBATOKM. “onboard M&EsHSHEARFIH,
* MNRKEHAZAEIELE. No key managers configured M S 1E6D

LI,
2. RBAZHESHE T BAEIER, FITUTIREZ—!
NRKRECEZAEIESS:
SR AR 2R IEIEHIZS, HUEHRITXIYEZR,
NRECE 7T ZAEIER (EKM 5 OKM)
a. WMALUTERGS, EFEREERPEHEIERRIIRE:
security key-manager key query

b. EFRMNERHIOEHFRIE, "Restored iHF, WIS EIAEERE (EKM 5 OKM) KIS HIIEER
HEREERIIME,

3. IFIRIEEHNEZRERR LB TMENARELE:



HNEREZEAETESS (EKM )
RIESESTH UL T, "Restored I F,

NRFAERBEHER true EBIRE !
BRI R X HASRIEEGIEE, HASHITIIIER,
NREFARETHERRE true’ T“BIRE"FIH:
a. BN EIRAERIAME D EHPHFE TR
security key-manager external restore
INRABSHITERY, TBEXRENetAppZ s,
b. HIAFRE S IIEZBHEMES
security key-manager key query
Haik "Restored SRR “true & A FFIE S HRIEER.
C. MNRPIERAMEME, WrJUAREMKFAHEITHIEFHUSEHITRNIZR,

IREZEAEIEE (OKM )
RIESESTH U TS E, "Restored I+,

NRFIERBEER true' 7E“BIRE"FIH:
a. &1 OKM 58
L PR EI S RAPRIER :
set -priv advanced
BNy SRR ERRT,
. BRBAEEEMER:
security key-manager onboard show-backup
ii. &5 B8 HIEI R IRA S B E XX,
MREEHRIRPEEFHNE OKM, EEBELENHES.
i, 13 [O]EIE ST
set -priv admin
b. R UL LMK IEITEIEE, HYLERITRIIER

NREFIRERRERZE true T EME"7H:



a. EFIRFEREES:
security key-manager onboard sync
HIRREY, BN 32 MFEENFERFAHSHNBRREERT,.

C) XEEERVEE EHZRAE RSN ENEESTERBEE, NRELEIERD
5B, BB RENetAppziF,

b. IBEHINFIE B IIEERHEME
security key-manager key query

ik Restored B8R true WFIEESMWIEZIAN Key Manager HEE

*onboards
c. &7 OKM 5 8.:
. R B SR PRAET -
set -priv advanced
BN Ty BB,
. BTREAEEEMER:
security key-manager onboard show-backup
ii. Y& BB RIRAS 3R B E S,
MRAEFHIRPBEEFoINE OKM, BREEELEHER.
iil. JREEIEGIET
set -priv admin

d. eI T et XAHMEIETEE, HBRERITXIER.

X A= HITHI2S - AFF A300

FERIESEEE NIRRT XA SR E T H25. AFF A300R SN IFFoRB TRk
SEFE, FAXEHEEINREmE,

ER A . KSHERE

=pk NVE 5 NSE 15/5, BEEXFTRITHE,

p
1. R=454E 288 29 LOADER 2R 1F:



NRZHEHIBETR ... BA ...

LOADER 12T 3£ ZE "Remove controller module" o
[EESERFRE . & Ctrl-C , AREHMETRREE v,

AR EERRTT AR METEBNEHSRRENEERRAITEEE. storage failover

FHEET) takeover -ofnode impaired node name

L2IRITHI2E £ Waiting for giveback... Y, &% Ctr-C , ABEIE v

2. 7£ LOADER 754, HN printenv MHRFIBEBEIFREE, FiabRERBEXHF.

() nEESRERTRTEERET, WikhSTaTRIER.

PRI 2 © 1THIZEK A MetroCluster B &

5tk NVE 8 NSE £55/5, EFBEXAZRHR TR
()  OREORARAWT A MetroCluster BEE, W/NEMILBIESE.

BRAZFITH R, EOTHEERISRANS, ATCENRERH R, UESITESERIZSRSRS MRS
EafF g HE (IR,

* If you have a cluster with more than two nodes, it must be in quorum IR EE KA HH BT TR RLF
RIS E ARG TR A E E R alse. MSMEXRAZHITH R ZAIE ERFHER ; BER "HTR5
EBED"S

* NREFEHBIZE MetroCluster Bt E, MATMFIAEEE MetroCluster ILEIRZE, HEATRATFERHEAILE
BHRE (MetroCluster node show) o

-
1. MNERBAT AutoSupport , M@ EA AutoSupport JHEZ1IEBTNBIEZES]: ssystem node

AutoSupport invoke -node * -type all -message MAINT=number of hours downh

AT AutoSupport SHEZ IE BB RGNS clusterl : * > system node AutoSupport
invoke -node * -type all -message MAINT=2h

2. NIBTTIEERITHIZEMIEHI B2 BEMASE: storage failover modify - node local -auto
-giveback false

3. B¥ZMITHIZEE R LOADER $&/Rff:

MRZHITHEZE R ... BA ...
LOADER 12RfF BET—%,
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NRZHEHIBETR ... BA ...
EESFHRE & Ctr-C , AREHIRREEE vo

AR RERRTN AR MSTEBNEHSREENEERMERE. storage failover

SrEg) takeover -ofnode impaired node name

L 2RI HI2s £ Waiting for giveback... BY, #& Ctr-C , AREIE v

o

Option 3: Controller is in a two-node MetroCluster
5th% NVE 3¢ NSE £55f5, EREXFZMT

BEXRAZFITH R, BOTRERERISRAIAS, AECENIUEE RS, UESITESEHIZSRSS MRS
Zair R HtEkdE.

XFIAES
* BRIEIRES TR REFRFERA T RS, UERGITERNERISEMHE,

PIE
1. #2& MetroCluster RS LUHEZHITHIZE 2 E B B EIZTIEFRITHI2E . MetroCluster show

2. RIBRBRET BnptI, REBTRALIRIE:

MRITHIZZZ ... A4 ...

B Btk PYEHITT—D,

R Bohiik MIBITIE B RUEHIZSATITRIALIHIZIE:. MetroCluster
switchover

RER, EEEER EETRHEE, MRARE, BRRAEERHER. NRTEMFREH
i fE

e}
MetroCluster switchover mp R, BEEARAZR.
LHITUIMR, HEUMBERER

3. FIBITIEENEETIBIT MetroCluster heal -phase aggregates e, UEMRTHIERS.

controller A 1::> metrocluster heal -phase aggregates
[Job 130] Job succeeded: Heal Aggregates is successful.

WMREBEWS R, EAILUER  override-vetoes” B¥EH A MetroCluster heal ¥, NREMILA]
B, WRASARKESZTAEILEERIENRET R,

4. {5/ MetroCluster operation show # < IIFIZ1FR S B 5o



controller A 1::> metrocluster operation show
Operation: heal-aggregates
State: successful
Start Time: 7/25/2016 18:45:55
End Time: 7/25/2016 18:45:56
Errors: -

S. {FH storage aggregate show MR ERSIRE,

controller A 1::> storage aggregate show

Aggregate Size Available Used% State #Vols Nodes RAID
Status
aggr b2 227.1GB 227.1GB % online 0 mccl-az2

raid dp, mirrored, normal...

6. f£F MetroCluster heal -phase root-aggregates WL RBRERES,

mcclA::> metrocluster heal -phase root-aggregates
[Job 137] Job succeeded: Heal Root Aggregates is successful

yuiﬂﬁg?& 5)R, B LAER -override-vetoes B3 EF & MetroCluster heal 1%, WIREALLA]
S, WRSKEESTAMEILEESRENIRTR,

7. B REEf L{FH MetroCluster operation show RS WIHEERIERTETMK:

mcclA::> metrocluster operation show
Operation: heal-root-aggregates
State: successful
Start Time: 7/29/2016 20:54:41
End Time: 7/29/2016 20:54:42
Errors: -

8. ERHUTHIZRIR £, B EEIR,

BB 57 Fi— AFF A300

BEMRBEINTE, SOE TRRIEGRIZERIR, KRB, FHFERE&EEE
USB [XfFIREhE8. AFF AS00RSINIFFRIETINT RIMERF. A ZFEIBEMI TR
£,



$£1%: HTERISER
BT HISSAERVAN, BTN RFERE EHIZRRIR, AGBH TERISSER LSRR,

1. MR EAREM, BIEMREM,

2. INFPRAEAES A EIRIGE ENWIAE, AEMTHIZBER LR TRALEN SFP (MMRFE) , HiR
ERA L AERR LB

REABERLEERET, UWEEERTTESLAEEREN, SEHIERF.

3. Mzl RRM A ERME T AL ERREHBERE S,

R IEF

o [ FRIDIIETF, FHARHTHISERB L8,
REh SRR HAFERT, IRHRESRHE R 3R IRBVERER.



%24 BHBENFH— AFF A300
ST H 2SR B B oh T R HH R BRI BRI (T,

1 MNREEAREM, BIEMREM,
2. {EF TEISHTHIZREIR EA FRU BRESHREIBTh TR

P . =

\

r
3 BB BIINE LNESRE, BERMNTMEINEPRR, ARERKEZENHEMNFiEE.

i ;

@ BRBHTREER L, EAXEA] R RS AN .
4. BEABMNRBLES Boh T RIEENTT, RAEREREENGE,
o WERMNAR, WERETEEETHEIET.
WEBE, BIRHBHN A EHERENEE.

6. | T BT RLES BN RINT LRI BIE R,
7. & LTRSS RIRIN S

10



£ 3% BEmRGEREIBIIN R

EO] LUE R B 2GR USB INFEIRI2 G RAAMEGLEINERNEN K. B, ENIFEIIRIED BHREE
R var X RS,

* B AB— BRI 32 UM USB AFRENEE, HEREE/HN 4GB,

* 52T HIZRIEITHY ONTAP BUERRASHERIFEIZAS, &ERILUAM NetApp SZiFih = _EAY "Downloads” 293 T&
FER A B {S

° YIRBAT NVE , BRI THIRAFRIET, £/A NetApp BMNE THRE,
° IRKEA NVE , BRI THIRATRIET, EAMER NetApp SMERIIER T THMRE.
* NREWRFERE HA X, WATEHMEERE,
* MREPRRZIMIRY, WAFENEER, BEER var XHRFEH, EBOTRITHINERBR,

a. FIEHISERHKRIGESHTEROAONTT, ARFEHSEREEEARSN—F,
b. EFRFELLERRE, HRIEFEEINRFHITHL.

EMLET, WREBHIMTNLLEKRE (SFP) , BILEHMREEN.
C. ¥ USB INTFIEmhas il N IZHI2R1=R3R Y USB it
IR USB NFISR REEIRA USB ig&mIEEH, MARE USB iEHaisOH.

d. BITHIBBIRTLNRGTR, HROBIBFEF USB iAEFIRENE, ABEMORIEF UTTRITHI2 &
REUFLAL, BORIEFHEXAMUE, ARITEEMEL,

EHBR—BEReREINER, mIFREE.

e. #% Ctrl-C B andiz, HEMBREFRRTMEL, NREZEEBEEEEE, 1BIK Ctrl-C Ik ...
MRKRERICHE, 151 Ctrl-C , EERETLIBMEI4HPIRET, AEEFEHIZEUEEIMEBER.

L WFHHEPE—MEHBNRR, EMEERRHTHER,
ARG EhHEETE LOADER eRFF4b.

- 7£ LOADER 2R bR B LR EE A

* NREFRLE DHCP . ifconfig ela -auto

FERENBRREOREESMEIEETIR var XIEERFHRE, BT5aTEERE
@ PSSR ETEEIBEMRIE . You can also use the eOM port in this
command.

" NRERLEFDNEE: ifconfig ela -addr=filer addr -mask=netmask -gw=gateway
-dns=dns_addr-domain=dns domain

* filer_addr @TFERLHY IP ik,
* netmask @&EIEE HA BEX T B IEWLE R LE BT,

11



* gateway ZMLEHIM X,
* dns_addr M L2 AR 2809 IP Hitlk,
* dns_domain BIHZ A% (DNS) EH#E.

NRERAMANESE, NWEFEMKZEEIRSS 2 URL AERTERES®. BRFERSHEN
]

@ TRZRORTEREAMSY. BXFARE, JUEEMHRERFAMEA help ifconfig

o

h. aNSRIEHIERA F MR B S 4T E %M MetroCluster A7, MIMATUAIR FC (EHEC2RELE :
.. BohEI4IFER: boot ontap maint

ii. } MetroCluster i[1IRENBEIFERF: ucadmin modify -m fc -t initiator
adapter name

iil. halt IREIFRT: halt
X BT RSB B SE .

BzhikE &% — AFF A300

MIREBRME B Eh R H SRR REUR T R AR DA T IIERIZEMetroClusterfc &, AFF
ARSI FEIRNN IMERF. FXFHFEHBRMNTHRIRE,

EIM1 : RERRS
TR USB IREhE8/Z 50 ONTAP BR(E, BRENXMGRASGHBIEFMRT S,
LHRES BIEBIS RAARRXANT = MetroCluster EEE,
1. M LOADER #@/RTF&t, M USB INERmIZRBNMEME: boot recovery
LEBR{EIE M USB IN7ZIREHES T 2o

2. BIRRE, BRARGERSIESRE HIES N ERNBIAME,
3. F[E var XRS5

12



MRERY ...
PR IE

T L&

4. BRIFREEBIRTENISE:

a. 154228 2~ LOADER 12715

= AR E M

b. 5/ printenv G ¥NEIMELEIRE,

Ba .

a.

b.

HAGIRTELRENEREN, Kyo
RETRARFIIZEFIZRIRENSRINRRI . set

-privilege advanced

1&1T restore backup #i<: ssystem node restore-backup
-node local -target-address
impaired node ip address

BiTHZZMENEERLRT). set -privilege admin
HRASGRTNEERERAENREN, &y
ERGIRTEMBoHTHISRE, Ky,

HAGIRTELRENEERN, & no
Ao ERBI RS
MERBRERERE * NEPDEEEHRAE * (BPRNEF) E

MRAFRTEREER, BFRyvo

C. MNRIFBETERIZTNHEAIRE, 1A setenv environment-variable-name changed-

value B3 HFHITIENR,

d. M savenv WP FREFMMEIEN

S F—PMEURFIEHNARREKE:

c MBI ARLKELE TIREZAEIESR, NSE & NVE , FEE RIEZEEIRFE OKM , NSE #1 NVE
RN ARFAKREEREZIAEIESE, NSE X NVE , BRATHHTE,
6. 7£ LOADER R4, ¥ boot ontap %%

MREER ...

ERETM

EREEFERRTE

7. BEH QLR BT HlER.

A4 ...
E?:?:—F_io

a. BREBECEHIZR,

b.

fEF storage failover show n<HIABIRTHESE ERFH
1TRIE,

8. {FH storage failover giveback -fromnode local Bp<3RIEIEHEs.

13



9. EEBHR R, FM net int -is-home false MLKWEFIEZO,
WRAEEHFEEOYIA "false" , FEH net int revert AP BEXEEOREREFIFEO,

10. BizHI B RLBECBERITHIZE, AREBIT version -v 83 LAEZE ONTAP higs,
M. /A storage failover modify -node local -auto-giveback true SRSZEBERAEE, &
REZER.

I 2 . 1EHIZUTF XTI = MetroCluster #2
BAM USB IREH2R B 50 ONTAP IS HIGIFIMBET 2,
IRES BERIR R AEXBEANT = MetroCluster ELE

PR
1. M LOADER #&7R#F4k, M USB iATZIEENERBoIREMA: boot recovery

HEBRERE M USB (N7 3R EDER T &o

2. HIWRTREY, IFMARGE SRR R LIESNETRIIRIAR K.
3. REMKE, BohEFREIE:

a. SAGRTETRENEEN, & no

b. URFIRTEENRN, R v FFAERARRENIMT.

ARG, BREETF TR ISR,

4. ERSGBoHEY, 1T&E Press Ctrl-C for Boot Menu HEBEGE ctr1-c, HEET Boot Menu Bfi%E
FRIEIN 6 ,

S. W IR T ERTIRTEIRE,
a. T 5 27~ LOADER 125,
b. /8 printenv YN EIMELEIRE,

C. MNRIFIBETERIZTNHEAIRE, 1AM setenv environment-variable-name changed-
value BT EHITIEL

d. M savenv MY REFAMBIER,
e BB TE,

Y1 TS = MetroCluster B2 & FHIER &— AFF A300

FTERBMNTEERE, HiTMetroClustert#i&(E, AFF A300RGH X2 FaIBahi T ik
ERRF. ARFEMEMNTRRE,

I ERNRIER RN T = MetroCluster ECE

PIE
1. WIFFrET RSN T enabled IR MetroCluster node show

14



cluster B::> metrocluster node show

DR Configuration DR
Group Cluster Node State Mirroring Mode
1 cluster A
controller A 1 configured enabled heal roots
completed

cluster B
controller B 1 configured enabled waiting for
switchback recovery
2 entries were displayed.

2. BIFFRB SVM LHEFHRIP BB E5EM . MetroCluster SVM show

3. WIHMEERFEERITHEMRBE LIF TS EMIN5ER: MetroCluster check 1if show
4 EETEENERPNEAT S EEH MetroCluster switchback fSHITHIEL
5

- IFYIEIRER B ESE . MetroCluster show

HEBAT waiting for-switchback IRKSH, YIEHE(EDIEETT:

cluster B::> metrocluster show

Cluster Configuration State Mode
Local: cluster B configured switchover
Remote: cluster A configured waiting-for-switchback

LEBLT normal KSR, YIEHEIESTR. -

cluster B::> metrocluster show

Cluster Configuration State Mode
Local: cluster B configured normal
Remote: cluster A configured normal

MNRYICIEEBR KT IE A 8ETERL, SRR MetroCluster config-replication resync-status

show BR LB EEHITRIRELAVIAT,.

6. EFHEILEA SnapMirror B SnapVault E2E.

15



1S 1N%%- AFF A300

IEEMBNNT R LRIINE. AFF AS00RFNZIFF RN RMERF. AIFEME
TR E

RIBEHNERERSEEE, TAENNTRUMERENE, NRETHECHRAEAB N EAEERS, 1H1E
EEERHN RERI R RIHRINILE,

16



IREZAEIEEE (OKM )
MONTAP S B3R BE R AR 2 SR E 1288 (OKM)EC &L

FaZ Al

BRAREEESEFUTER:
* ERANEECENEEEIEN "EREREAEE"
* "IREEAEIESENFNER"

* EAUTARRIEHERSRE ERMEEIEM & iiE:

RIEIE 2

P

X T SRITHI2S:

1. BRI A S BRI H 28 L

2. MONTAPEEhFEH, EFMENAYEDT:

ONTAP hRrZs priz 21 gvll
ONTAP 9.8 SR EShRZS IR0,
BB ERA

"SNAIIIEAR E A SR E IR R () AL EEEERY

Please choose one of the following:

all disks.

1) Normal Boot.

2) Boot without /etc/rc.

3) Change password.

4) Clean configuration and initialize

5) Maintenance mode boot.

(

(6) Update flash from backup config.
(7) Install new software first.

(8) Reboot node.

(9) Configure Advanced Drive
Partitioning.

(10) Set Onboard Key Manager recovery

secrets.

(11) Configure node for external key

management.

Selection (1-11)2? 10
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ONTAP (R i1yl
ONTAP 9 7R ERhRZA EFRPRIAIN recover onboard keymanager

7/

BB ERA

Please choose one of the following:

(1) Normal Boot.

(2) Boot without /etc/rc.

(3) Change password.

(4) Clean configuration and initialize
all disks.

5) Maintenance mode boot.

(

(6) Update flash from backup config.
(7) Install new software first.

(8) Reboot node.

(9) Configure Advanced Drive
Partitioning.

Selection (1-19)7?
recover onboard keymanager

3. WIS, EHINERSEMREMELIZ:
BRRHRTRET

This option must be used only in disaster recovery procedures. Are you
sure? (y or n):

4. MNEESCENERZIEM X,
MNEEEY, EHafRREMEBARS.
BRI
Enter the passphrase for onboard key management:

Enter the passphrase again to confirm:

o BHANEMEER:

a. ¥E5M5M BEGIN BACKUP 17ZI END BACKUP 1THIFRERS, SIERITS,



BRI

Enter the backup data:

—————————————————————————— BEGIN

BACKUP————————————— -
01234567890123456789012345678901234567890123456789012345678901
23

12345678901234567890123456789012345678901234567890123456789012
34
23456789012345678901234567890123456789012345678901234567890123
45
34567890123456789012345678901234567890123456789012345678901234
56
45678901234567890123456789012345678901234567890123456789012345
67
AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAARAA
AA
AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAA
AA
AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAARA
AA
AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAARAA
AA
AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAA
AA
AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAARA
AA
AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAARA
AA
AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAA
AA
AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAARA
AA
AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAARA
AA
AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAARA
AA
AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAA
AA
AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAARA
AA
AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAA
AA
AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAA
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AA
AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAARAA

AA
AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAA
AA
AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAARARA
AA
01234567890123456789012345678901234567890123456789012345678901
23
12345678901234567890123456789012345678901234567890123456789012
34
23456789012345678901234567890123456789012345678901234567890123
45
AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAA
AA
AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAA
AA
AAAAAAAAAAAAAARAAAAAARAAAAAAAAAAAAAAAAAAAAAAAAAAANAAAAANAAAAANAA
AA

——————————————————————————— END
BACKUP--————————— = —————

b. M ANRBLERE, BRREER,
mELETN, FETUTHES:

Successfully recovered keymanager secrets.



BRI

Trying to recover keymanager secrets....

Setting recovery material for the onboard key manager
Recovery secrets set successfully

Trying to delete any existing km onboard.wkeydb file.

Successfully recovered keymanager secrets.

R b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b db g
khkkkkhkhkkhk ki hrkkhkkhkkkkkhx

* Select option " (1) Normal Boot." to complete recovery process.
*

* Run the "security key-manager onboard sync" command to
synchronize the key database after the node reboots.

R b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b i b b b b b b b b b b Y

R b b b b b b b b b b b b b b b b o d

@ MRETHHHERAEUTARS, B7N#HEEIE{E. Successfully recovered
keymanager secrets . H{THPEHIFRULEEIR,

6. 3R 1" MBI B4R R ThiH NONTAP,
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10.

BRI

R b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b g

R IR I e I b dh db I b I b db b Ib b 4

* Select option " (1) Normal Boot." to complete the recovery

process.
*

R R i e S i b I b b b b 2h b b dh b Sb b 2 dh b b S b dh b b S b dh b b dh b db b db db b b b b 2h b b dh b db b b db b b Sb i db b 4

R b b b b b b b b b b b b b b b b b

(1) Normal Boot.

(2) Boot without /etc/rc.

(3) Change password.

(4) Clean configuration and initialize all disks.
(5) Maintenance mode boot.

(6) Update flash from backup config.

(7) Install new software first.

(8) Reboot node.

(9) Configure Advanced Drive Partitioning.

(10) Set Onboard Key Manager recovery secrets.
(11) Configure node for external key management.

Selection (1-11)2 1

A Hlgg TR e EmUTMER:

Waiting for giveback..(Press Ctrl-C to abort wait)

KT ERINFIERIZSE

AR HIEE -

storage failover giveback -fromnode local -only-cfo-aggregates true
KT RIIEHIRE:

{XfER CFO BERMfE, AP EAEESE:

security key-manager onboard sync

HIGRREY, WMAERSCERRSEAEIESRTEE.



1.

12.

13.

14.

BRI

Enter the cluster-wide passphrase for the Onboard Key Manager:

All offline encrypted volumes will be brought online and the
corresponding volume encryption keys (VEKs) will be restored
automatically within 10 minutes. If any offline encrypted
volumes are not brought online automatically, they can be
brought online manually using the "volume online -vserver

<vserver> -volume <volume name>" command.

(D NRED AT, MREISEHETRT, FESHEMES. MRRAPKY, NTEREISEE
R ZAIETHEIRERS. B7HERE, HEHRGEILERRPRIIALE,

HIAFREZRYIERY .

security key-manager key query -restored false

ZE R AMNREERER, MREMERER, BFEERTHS, BEIRBEERELENLL,
KT AR HIZE:

IR 8R

storage failover giveback -fromnode local

NRFERT Bk, WERE:

storage failover modify -node local -auto-giveback true

YR BT AutoSupport. AR B ahtl E22=F1:

system node autosupport invoke -node * -type all -message MAINT=END

SNEBZIAETERS (EKM)
MONTAPE o ER RN R IAEIRSALE,

FraZ a0
MB—PEET REEDPREUTXHE:

p

*Icfcard/kmip/servers.cfg' X4 a3, KMIP AR5 283tk Alim O
*/cfcard/kmip/certs/client.crt' XX (& FiiE+H)
*/cfcard/kmip/certs/client.key X4 (Z P IHZEH)
/cfcard/kmip/certs/CA.pem X (KMIP fz5528 CA IEH)

&

23
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KT R HlE

1. A E IR R E R R ST HI28 L
2. JEIREIR 11" MONTAPB SIS &,

ERBhRERA

3. HIMERAY, FHRIAEEWRERIFRER:

Normal Boot.

Boot without /etc/rc.

Change password.

Clean configuration and initialize all disks.

Maintenance mode boot.

Install new software first.

Reboot node.

Configure Advanced Drive Partitioning.

) Set Onboard Key Manager recovery secrets.

(1)
(2)
(3)
(4)
(5)
(6) Update flash from backup config.
(7)
(8)
(9)
(10
(1

1) Configure node for external key management.
Selection (1-11)2 11

BRI

4. HIRREY, FRATFPRNRSSRES:

o

e o

®

Do you have a copy
{y/n}
Do you have a copy
{y/n}
Do you have a copy
Do you have a copy

of the

of the

of the
of the

/cfcard/kmip/certs/client.crt file?

/cfcard/kmip/certs/client.key file?

/cfcard/kmip/certs/CA.pem file? {y/n}
/cfcard/kmip/servers.cfg file? {y/n}

WMAEPIRIER (clientert) XHHIAZR, 81E BEGIN 1751 END 17,

- BAEFmZE (clientkey) XHHIRNZE, B#E BEGIN #1 END 17

N KMIP BR5588 CA(s) (CA.pem) XHRZA, BFE BEGIN 1 END 17,

BHAKMIPARSS 28 Pt

- HIN KMIP fRSZ88im 0 (3% Enter $2{ERERIAIRO 5696) o



Bl

Enter the client certificate (client.crt) file contents:

Enter the client key (client.key) file contents:

Enter the KMIP server CA(s) (CA.pem) file contents:

Enter the IP address for the KMIP server: 10.10.10.10
Enter the port for the KMIP server [5696]:

System is ready to utilize external key manager(s).
Trying to recover keys from key servers....

kmip init: configuring ports

Running command '/sbin/ifconfig e0M'

kmip init: cmd: ReleaseExtraBSDPort eOM

WmEPIETTR, HERUTHR:
Successfully recovered keymanager secrets.
Er vt
System is ready to utilize external key manager(s).
Trying to recover keys from key servers....

Performing initialization of OpenSSL
Successfully recovered keymanager secrets.

O. JEFRETN 1" MIBBISR B ER R Th i NONTAP,
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BRI

R b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b g

kAhkKkkkhkhkkk kKX kK

* Select option " (1) Normal Boot." to complete the recovery

process.
*

R R i e S i b I b b b b 2h b b dh b Sb b 2 dh b b S b dh b b S b dh b b dh b db b db db b b b b 2h b b dh b db b b db b b Sb i db b 4

Xk kkkkkkk kK

Normal Boot.

Boot without /etc/rc.

Change password.

Clean configuration and initialize all disks.
Maintenance mode boot.

Install new software first.
Reboot node.
Configure Advanced Drive Partitioning.

(1)

(2)

(3)

(4)

(5)

(6) Update flash from backup config.

(7)

(8)

(9)

(10) Set Onboard Key Manager recovery secrets.
(1

1) Configure node for external key management.
Selection (1-11)2 1

6. INREZATBIRiE. MWFEREE:
storage failover modify -node local -auto-giveback true

7. SNR B AT AutoSupport. MR BhelEZ=A:

system node autosupport invoke -node * -type all -message MAINT=END

BEEER IR [C]48 NetApp — AFF A300

EMBEMN R, BEHEIREIREINetApp o« AFF A300RS N IFFENBEINRIRE
Fo. AZFEIBRNTRIIRE,

ZBEMHREMIE RMA 5H BB FEE4IRE] NetApp o "SMFERIFIER"BXRIFMEE. B2 WNIH,
-
Mg

WA E A — AFF A300
EEHNFE, BATEZHRNAETHNER, NBEHMEHSEREERIE, REREL

26
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R ARSANVERZ B EE RN SRR SRRV,
RGP EMAFLIIERERTT; BN, SRR RRA .

* BRILUS IR E D RS RAHFHIFTE ONTAP IRASE SR,
* REIIRED RN, RIREERERSBERZERNIE, HELANFEZ NetApp BIFTAH M,
* IREPBREMAR T T WTFNTRER, STREBMERETEIRSPERFERD R,

X A1z HI25— AFF A300
EEMNFE, DIOXAITHIZS.

IR 1 KSR

I EERTFAENT REBEN RS, BXEHIFEENEEXFANFMAER, BB "EEXANBMFER
YRR T RASEE—NetAppAIRE",
Froaz Al
* RREAENERNNRIEE:
° ONTAP WA EE 5 FR.
° B NMEHIZZHIBMCHEI A4,
* MREIREHITERMMEN I AMILES.
* ERXAZRIERIESR . B8R
° PITHM "ASE TR E",
° Y5ONTAP AR EI R FH9E AR A,
° fRREIRRR "Active |Q BEIZEEFNIS . B FRAHFIERKIE. HISNRSKAMS EHILED,
TB
1. WY SSHEREIER. NEFERIMITHI BLHLMEICAER/ITH B NEBTNEAT 2ER.
ELEFIE R P i/ EVIFRINetApp ARG _EBYELIR,
HIFIMNBE P,
SNRB AT AutoSupport. TZIFBIESEGI. HIERARATNITAIN Z KBTI

> w0 D

system node autosupport invoke -node * -type all -message "MAINT=2h Replace
chassis"

o. WEFRB AT RBYSPEBMCHhIL
system service-processor show -node * -fields address

6. JBHEEEShell:
exit

7. A EL—D it B 5 HAERT R AYIPHILELE SSHE R EISPEBMC LUSITHE,
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REEAIRER G/EIERER. FEAERNNEHEEREREEREITHIR,.
8. EERIFHFMETRHIHE N TR

system node halt -node <nodel>,<node2> -skip-lif-migration-before-shutdown
true -ignore-quorum-warnings true -inhibit-takeover true

it FE B TEStrictSynciR =, FIE{TEIE S SnapMirrorfY&E8%. system node halt -node

(:) <nodel>, <node2> -skip-lif-migration-before-shutdown true -ignore
—quorum-warnings true -inhibit-takeover true -ignore-strict-sync
-warnings true

0. MNRHMUTER, BEANEEPHNEGNMEHIBBN Y
Warning: Are you sure you want to halt node <node name>? {y|n}:
10. FRFEMTHRERE. ARETNEEFRET.

IR 2 . 1THI2E KX T = MetroCluster fi &

BXRAZPITH R, BOTRERERISRAIAS, AECENIHUEE RS, UESITESERIZRSRS MRS
EafF g HE (IR,

KXFIES
* BUTTEIIRED R RERESBERATIIRES, UENEBITESIZH 2R,

p
1. 1% MetroCluster K& UHE ZIITHIRE R E BMIREIETIEFRHITHIZE: MetroCluster show

2. IRIERBRET BNR, WETRESIRME:

MRITHIZZZ ... A ...

2 Btk PYEHITT—D,

R Bohiik MIZITIE BRUEHIZSITITRIALIHIRIE. MetroCluster
switchover

FER, B=EEEA EEDTRES, IR, BRRANTEAHER, WMRICEMRN
MetroCluster switchover Bp HRRE, BERERARALZR,
LHITYR, HEURERSE)

3. EEITIEEREEPIZIT MetroCluster heal -phase aggregates 3%, UEHRTEIERS,

controller A 1::> metrocluster heal -phase aggregates
[Job 130] Job succeeded: Heal Aggregates is successful.

MREBEWET IR, ERILIFER  override-vetoes' B3 EHM A MetroCluster heal 8%, WRFEHALLA]
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ESE, WARBESTMELEERIERNIER,

4. f§/ MetroCluster operation show < IR 1ERE B 5o

controller A 1::> metrocluster operation show
Operation: heal-aggregates
State: successful
Start Time: 7/25/2016 18:45:55
End Time: 7/25/2016 18:45:56

Errors: -

5. ffM storage aggregate show LKW ERESIIRE.

controller A 1::> storage aggregate show

Aggregate Size Available Used$% State #Vols Nodes RAID
Status
aggr b2 227 .1GB 227 .1GB % online 0 mccl-a2

raid dp, mirrored, normal...

6. £ MetroCluster heal -phase root-aggregates BERES

o

mcclA::> metrocluster heal -phase root-aggregates
[Job 137] Job succeeded: Heal Root Aggregates is successful

NRBERER, ERJLUEER -override-vetoes ZEEHT A MetroCluster heal 83 %, YRFEMLLA]
EEE, WASBESTMELEERIERNIRER,

7. B REEF L{FH MetroCluster operation show SRS WIHEEIRIERTETMK:

mcclA::> metrocluster operation show
Operation: heal-root-aggregates
State: successful
Start Time: 7/29/2016 20:54:41
End Time: 7/29/2016 20:54:42

Errors: -

8. ERMTHEREIR L, WiFFEIR.
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B4 — AFF A300

BEEANEPEIR, NBHMEFRZEREETE, ARKETRNRSNIERZ T
WA E A SZ AR S HEE 1.

$13: BuER
%EM%N,EWﬁ%ﬁ,%EXﬁEm%¢W%ﬁ,%ﬁ%ﬁ#ﬁHﬁT,%Eﬁﬁﬁ%ﬂ%ﬁﬂﬁt#ﬁﬁ
jEZE-
1. R AR, BIEMREEM,
2. XA R ER IR

a. XHEIRLEEIRF X,

b. THRERAEER, ARMEIRKTHEIFRL,

C. MEEIRIK TR,
S BT RIROEBF LORKAN, AERONRIEBFHEITSITAUE, UMNPIRERER.
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OB F R B
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FRANEE LED

L F

BIREAHIENS

4. LRI IR TR R R
(D  oFeEs, BreaRFaEEEs,
5. MERFEBRES LS R,
6. AT XL BES RINERNFONT, AEERNRIBTRERERENE,
BRAGREE, RESHRE,

() BaERBARGE, EMRNTA. BAESRNEES.

7. B EROGICIEF, EHELEEINET, ARBOREBFEEXAME, HROREFEREBF
NEIBEMLE,.

8. EimEEEIRG, HEARRAMENFISEEEREIR,

()  OEERLEENER. LSRR,

B2F BHINRB
FHRANFERT S H KRR RS R—RTHFERIES

1 MERE, FRARIFMEERE—MNOAD, AERKEAME, BEEERMIEESR ERKARE ERFF
» MIET TR,

2. A MEKBERROEEF ERRERFS, AER TheiEF.
R RIRZ MANFERS H— o
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N o o A

CEeiEF

KBS 1RIR

LA BRI

RERIRE T LED

RRBRRMNEREENL, BRAECHTSHFREZRER, EEIIMIEREL.

C) ﬁ%ﬁﬂ%go%%%ﬁ@%?ﬁ?ﬁ&ﬂ%ﬁﬁ%ﬁ%,u%ﬁ%%MMﬁ$Mﬁ#ﬁ&
BHIASHE,

R KR IRRIRTE—55

MHRFIBENBRREE AT R,

RRBEREFOXNTT, ARBEBAGE, MMTEEBNELRYE.

BN BEERORIEF, EHET2EERNET,

NEBEERTEL A, MEBFRBHAS.
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8. BORIBFH ELREIEASMUE, BERABIEFFERABFAIMEMUE.
REEEEMLE, X5 LED N2EBRIE, HERERERIBITEE.,

0. WHRNBIEREE FRTE,

10. B8R SERAAEEIITT, AEBHEIRERENIKI R L,

553 % HITERIZEER

BEWAAE, EATMIBNAEFE TEHISRIR,

1. NREERIEH, BIERE.

2. IMFRGLPERAEIRRE ENBEIFE, AREMTHIBER LR TRALLM SFP (IRFR) , HiR
R ARV E,.

RGABELLERRER, WEEEMRELLERREN, 4878 F.

3. Mzl RRM A ERME T AL ERREHBERE S,
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L F

o [ TIACIEF, FRFITRISHRIRIE HAE.
REh SRR LAFERT, IBHRESHHE R B3R IRBIERER.
6. BIEHIBERBERENUE, WRVEPEEMEHERIR, BEE LRPE,
545 MRENZRIRASAERERANE
B Mg ENZREASHVERE TIENE, AE7EREZAME,
1. MR R R ET T IEET,

() WRFGHTFROHUER, NTEREN TEHREZE.

2. EFR=ZTAREDT, BIENEBHAFTEFRINRSNIORENRTH L R, ARKERE—F.
3. IR AR, FIEMREM,

4. AMEIZAER, BIRKRERINESISERATUEFHINRSNINRENRDH L TR, BFERIERED
RENRARFHAETR,

S. BHFET2BNRENRHRANIER,

6. fEFMIBHFEPEN TR T BRI R E E 2R EVIRIARRAE.
7 NRERREER, BREHER.

E5F. REIEHIE

RIS R E M E A G L R EFIEE. BABEIRS.

MNFER—HEPEERMEHISSRIRG HA X, REIFHBEROINFLNEE, RA—BERET2ENE
, EMaRIRNERBE.

1. NREERIEH, BIEREM.
2. BRI ERNRIGESTEROAOXNTT, ARFERSEREREARAN—F,

C) BIRER SRR EIBANET, BRIFRFIETIEXEF R,

3. BiEH A EMMERIUTHIZRRIR, AREMEEERRO,
4. MRBEMNEFREE _NTHIR, BEELRTE,
O. FERITHIZRIRALEE
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MREVRFENAT ... REHITUTITE ...

HA %t a. EORIEBFAFHAMUERNBERT, BOEANTHISRER, HEE
S5iRATEML, AERLREFESLIBEME, ITRITHIZE
RREEORIEF ERVERERTT,

C) RiEh S RRBANFER, B7ANEK, LRk
HiERER.

b. INREHAREBMEEMSLERILE, FEMLEZIRE.
C. fERWINHEIBAR LS E FIS L EIRIRE,
d. HHEPHE - MEFISRRES EIRT R,

—MIRIIECE a. FORBFLTIIAMUENFERT, BOENTZHISERR, BEE
S5irATEMN, AERLREFES LIBENE, ITRITHIZE
RREEORIEF ERERERET,

C) RiEhSRRB AN, B7ANEK, Rk
HiERER.

b. MNRHAREMLEEMSLETLE, BFEMLEZIRE.
C. fERWINHEIBAR LS E FIS L EIRIRE,
d. EBfLETAER, AERIT D,

6. WEREEITENBEIR, AEHTHER,
7. BEMEH BB ELPR

a. BN EHIRRFIEEEIE, MNREEZHE Press Ctrl-C for Boot Menu , && ctrl-c LAFER
Bahid g,

@ NREAREBEMIRT, FHEEHISBRIREENE] ONTAP , IFHIA halt , AFE
LOADER #ZRTFFHIN boot _ontap , HEHIMERINIZ ctrl-c, AREEMUIE,

b. MBThREH, HEERAEFEIIEI,

R R FHIGIERRE — AFF A300

SRR R E M HHIRMAREERFTAR, IOIENFANHARKS. YRR S H GBS 4R
£6NetAppo

F1L: BIEHIRENMAEN HA RS
ERATEIENIFER HA RS, HELENEMRSULRENRARE.
1. fFEIPIENT, ME—ITHIZSIRIR B R4S iz 2SR AN AR HA IRZS: ha-config show
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FRB A4 HA RSEBRABE,
2. MRANEETHRFRESS ENRAREFLAL:

a. XEWFEM HAYKRZE: ha-config modify chassis ha-state

ha-state BI{ERI AR U TFEZ—:

* ha
" mcc
* mcc-2n
* mCCIP
* non-ha
b. #IANSBEEERN: ha-config show
3. MIRERNITIIRME, BENARANHERE D H#HITHL.
4. T—HERTFENRRRE.

MREHRFEMAT ... B4 ...
— MR ECE a. BRI halt
b. 3% 5 3 . KKIEERE] NetAppo

55— MEHIZRRIRAT HA 3 IRHZFRIL. halt B ER LOADER #27R o

$2% . ENT EHMetroClusterft & PHICIR&
SN IRIERH ST = MetroCluster e &,

P$IE
1. WIFFrETREEAT enabled IR MetroCluster node show
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cluster B::> metrocluster node show
DR Configuration

Group Cluster Node State

1 cluster A
controller A 1 configured
completed
cluster B
controller B 1 configured
switchback recovery
2 entries were displayed.

DR
Mirroring Mode

enabled heal roots

enabled waiting for

2. BIFFRB SVM LHEFHRIP BB E5EM . MetroCluster SVM show
3. WIHMEERFEERITHEMRBE LIF TS EMIN5ER: MetroCluster check 1if show

4. 155

WRYEFE Eﬁkﬁ@?%%
show SR IOEIETERH

BITIEENEEPNERIT = E{FAH MetroCluster switchback #F<
S. WFYICliR{ER

EBE5ER: MetroCluster show

cluster B::> metrocluster show

LHITYIEL

LHEBWTF waiting for-switchback IRESH, YIEHRENDEIRTT:

Cluster Configuration State Mode
Local: cluster B configured switchover
Remote: cluster A configured waiting-for-switchback

HEBT normal IKEBY, HIEHRIESEM.

cluster B::> metrocluster show

Cluster Configuration State Mode
Local: cluster B configured normal
Remote: cluster A configured normal

TTHELZIIRTS,

6. EFHEILEA SnapMirror B SnapVault E2E.

38

, EOJLAfER MetroCluster config-replication

resync-status



% 3P KHPESFHIRE] NetApp

REBEMRHE RMA HEIRSEERHHIEE NetApp o "HHEEFERBXIFAER. BESITH.

SR IRIR
S4B ERE A — AFF A300

éHﬁfEEﬁﬁ@f%mm%m#,#ﬁ@MONMPEW%%W$ﬁhE%mmhm
* FAIRENERRER A UE H T {Fo

* MNREHWRFAMT HA P, BITRRRFNIEHIZNNEEBRIZE EEEIRNEHIZE (ERIRELE Pifs
“ZRITHIZE ") o

* WIRERRYKA MetroCluster BLE, MHSHEE— "EEERNMERES R UBES TN EALTE
EP R

NRXZBENERANIRELE , EFE, ETHRE/\T S MetroCluster AL B RRVIZHIZEAVIZHIZE S RIR1E
FIB 5 HA WRAITHI2EEEREl. No MetroCluster-specific steps are required because the failure is
restricted to an HA pair and storage failover commands can be used to provide nondisruptive operation
during the replacement.

R EP R EaRIBRAGEE B F oGz EN DB replacement EHIZRHIT B
ENARIRIR D BRI R HITIE RN 2 E T 0 BCo

* BRI ESIEA GBI MR R L UREIREC FRU At
* BRI IEHI SRR E R A EE R S LB NIERISEER, SR REHRITHIZEIRE AR RS
* BB IIRF D BB U E IR chas IR ThaR 58,

s FHRIEL ] th, BonEEBMNZIHITHIZIEE replacement 25128, LUE replacement ¥=H287E 5|H1T
H 2SRRI R 4S89 ONTAP F/E5f,

* ERARERISR RIS 15 M IBIZ RIS RIRE EREHI SR REM B T F b B B RRINBER PCle

"NetApp Hardware Universe"
BSUEERNRSE LA U TS RPRIGS:
° RIITH BRI E EHRAVITHIZE,
° replacement ITHIZEE— MITHIEE, AT ERZHMAVITHIZE,
° health $z#l|28 21z 1T IE B HYIZH 28,
* IR R R 2R B0 % HHBIR B XA Ho

IRER N SR MIRED BANIER, UEER LN BRI 2 A BB EI B E e U THEE HEERo
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X A= fEHI2S - AFF A300
FERERTENRENRESTE XFTIEE ZHiITHI2s,.
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TN . KREHELE

BRAZBEHEE, EOMRERLHRIVRT, AELEMZERGIE, UERTEBITRISSSAEMNZ
BT Hl SR B R R,

KXFIES

* NREFEANEBSANRS, NHMENEZRITHIZZSCSITIFHEMHSHER cluster kernel-
service show, cluster kernel-service show #r < (TEpriva IR F) Al B/ BT R AR i
WS ZH R BEMERESURZT REETKS.

/1 SCSI IR RS S HEN SEBFHEMT RIRIFPER R, EREBIRZ A, BIALBRITE

8] &,

* If you have a cluster with more than two nodes, it must be in quorum. IR EE KA R ETITIRR
RFPIERIBSE R RIEI TR A EE T alse. MR AZHITH SR 2 AIE ERER ; FE0 "
RBoR5&RERD"

S
1. MNERB AT AutoSupport « M5&3d i B AutoSupport JH S22 1EBheI 2R

system node autosupport invoke -node * -type all -message MAINT=<# of
hours>h

LR AutoSupport JHEZE 1E B T2 25N

clusterl:> system node autosupport invoke -node * -type all -message
MAINT=2h

2. ZEBERIE
a. MERITHIZRAVIEH SN <

storage failover modify -node impaired node name -auto-giveback false

b. N 'y HIEEIRNEERETEZRAAMMER? i
3. ¥ZmiEHI2E 2R LOADER 12755 :

NRZIRITHZEEE. ... B4 ...

LOADER 2R BET—%,

[EEERFRE ¥ Ctrl-C , AREHIUERNEE vo
AFAIR AT IR R MIBITIEBEHI S E T EZHITHIZS

storage failover takeover -ofnode
impaired node name -halt true

-halt true B35 N\ Loaderig R i’
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BEI 2 ¢ $EHIZR I F W T = MetroCluster H1
EBXAZHITHIZ, BHIRERHIZSRES, FEXVERYIRITHEIZS, UESITIEENITHSSSRENT
BT HI2sE B IR AR,
XFIbESE
s BAEIIRES B REFRIFERELTITARS, UENEITIEENITHIZS A,

BB
1. ¥€7 MetroCluster RS UBE ST HI2S R C B EIZTIEEAVITHIZE:. MetroCluster
show

2. IRIBRERET BohtIifR, WERTRULHR(E:

WMRITHIZZZH ... B4 ...

B Btk PEEMIT I —F,

EN=EIE MBETTIEBREHIZSMITITRIRNTIIRIZIE: MetroCluster
switchover

KENR, BEEER EERFEE, MRARE, BREEAHER, NRLERER

MetroCluster switchover [Bl@fEARAER, BEARBE AL,
Z‘E LTI, HEUIRERS

3. FIBITIEERERPIZIT MetroCluster heal -phase aggregates B%, UEHRETHIEER
A
Ro

controller A 1::> metrocluster heal -phase aggregates
[Job 130] Job succeeded: Heal Aggregates is successful.

MREBEWT IR, EOJLIFER  override-vetoes’ S EFH A MetroCluster heal 88%, WIREF
Rtk Rl kS, ')"J,%éjtﬁl-rgiﬁﬂﬁﬂjﬂﬁﬁ?sﬁfﬁE’]E’XE/J&O

4. {§F3 MetroCluster operation show 8 < IIHEERE B 520

controller A 1::> metrocluster operation show
Operation: heal-aggregates
State: successful
Start Time: 7/25/2016 18:45:55
End Time: 7/25/2016 18:45:56

Errors: -

S. fEH storage aggregate show YREREIRS.



controller A 1::> storage aggregate show
Aggregate Size Available Used$% State #Vols Nodes
RAID Status

aggr b2 227.1GB 227.1GB % online 0 mccl-a2
raid dp, mirrored, normal...

6. {f/ MetroCluster heal -phase root-aggregates mYBERES

mcclA::> metrocluster heal -phase root-aggregates
[Job 137] Job succeeded: Heal Root Aggregates is successful

MNREBEWT R, ERILIER -override-vetoes S EH AH MetroCluster heal 885, WR{ER
A% SE, NARFRKESTMAELEEBERENIRE R,

7. EBPREEEE L MetroCluster operation show L WIHEEIRERT BT :
mcclA::> metrocluster operation show
Operation: heal-root-aggregates
State: successful
Start Time: 7/29/2016 20:54:41

End Time: 7/29/2016 20:54:42

Errors: -
8. EZMITHISEIR £, WIFFEBIR,

Replace the controller module - AFF A300

B EITHIZSEIREC, ERIEI FRBBIESES, R FRU AHBEERAREH SRR
, ENFERREERANEHISER, AERREBHHELIFRI

$£15: T EHRER
EERITH SRR, DI MIAEFE T IBEHIZRRR,

1. ;ZD %lu\ l"] *%iﬂ! b 1ﬁ Eﬁﬁgiﬂ%

2. IMFFRGLEHERAEIRRE EIEIFH, AREMTHIBER LR TRALEMN SFP (IRFE) , HE
ERA L RERR B

REABERLEERET, UWEEERRESLEEREN, SEAYIERF,
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3. MR A AR ME T AL ERREH R EBTE—S,

4. MREFTIRTHLER SFP ERBERAT, BHHBENEH IR,
S. MAFHER SRR LB F EMERARET,

41733

CREF

6. PO IBF, FHRREGIRRERIE LS.
R=h SRR LAFERT, IBHRESHHE R B3 RIRBYERER.

F2W: BHBRMKE
AR BB T B R IR 5 PR M B 28 FREX L H R Bl Nz hl2s o
1. {5F T ESEH2RRIR_ LR FRU BRESREIB BN TR
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) y
| {
2. REohNBIMNR ENE GRS, BRMNMBEMEINERRER, AEREZERHEMNTREE,
C) BB TR E A EHrhE, EAXEF R e itidiEs s s .
3. RBmN RS EMITHSRRR, BN RILSSIEEINTITT, AERERREHENGE,
4. WEBRIN R, HERETLEEEEIER,
MEXE, BIREBRHNRIFREENRBNGE,
S. AT BT RLES BT RIhT LR BIE R .
%5 3% #%5h NVMEM B2t
R NVMEM Bt M IBITHI SRS ERITHI SRR, BHIMIT—RINFES B,

1. #£Z NVMEM LED :
c NBENALRE HARE, BEET—%,
 NBEMASRBAMIUERE, B XAITHSEIR, AEKE NV BIFREM NVRAM LED
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@ TEEZRESEY, NVRAMLED AR, REARBTENANEF. BiMETRG, Itk LED ¥
SR

" MBERTLXFANIE R THE, NVMEM LED $&AkE, BEIBIR5EMA, AE LED RIEX,
* Y05 LED SEBBIRITH, WARENBEEREMEE NVMEM Lo
iR ELE S &2 £ 7E ONTAP BZhE B A RITHIBY X HIHR 8

2. 77 CPU @XEHIKE NVMEM Hith,

; = f- '__‘ 'l
-y

FHBIE R &
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NVMEM E2jth4R

3. HUEEBMHIZR TFICHHENIEEBE RS, AREEMMEBMERFITHSHERPIZH,

4. MITHI SRR P EUE Bt S HRE—5,

% 4 . %5 DIMM

Ef%5) DIMM , i51El DIMM FHiEEMIBIzHIsSB EEHITHIZ:, AERBIEESBINFHITIENE

1. R EEHIERRIR_ERY DIMM o
2. ig ™EIESF DIMM 897518, LUERTLUZIEMAYF A DIMM 1\ B A RV Hl 83 s R R,
3. ZI18HER) DIMM FUBIAD DIMM 33, § DIMM MIGEIERSEL, SA/ER DIMM & hiEE.

() /VDBEE DIMM B930%, BUBHSesT DIMM REAR LRI HEMFE T,

£%t DIMM B EMNUERUR T RAE S,

TEERT &% DIMM B E:
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N

- FEIERE DIMM BYEE,
- BREREEE LAY DIMM SEHBRERTHTAUE, ABK DIMM EERENERE,

)]

DIMM REEEEEETR, ENREZIEAN. MFLH, 151 DIMM SIEEEMMNTHENEN.

()  Emws DMV, BEARIONFHERENEN,

»

- XHFK DIMM £8 FRPE,
- ¥ NVMEM EEith#5 2= S A Bl 83 1RR,
- MR RN REHFESERSERMBEONTT, AER TREERMINE, BRIEMINT RN

oo N

5% #%5h PCle &

E%5h PCle &, BRI CIHBEEMBITHISBB EERITHE, ARKRBIRES BINFHITIRE.

S TUERIFFITHIZRIR, LUERI LU PCle RERMIBITH 3R IRTE E#iTH s3RR PRI HEE,
1. FAFHEHI SRR M E iR LR 'AZIBET,
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2. RS MIER MIZ ISR SR 1R T,

w

[S2 B

N O

MER

PCle &£

- MIBIEHISREIRFET PCle RHRBEBE—,
HAfRERER PCle RFRTERVIEE,

- M RIEHISIRIRPVER PCle REE LRT R,
CWERE, THHERISSRRMER, RIEFEEE PCle RIEFIR, AR/IWDRE PCle

MR -RIEMXTTERESD, FEEEPEA RN REMISNEN. ROATEHIEETTEIET.

- MTMEMHER PCle RESE LRT R,
- B EMERAIT RER B,

49



B 6T RETHIE
R B H SRR AV AR A REEFTIT RIS R IR, BIUGIITRISSRRREE RENAETH B INRIER S

X TFER—HEFEERMEHISFRIRN HA X, ZREEHBERNIMFLNEE, RA—BERET2ENIAE
, EMaRRNERRE.

AT AT RSN B RAEE, BRLLIR. BESEERERIEHIE, GBS
(D) UERBRRNMENGRNEDOR, B2, NEAAESDNERT AAEME, UAASHER
SRR AR AT,

1. NREERIEH, BIEREM.
2. NREKXHA CPUBNE, EXALLEXE,
3. REHISERMRIF S VAR O, ARFEHSEREEEARSGN—F

(D) mmsEsssRE EANES, BIERGHETERER.
4 RABEMEHAROHLE, UBETLUADRALTHTESRIES,
() oRmis s BrRES RS SIS TSR ER,

O. FERITHIBREIRAVEIR R
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MRENARKAT ...
HA %f

REHITUTIE ...

The controller module begins to boot as soon
as it is fully seated in the chassis. Be
prepared to interrupt the boot process.

EORIBEAFTFABNERT, BARNSHSER, B
Hes5HiRHATERL, ARRLRIEBFSLEBEME. iT
ZEHISSRREEORIEF ERER R,

(D RiEHSRRBNNFER, B7ANEKR, URBFE
#as,

+ IEH B —BEEENET, maFBRE,

a. MRBAEBEMEZELAKEIRIRS, BEMTEZILS.

b. ERBITFISAAHN TR LTRSS,

C. YIXEEYE Press Ctrl-C for Boot Menu B, & ctrl-C
LARR R B ahid #2

NRERBEMRT, MITHZEIREENE] ONTAP

(D » 1BHIN halt , ZA/G7E LOADER #2RFFMAN
boot ontap , HEHMIEREIZ ctri-c, G
BB EIEF R

d. MERBRPRER B ERFRIANETL,
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MREVRFENAT ... REHITUTIE ...

— IR ECE a. EMCIFATIIFUENBRT, BAANZRIZSERIR, HEE
S5iRATEML, AERLREFESLIBEME, ITRITHIZE
RREEORIEF ERVERERTT,

@ RiEh S RRBANFER, B7ANEK, LRk
HiERER.

b. INREHAREBMEEMSLERILE, FEMLEZIRE.

C. fERWINHEIBAR LS E FIS L EIRIRE,

d. B RAEINEEINEENBR, JHERUBHENERE, A
£E&% Press Ctrl-C for Boot Menu HEEIE Ctrl-Co,

INRERBEIRR, MiEHZRREENE] ONTAP

@ , BN halt , SAJ57E LOADER #2RFFabiAN
boot_ontap , HEHMIEREIL ctrli-c, AfF
BEhEIPIR T,

e MBEIRER, FEREPIEIOETL,

c BEER: CERMERER, BRRIBIIUTRR:
* 24t ID ALECHIRTE S, HERBERSA Do
* —FRET, E5EE HABERHNEFIRIE, SORFREITESERIZRERIXEIRS. You

can safely respond y to these prompts.

R RHIUF RSB E — AFF A300

FTEAEHERABNELIFIRIUG, BRI UIEERITHSENRE RAEKE, HiRES
EEMEERAIKE,

15 EERTHISREIREHIIERSE

TN IR HA I TR RIFRYIE S SRR 80 17 Ao & P p] S2 RVBT (8] AR 55 28 10 & B A RV KIS AR R LRI 8]
MBM. MREIEMBARTE, WAREEREHRER EBEXEME, UFLEE S imrl sER AT a2 R M+

o

KFUIES
BEUEERNRAR ENAS BRSS!

* replacement T1 R IRIEL BHEIMZIHRT /BT R0

* health T5 22 replacement T H) HA EExd T 52,

P
1. YN replacement T3 mATE LOADER 1Rt , EERAEZE] LOADER R,

2. _Healthy node k. WEZRFBTIE]: cluster date show
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R EAFIEY Bl B FECERIAT X,

3. 7 LOADER 2R7F4t, 2 replacement 55 ERIEHAFNAYE]: show date

HERFNBYIEILL GMT RRo

4 MEXE, BEBRATSLEU GMT EHIEEREE: set date MM/dd/yyy
S. MNBEME, BEEBKTS LISEE GMTEYE): set time hh | mm . ss
6. ENMNHIRFIRTAL. #IA_reender T FAIBEHAFIATE]: show date

BHEAFIETE] LA GMT &R

Step 2: Verify and set the HA state of the controller module
T IR B B RIREY A KT, HELERERICASUTLRENRREE,
1. EEIPRINT, MFTIEHIZSERIOIEFrE AN B S B ERA A KE: ha-config show

FRAE A HA RSEBRZABE
2. IR BTAVTHIZBERARAFANRS S ENRREEARLE, FEHBERICE 1A state . ha-config

modify controller ha-state
ha-state BIERILULRUTEZ—:

° ha

° mcc

° mcc-2n
°mCCIP

° non-ha

3. MR B THITHIBRRAFRE S ENRREER LA, ERITHIZEERIZE HA state | ha-config

modify controller ha-state

4 MINMREBEBE®EX: ha-config show

SHMECERRHENDECHLE— AFF A300
BEEMAFEREHRIAEE SN D IRHREF RIS E,
F1F: ERMWRAHITHE
EARUTAERIETHISSRIRAVFEN NS ERE . "Active 1Q Config Advisor” o

-
1. FHEFH L Config Advisor o

2. GANBIRRLKNER, ARRHWRENE.
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3. BEMLATR, ARKERL. WRETFBEHERBMBHMENEREREYP, UBELRINHERS
n)E,

4. BHEBNAETF, SABHE Config Advisor B, LB HEMAEL,
%28 EMOEICHE

MREFERFEMT HAX R, WEIREPBRERERZEE, MiTHSERNAS ID SBMDEAHE. B4
BNIEHECE R EMWRIRIED B,

W 1 : IRIF HA R ERRYSE ID BEX
EAMIE IR replacement T RBYHIAR S ID BeX, AREHIAEREEEXN.
IHI2ES BUEAT1E HA JHIETT ONTAP BR S,

1. 40K replacement TR FLEIFIER (B3 *> 18577 , BRUELEIFERAHEIINFEFRRF:
halt

2. From the LOADER prompt on the replacement node, boot the node, entering v if you are prompted to
override the system ID due to a system ID mismatch:boot ontap

3. 1IBEFF Waiting for giveback... JHEE/RTE replacement THREHIEL, RAEMNETREIREFNT S E
INFREE BN EMBEN RS ID ¢ “storage failover show

EadhHtd, ENEI—FKEE, BESHTRENARS% ID EEKR, HEREMMIE IDFFH ID. EU
T, node2 BEHITER, RS ID /3 151759706 o

nodel> “storage failover show’

Takeover
Node Partner Possible State Description
nodel node?2 false System ID changed on
partner (0Old:
151759755, New:
151759706), In takeover
node?2 nodel = Waiting for giveback

(HA mailboxes)

4 MBEITRAREFNTRF, BIEESEERFEAZOEE:

a. BERNEEMNRES: set -privilege advanced
AGIRTESREH NSRRI, EILUEE v KEEERESRERRERT (*>) o

b. RIFEIZEEE: ssystem node run -node local-node—-name partner savecore

C. %1% ‘savecore fi ¥ 5T, AEBALHIE,

SR LN L T a2 3R 51T savecore s BI#HE: ssystem node run -node local-node-

54



name partner savecore -s

EZ)EENRLSFI: set -privilege admin

o, ﬁﬂ%ﬁ’]ﬁﬁ%%&@ﬂ%Tﬁﬁ%;@%bﬂ 2. MAFTIREEEANRRAZAEELZINIEAEE. BT
WizZ —IRRFMEEEMNZETHEE

° "RIRIREEAEEMEE A"
° "RIRIMNERRIAE MR E A"

6. RIET M.

z

a. MBTTIEENT R, REEEMTAMFME. storage failover giveback -ofnode
replacement node name

replacement_ T1 SRR EIEHFEHTHRB .
MEBEHTFES ID FALEMRREBERSZ D, NN yo

C) MRSAWER, EAUERERITR,

"BEERATER ONTAP 9 IRARSEAMERERS"

N

a. RIFTEME, Bl HAXETIWRRIFER LIZRE . storage failover show
storage failover show SR¥HRIHANEE System ID changed on partner JH 2.
7. WIFREEIEMD I storage disk show -ownership

BT replacement T S BNHEN B RFMERS ID . EUTRAIF, nodel IHEMHEEBIMER RHNARS ID
1873775277 .

nodel> “storage disk show -ownership’

Disk Aggregate Home Owner DR Home Home ID Owner ID DR Home ID
Reserver Pool

1.0.0 aggr0 1 nodel nodel - 1873775277 1873775277 -
1873775277 Pool0
1.0.1 aggr0 1 nodel nodel 1873775277 1873775277 -

1873775277 PoolO

I 2 . ENT = MetroCluster BREPM RS EFhEFH DA RS ID
7Ei51T ONTAP BV T 52 MetroCluster BeE R, ENMFoiGHRBERM D IATITHIZZSNEAL ID , A7 8E
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AZME EEIE TR
EFUES
IR ES B{GE R T51T ONTAP BIXY TS =2 MetroCluster BC B FRIR S,
EANRRI TR T IREL B S AT ERNT = L.
s ST R REETEHARITHIPIT R
* replacement T3 m 2 IR 1EL B EIRSIRT AT =,
* health T REZH T =M DR B R
g

1. R KR EHIBEH replacement T, N ctrl-c LFRETEahid e, ABEMNERREFRIEZEBHEILR
RIBYIET,

BF&R% ID FLEL, RARTEBERS ID B, ERBEA Yo

2. NIBfTTIRAREFMNTEEEIHRS ID . "MetroCluster node show -fields node-systemID ,
dr-partner-system|D"

Ut fBIH, Node B_1 ZIBT=, |[HARZE ID /3 118073209 :

dr-group-id cluster node node-systemid dr-

partner-systemid

1 Cluster A Node A 1 536872914
118073209

1 Cluster B Node B 1 118073209
536872914

2 entries were displayed.

3. ERMT R LNBIFERNRTHREENRNASL ID | disk show

R fBIR, FFRSE ID J9 118065481 -

Local System ID: 118065481

4. {FEF Mdisk showii LIRENHRAIDE EEM D ECHEFIEN (T FFASRL): disk reassign -s old

system ID
EERRAFIF, S H: disk reassign -s 118073209

AoRR ISRy, ERILEE v,
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S WIFREBEIEMYECHAE . disk show -a

WIEETF replacement 15 m ViR RS B replacement TR S ID o LA TRAIF, system-1 Frif
ENHEIESTHIALZ ID 118065481 :

*> disk show -a
Local System ID: 118065481

DISK OWNER POOL SERIAL NUMBER HOME
disk name system-1 (118065481) PoolO J8YOTDZC system-1
(118065481)
disk name system-1 (118065481) PoolO J8Y09DXC system-1
(118065481)

6. METIWARHFNTRF, WIEREBREFEMIZOFEE:
a. BHNERINELT]: set -privilege advanced

AFRREHREHNSRERE, BAIUEE vy, KEETSRERETR (*>) -
b. WIiFZ L ER S BRE: ssystem node run -node Iocal-node-name partner savecore

NRen S5 savecore IETE#HTTH, 18T savecore 5eill, ARBALIE. ERJLUER

ssystem node run -node local-node-name partner savecore -s h < 151% savecore BY

HE, <l/info>

ERIEIENERTI: set -privilege admin
7. 901 replacement TR FHEIFERN (27 * > TR , BRUESIPEAHEZINHEEFRETR . halt
8. |BBf replacement Tif: boot ontap
9. 1£ replacement T RE2BoNfE, PITHIE]: MetroCluster switchback

10. Z&3F MetroCluster Bd&: MetroCluster node show - fields configuration-state
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nodel siteA::> metrocluster node show -fields configuration-state

dr-group-id cluster node configuration-state
1 nodel siteA nodelmcc-001 configured
1 nodel siteA nodelmcc-002 configured
1 nodel siteB nodelmcc-003 configured
1 nodel siteB nodelmcc-004 configured

4 entries were displayed.

1. 7£ Data ONTAP F32IE MetroCluster BRERETTIENR :
a. WEMNEH LEEFERMEBEITIRAEIR: ssystem health alert show
b. #3IA MetroCluster EFE B FIEEEI: MetroCluster show
C. #1197 MetroCluster & . MetroCluster check run
d. /R MetroCluster leERILER: MetroCluster check show

e. i&17 Config Advisor . ¥ E|NetApp ZHFifm EBIConfig AdvisorDiE. Mk
"support.netapp.com/NOW/download/tools/config_advisor/"s

1&1T Config Advisor [, EHZT BrVHHILR AL FRZINARR L AV ER R,

12. IR IRIR1E:
a. EEATHRIRTRAAL, BERANEEMNRET: set -privilege advanced

YAFIRREREHNSIERAHETRSRERIRTT (*>) B, BFEEFEH v #H1T0N,
b. £ -simulate S 1TYIEIE{E: MetroCluster switchover -simulate
C. REIFIEENELRS: set -privilege admin
SRR SEE— AFF A300

To restore your system to full operation, you must restore the NetApp Storage Encryption
configuration (if necessary), and install licenses for the new controller, and return the
failed part to NetApp, as described in the RMA instructions shipped with the kit.

%135 1 ONTAP HA BT SR VAT

MRESHTAEEERAZEENE (TAPE) eI ONTAP IhEE, NWATA replacement T R R EFTFA]
i, M FEBINEFENENINEE, EEPHNEINTRENER ESHINEERH.

KXTFULES

AREFANERAZA, FEMETANENIERDAHEATRER. B2, NIRRT RS TH—AAlt
HEEVFRHERI T R, WA RIFERILINEERIECE,
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https://mysupport.netapp.com/site/tools/tool-eula/activeiq-configadvisor/

tesh, ENR EERREFANINEREREEFATESENTFI NN, REENRREEAT R LLEERITH
IR,

FHaZ &l

VFRNERAU IR A 28 NFRTAIE T

158 90 REVEIREARLEVFAIIER . TIREIT/E, FrBIRFRHERAY. REARBIFIERSRARE, ERILL
£ 24 NRLEFMERR, BRIZERALSR.

NRENRFZERVIZITHIZONTAP 9. 101 EEhA, BEFERATFRREE "R ERER
2. AT EMAFF/IFASZEL ERNFE]" MNRIERHTERFZIIFIEONTAPKRZA. 1525 " NetApp
Hardware Universe"LL T RE Z(E 8.,

BB

1. ﬂ%%gﬁﬁﬂgﬂ:ﬂﬁ?}%ﬁ, 1E7E EIREVECIFRIIEER A "NetApp 24500 " 7R rIIE FAYFR Y 24520 99

@ RE=BoIERFIRNIITRIEER, FREREEIXEPrIEFHbEtit, MNRERET
30 RN EIB SV elIEEZ AR B FHlME, MEXARRAZR,

2. RESMFAEZE:  + system license add -license-code license-key , license-key...+

3. IRFE, MIFRIFIFETIIE:
a. WERMGHAIFANE: license clean-up -unused -simulate

b. NRFIKXRERIEH, ERBRAKERIFENE: license clean-up -unused

$245 . WIFLIFEIRESIS

£ replacement T RME R ZHI, ENIIE LIF @EMFHEFIRO L, WRBAT AutoSupport , MZEAR
replacement TV RHIFESIS, HEEBIRE.

TIg

1. BIFREEORT EEREFRSEBMIFEORES . network interface show -is-home false

WERERILUNG Afalse. B ERREEIEFIKO: network interface revert -vserver * -1if

2. [a NetApp ZIFEBI TEM ALK FTIS,
° YNRFAT AutoSupport , 15&IX AutoSupport SHELUEMRFSS.
° WERKFZA AutoSupport , 1FIER "NetApp 5" EMRFEFIS.

3. Eﬁﬁﬁﬂgiﬁﬁqﬁ?ﬁo BXEMER. BB "INFETEONTAP FRERMARITEEZ TIVRNE" HIREX
2o

4. R B & AutoSupport P E O, AFERALERILE O system node autosupport invoke -node *
-type all -message MAINT=END #p<:

S. MREEZHBMAIE, BEMRBHE: storage failover modify -node local -auto-giveback
true
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% 3% YIENT S MetroCluster BRERHES
SN RIE A7 ST = MetroCluster Ei &,

HIE
1. B BT 22 BT enabled IRA: MetroCluster node show

cluster B::> metrocluster node show

DR Configuration DR
Group Cluster Node State Mirroring Mode
1 cluster A
controller A 1 configured enabled heal roots
completed

cluster B
controller B 1 configured enabled waiting for
switchback recovery
2 entries were displayed.

2. I9FFRE SVM EMEFRP 2T B MetroCluster SVM show
3. WIMEEREEERITHERBSD) LIF IR 2T EMINTEM: MetroCluster check 1if show
4. FIETIEENERPMNERT S EFH MetroCluster switchback sR¥HITHIEL,

S. IIFYIEIRER T E5EM: MetroCluster show

HEBT waiting for-switchback RSH, YIEHRIENIEIETT:

cluster B::> metrocluster show

Cluster Configuration State Mode
Local: cluster B configured switchover
Remote: cluster A configured waiting-for-switchback

LEBLT normal IREHY, YIEHEIESTR. -

cluster B::> metrocluster show

Cluster Configuration State Mode
Local: cluster B configured normal
Remote: cluster A configured normal
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WNRYIEIEERKESE) A 8ETER, R LIEA MetroCluster config-replication resync-status
show SRR EEEHITHELIKRE.

6. EFTEIL1EE SnapMirror B¢ SnapVault BEEE.

% 4P BHPESFHRE] NetApp

REBEMRHE RMA RIS IEERHHIEE NetApp o "HIHEREFERBXIFMAER. BEEITH.

i DIMM - AFF A300

MBREFEARSBEEIRGIW. BFETRRSITRERICECC (A EEEIREIED)5HE
REZH AR EIENECCHIR). BE TR INDIMMEBESREFMRE AR T /ZBNONTAP
MSEHEY. M2 E iz Hl28HEIDIMM,

RSGPRFE EMAMHRIERIRTT; SN, BRIERRKRARZ.
BRI R A E R MR AR EIR RN FRU At

19 RARIEGES
EREATENREENRESE XNEEZRIEHR.
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TN . KREHELE

BRAZBEHEE, EOMRERLHRIVRT, AELEMZERGIE, UERTEBITRISSSAEMNZ
BT Hl SR B R R,

KXFIES

* NREFEANEBSANRS, NHMENEZRITHIZZSCSITIFHEMHSHER cluster kernel-
service show, cluster kernel-service show #r < (TEpriva IR F) Al B/ BT R AR i
WS ZH R BEMERESURZT REETKS.

/1 SCSI IR RS S HEN SEBFHEMT RIRIFPER R, EREBIRZ A, BIALBRITE

8] &,

* If you have a cluster with more than two nodes, it must be in quorum. IR EE KA R ETITIRR
RFPIERIBSE R RIEI TR A EE T alse. MR AZHITH SR 2 AIE ERER ; FE0 "
RBoR5&RERD"

S
1. MNERB AT AutoSupport « M5&3d i B AutoSupport JH S22 1EBheI 2R

system node autosupport invoke -node * -type all -message MAINT=<# of
hours>h

LR AutoSupport JHEZE 1E B T2 25N

clusterl:> system node autosupport invoke -node * -type all -message
MAINT=2h

2. ZEBERIE
a. MERITHIZRAVIEH SN <

storage failover modify -node impaired node name -auto-giveback false

b. N 'y HIEEIRNEERETEZRAAMMER? i
3. ¥ZmiEHI2E 2R LOADER 12755 :

NRZIRITHZEEE. ... B4 ...

LOADER 2R BET—%,

[EEERFRE ¥ Ctrl-C , AREHIUERNEE vo
AFAIR AT IR R MIBITIEBEHI S E T EZHITHIZS

storage failover takeover -ofnode
impaired node name -halt true

-halt true B35 N\ Loaderig R i’
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BEI 2 ¢ $EHIZR I F W T = MetroCluster H1
EBXAZHITHIZ, BHIRERHIZSRES, FEXVERYIRITHEIZS, UESITIEENITHSSSRENT
BT HI2sE B IR AR,
XFIbESE
s BAEIIRES B REFRIFERELTITARS, UENEITIEENITHIZS A,

BB
1. ¥€7 MetroCluster RS UBE ST HI2S R C B EIZTIEEAVITHIZE:. MetroCluster
show

2. IRIBRERET BohtIifR, WERTRULHR(E:

WMRITHIZZZH ... B4 ...

B Btk PEEMIT I —F,

EN=EIE MBETTIEBREHIZSMITITRIRNTIIRIZIE: MetroCluster
switchover

KENR, BEEER EERFEE, MRARE, BREEAHER, NRLERER

MetroCluster switchover [Bl@fEARAER, BEARBE AL,
Z‘E LTI, HEUIRERS

3. FIBITIEERERPIZIT MetroCluster heal -phase aggregates B%, UEHRETHIEER
A
Ro

controller A 1::> metrocluster heal -phase aggregates
[Job 130] Job succeeded: Heal Aggregates is successful.

MREBEWT IR, EOJLIFER  override-vetoes’ S EFH A MetroCluster heal 88%, WIREF
Rtk Rl kS, ')"J,%éjtﬁl-rgiﬁﬂﬁﬂjﬂﬁﬁ?sﬁfﬁE’]E’XE/J&O

4. {§F3 MetroCluster operation show 8 < IIHEERE B 520

controller A 1::> metrocluster operation show
Operation: heal-aggregates
State: successful
Start Time: 7/25/2016 18:45:55
End Time: 7/25/2016 18:45:56

Errors: -

S. fEH storage aggregate show YREREIRS.
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controller A 1::> storage aggregate show
Aggregate Size Available Used$% State #Vols Nodes
RAID Status

aggr b2 227.1GB 227.1GB % online 0 mccl-a2
raid dp, mirrored, normal...

6. {f/ MetroCluster heal -phase root-aggregates Y BERES,

mcclA::> metrocluster heal -phase root-aggregates
[Job 137] Job succeeded: Heal Root Aggregates is successful

WMREBEWT R, EEILUER -override-vetoes S EH &K MetroCluster heal ¥, WRFEH
IEENESE, WRSRESEAMELLEEIRENIRE R,
7. EBPREEEE L MetroCluster operation show L WIHEEIRERT BT :
mcclA::> metrocluster operation show
Operation: heal-root-aggregates
State: successful
Start Time: 7/29/2016 20:54:41

End Time: 7/29/2016 20:54:42
Errors: -

8. ERMITHERIR L, WiFFEIR.

% 2% fTAEGIEER
EihEHERISNENAL, EUTREMRARE TRGIBIER, AEBE TRHISER EHZR.

1. MREERIEH, BEREM.

2. PRSI LAESAEIRIRE ENWIAE, ABEMTHIZRRR LR TRALEEN SFP (MMRFE) , HiR
T A BVIER B,

RGABELLERRER, WEEENMRELLERREN, S447/8F.
3. Mzl RRM A ERME T A& ERREHBERE 3,
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4733

CREF

o [ TIMACIEF, FHRFITHISHRIRIE HAE.
REhlesREB HAAERY, BRRESFHERISRIRAVKED,

% 3 4. Fik DIMM
EFEH DIMM , BEETHIZEPIRIEN], ARKREBERES BN~ #1718,

1. WNREERIEM, JBIEMIEM,
2. WEEHIZSER_ EA NVMEM LED ,

AEMARAMH R, EOTMT2XARSG, LEREREZRERNT (NVMEM ) FRENBVEE, Lt
LED (I F=HISSRIRNVEH. EH A TEAR:
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3. 305 NVMEM LED XAk, M NVMEM S&EERRNE; &al UBGE LT BHASERITIIRES BHR
—F_Iﬂi1£%o

4. TR

@ THEFRAIY, NVMEM LED AN, ERABRERINES. BiMESTMR/E, Lt LED
RIE Ko

c NBEFRTLXFNIE T THE, NVMEM LED ZiAl%, BIEFRR, SAG LED EIEX,
° 1R LED REHBIRITH, NEKRE NI ZEMETE NVMEM L.
e U@ E & £ 1& Data ONTAP p{IHE e R =15 HI89 % 4R 8],

.. ¥TFF CPU BREHXE NVMEM BB,

: =7 /[, /) ‘T:
el

D =
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© N o O

NVMEM E25th i E I

NVMEM Eg3ith

LR EIERMESK, SARREBMIEKIEEE T, BIEAMIEIERRER, AEMNEEHIRT B %,
i. ERFILAE, RERFBMERIENGE,

REZ IR (ES BHPE 2 LIEHICE NVMEM LED

KEEHISFEIR EH9 DIMM

B EES DIMM 8975, LUER]LURIERRRY A MiENEIRAR DIMM .

4E18¥Esh DIMM FMIBIFE S DIMM 8 RFE, & DIMM MIEIEHsEY, S DIMM /& HiEE,

() /VDBME DIMM B930%, BUBHSeST DIMM RESHR LRI HENFE,

£%t DIMM BIEBENUERUR T RAE S,

TEETRT &% DIMM B E :
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9. MBARRERIGIAS IV EMRAM DIMM , Z{F DIMM BIAAFH R E SIEEX T,
DIMM #Ai 2 [BIHYER 1Rz S HEIE RIS X 750
10. HRIERERR £V DIMM BHBRREL T AUE, 2SI DIMM EERENIGE.
DIMM ZEREEEHIET, ENREZEN. WREE, 5% DIMM SHEEFHMTHEREN.

(D)  Emws DMV, BEARORFHRLIENEN,

MO ErES) DIMM B9 EiA%k, BREHBERERAEIL, RAZ{IF DIMM FiRRYERO Lo
12. $Z) NVMEM BHEKIEE, ARFERMGAEKERNRTF, KEBNEET.

HRIERBETEEH SRR Eo
13. & _EITHIRERIMN S,

$ 4L ENMREEHIE
EIEHIBERPNANE. BRERSERENRERHIBIER,
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1. NREERIEH, BIEMEM.
2. B ERARIRSNAEPOFONTT, AERBEHBRIRERENRAN—F

C) BIRERSRRTEIBANAET, FRIFRFIETIEXF R,

3. IRIEREEMNARGHITHL,

NREBEN T EEEHEE (QSFP ¢ SFP) , IFICBEEAXNENERZEE,
4. SERITHIS IR BN RE .

IEHISRR— B2 BEENAER, MaFBREE.

a. ELRIEBFATIHAUENERT, BIENTHZEER, BEEIESPRATEMA, AEFLIEIEF
BLEBEME.,

() #EsISERBANES, BIRAEA, UGHRTEES.

b. BT ERE mONCIEF FRERE],
C. MIREAEMRELLAERILE, BEMLTEIZLS,
d. FERETERBEEA TS LEIRIEE,
E58 . (IXPRITI = MetroCluster): YIEIRS
IHESRBRER TS WNTI = MetroCluster BLE,

T
1. BT 2B T enabled IRA: MetroCluster node show

cluster B::> metrocluster node show

DR Configuration DR
Group Cluster Node State Mirroring Mode
1 cluster A
controller A 1 configured enabled heal roots
completed

cluster B
controller B 1 configured enabled waiting for
switchback recovery
2 entries were displayed.

2. I0EFRE SVM EMEHREIS 2@EE5EM: MetroCluster SVM show
3. WIHEEREEERITHERBS) LIF IR 2T EMINTEA: MetroCluster check 1if show
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4. FBETIEENERPIERI T S EFH MetroCluster switchback esHITHIEL,
S. ISl ER T BE5E:. MetroCluster show

LHEEATF waiting for-switchback KSR, YIERRENEETIT:

cluster B::> metrocluster show

Cluster Configuration State Mode
Local: cluster B configured switchover
Remote: cluster A configured waliting-for-switchback

HEBLT normal IKERY, YIEHEIETR. -

cluster B::> metrocluster show

Cluster Configuration State Mode
Local: cluster B configured normal
Remote: cluster A configured normal

NRYIEIEER KA EESTR, ErRLFEHA MetroCluster config-replication resync-status
show AR LB IEEHITHELZIRS.

6. EFEIL{E SnapMirror B¢ SnapVault BELE.

% 6 b KHFESHIR[E] NetApp
REBEMFEMAY RMA i3 BISEHSESR4HRE] NetApp » "SMFIEEIFIEi"EXIFMAEE. BSINHE,

E i X F5— AFF A300
EHEARRIRS ISR TRRREER, EUFHhT—RIEENES

(D BRAFTER KR IRRMANFEREN R a0 s A BRI KB IRIR, RASRTET, EHISFRRIIE
REMDHEXRHA, BRI
1. NREERIEH, BIEREM.

2. MEXE, BFRARIFMEERE—NNAD, AERKENRAE, BEIRMIFEER ERIIKAZRE ENF
> MITIEN 4R,

BENEEF S HEIREEHEEE TN NBER ERNER LED RHE L IE R KRR,
| T ENBERROCIEF ERRREN, ARR O EF,

:‘>.°3

NEBERE MAFERTE H— o
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10.
1.

CRIEF

MU TRIR

OB F R B

(4 RUEBHEUAER LED

RRBERMNEFEENL, BRAGHZHFREZER, EFERSMIEREL.

C) R RIREGE, BIRERENERNFRENBRRAEES, UERHERAMIEFIREFHER
BHIABEE,.

R KR IRRIRTE—55
REANBEREFONTE, ARRKEBAIE, NMEEEAE.
B NBEERORIEF, EHET2EERNET,

NEERTEL G, MEIBFBHAS.
BB Fh R EASUE, BERABEFERHBFAZMEMUE.
NBEERIfE, KB LED N2Fe=iE, HEREERIIETERE,

R SIKAEENTT, ARRKHEIRERENKI BT Lo
REREMREME RMA HEIRKFEERHIERE] NetApp o "EHREFIEREXIFMER. BEINTH.
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EHi NVMEM HEjti— AFF A300

EFEMALHN NVMEM B, BHTMARFHEITIEHIZER, FTHZER, SHE
» PARRRAF BIRITHIZZEIR,

ASPRFAEEMAMHUIRIERRTT; SN, BOHEXRRAZ .

F£19: RAREDEE
RIBEERARAHRENTR, GaERTRIIRXTREERIRMEHE.
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TN . KREHELE

BRAZBEHEE, EOMRERLHRIVRT, AELEMZERGIE, UERTEBITRISSSAEMNZ
BT Hl SR B R R,

KXFIES

* NREFEANEBSANRS, NHMENEZRITHIZZSCSITIFHEMHSHER cluster kernel-
service show, cluster kernel-service show #r < (TEpriva IR F) Al B/ BT R AR i
WS ZH R BEMERESURZT REETKS.

/1 SCSI IR RS S HEN SEBFHEMT RIRIFPER R, EREBIRZ A, BIALBRITE

8] &,

* If you have a cluster with more than two nodes, it must be in quorum. IR EE KA R ETITIRR
RFPIERIBSE R RIEI TR A EE T alse. MR AZHITH SR 2 AIE ERER ; FE0 "
RBoR5&RERD"

S
1. MNERB AT AutoSupport « M5&3d i B AutoSupport JH S22 1EBheI 2R

system node autosupport invoke -node * -type all -message MAINT=<# of
hours>h

LR AutoSupport JHEZE 1E B T2 25N

clusterl:> system node autosupport invoke -node * -type all -message
MAINT=2h

2. ZEBERIE
a. MERITHIZRAVIEH SN <

storage failover modify -node impaired node name -auto-giveback false

b. N 'y HIEEIRNEERETEZRAAMMER? i
3. ¥ZmiEHI2E 2R LOADER 12755 :

NRZIRITHZEEE. ... B4 ...

LOADER 2R BET—%,

[EEERFRE ¥ Ctrl-C , AREHIUERNEE vo
AFAIR AT IR R MIBITIEBEHI S E T EZHITHIZS

storage failover takeover -ofnode
impaired node name -halt true

-halt true B35 N\ Loaderig R i’
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BEI 2 ¢ $EHIZR I F W T = MetroCluster H1
EBXAZHITHIZ, BHIRERHIZSRES, FEXVERYIRITHEIZS, UESITIEENITHSSSRENT
BT HI2sE B IR AR,
XFIbESE
s BAEIIRES B REFRIFERELTITARS, UENEITIEENITHIZS A,

BB
1. ¥€7 MetroCluster RS UBE ST HI2S R C B EIZTIEEAVITHIZE:. MetroCluster
show

2. IRIBRERET BohtIifR, WERTRULHR(E:

WMRITHIZZZH ... B4 ...

B Btk PEEMIT I —F,

EN=EIE MBETTIEBREHIZSMITITRIRNTIIRIZIE: MetroCluster
switchover

KENR, BEEER EERFEE, MRARE, BREEAHER, NRLERER

MetroCluster switchover [Bl@fEARAER, BEARBE AL,
Z‘E LTI, HEUIRERS

3. FIBITIEERERPIZIT MetroCluster heal -phase aggregates B%, UEHRETHIEER
A
Ro

controller A 1::> metrocluster heal -phase aggregates
[Job 130] Job succeeded: Heal Aggregates is successful.

MREBEWT IR, EOJLIFER  override-vetoes’ S EFH A MetroCluster heal 88%, WIREF
Rtk Rl kS, ')"J,%éjtﬁl-rgiﬁﬂﬁﬂjﬂﬁﬁ?sﬁfﬁE’]E’XE/J&O

4. {§F3 MetroCluster operation show 8 < IIHEERE B 520

controller A 1::> metrocluster operation show
Operation: heal-aggregates
State: successful
Start Time: 7/25/2016 18:45:55
End Time: 7/25/2016 18:45:56

Errors: -

S. fEH storage aggregate show YREREIRS.



controller A 1::> storage aggregate show
Aggregate Size Available Used$% State #Vols Nodes
RAID Status

aggr b2 227.1GB 227.1GB % online 0 mccl-a2
raid dp, mirrored, normal...

6. {f/ MetroCluster heal -phase root-aggregates Y BERES,

mcclA::> metrocluster heal -phase root-aggregates
[Job 137] Job succeeded: Heal Root Aggregates is successful

MNREBEWT R, ERILIER -override-vetoes S EH AH MetroCluster heal 885, WR{ER
rIiESE, MARSEEZSTAELLEEIRIERIRT IR,

7. EBPREEEE L MetroCluster operation show L WIHEEIRERT BT :

mcclA::> metrocluster operation show
Operation: heal-root-aggregates
State: successful
Start Time: 7/29/2016 20:54:41
End Time: 7/29/2016 20:54:42
Errors: -

8. ERMITHERIR L, WiFFEIR.

% 2% fTAEGIEER
EihEHERISNENAL, EUTREMRARE TRGIBIER, AEBE TRHISER EHZR.

1. MREERIEH, BEREM.

2. PRSI LAESAEIRIRE ENWIAE, ABEMTHIZRRR LR TRALEEN SFP (MMRFE) , HiR
T A BVIER B,

RGABELLERRER, WEEENMRELLERREN, S447/8F.
3. Mzl RRM A ERME T A& ERREHBERE 3,
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4733

CREF

o [ TIMACIEF, FHRFITHISHRIRIE HAE.
REhlesREB HAAERY, BRRESFHERISRIRAVKED,

55 3 2. Ei# NVMEM it

%E%szma@ NVMEM EBith, fEMATMRGHENH & EHFER NVMEM Bith, FISEERAHII NVMEM B
1. SNRIE W R, EIEHIERD,
2. #8275 NVMEM LED :
c NRIEMNALREA HARE, BBET—%,
c NBEBMAARBMIEE, B XAITHIZEIR, AEKE NV BFRTER NVRAM LED
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@ TEEZRESEY, NVRAMLED AR, REARBTENANEF. BiMETRG, Itk LED ¥
SR

" MBERTLXFANIE R THE, NVMEM LED $&AkE, BEIBIR5EMA, AE LED RIEX,
* Y05 LED SEBBIRITH, WARENBEEREMEE NVMEM Lo
iR ELE S &2 £ 7E ONTAP BZhE B A RITHIBY X HIHR 8

3. TH CPU BXEFH#E NVMEM i,

; = f- '__‘ 'l
-y

FHBIE R &
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NVMEM E2jth4R

4. UEBMHR TR AMENEEBIE RS, AR EMME MR SRR,

O, MELEEFRENH: EH A it

6. KR LN FENFESEHSERNBONTT, ARATRERMING, BEIBMINEFANEML
7. X CPU BXE,

HaRIELBE ZIEE.

£ 4T ENMRERTE

BHIEHISSRIRPIANE, ERAERSENERENRRETFISZERABHE.

1. NREERIEM, BIEREM,

2. BIEHIBRERHRIRSHAEPOFONTT, AEBEHBRIRERENRAN—F
@ BIRER SRR EIBANAET, RIFRFIETIEXF R,

3. IRIEREEMNARIHITHL,

NRIEBENT B HEE (QSFP ¢ SFP) , IFICBEEAXNENERZEE],
4. SERITHIS IR ER R

EHISRR— B2 BEENAER, MaFBE.

a. ELRIEBFATITAUENERT, BIENTHZEER, BEEIESHRATEMA, AEFLIEIEF
BLEBEME.,

() #EsIsEBaNES, BIRAEA, UGHRTEES.

b. i+ EIFHIZS RS mONIEF FRERRE],
C. MIREAEMRELKEERILE, BEMLTEZLR,
d. FERETERBSEEA TSR LEIRIEE,
#5585 (IXPRITI = MetroCluster): IEIRES
IHESRRER D SEWNT = MetroCluster BEE,

SIE
1. B BT 2B T enabled IRA: MetroCluster node show
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cluster B::> metrocluster node show

DR Configuration DR
Group Cluster Node State Mirroring Mode
1 cluster A
controller A 1 configured enabled heal roots
completed

cluster B
controller B 1 configured enabled waiting for
switchback recovery
2 entries were displayed.

2. BIFFRB SVM LHEFHRIP BB E5EM . MetroCluster SVM show

3. WIHMEERFEERITHEMRBE LIF TS EMIN5ER: MetroCluster check 1if show
4 EETEENERPNEAT S EEH MetroCluster switchback fSHITHIEL
5

- IFYIEIRER B ESE . MetroCluster show

HEBAT waiting for-switchback IRKSH, YIEHE(EDIEETT:

cluster B::> metrocluster show

Cluster Configuration State Mode
Local: cluster B configured switchover
Remote: cluster A configured waiting-for-switchback

LEBLT normal KSR, YIEHEIESTR. -

cluster B::> metrocluster show

Cluster Configuration State Mode
Local: cluster B configured normal
Remote: cluster A configured normal

MNRYICIEEBR KT IE A 8ETERL, SRR MetroCluster config-replication resync-status

show BR LB EEHITRIRELAVIAT,.

6. EFHEILEA SnapMirror B SnapVault E2E.
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% 6 . KHFEIHR[E] NetApp

RIBEAREMIEY RMA 35BS E SR 4HR[E] NetApp o "SMFREIFIEHR"ERIFMEE. BSINTH.
i PCle =— AFF A300

EE# PCle £, BT —RIIFENES.

* BRI IRE D RS RAIFHIFRE ONTAP WRAE S £
* RGPRFEEMAMHUIERIRTT; SN, BRFERRARZ.

$£1T: XHZIREGIE
RIBEHRARMHRENTR, GaLERTRIEXTNE SRR
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TN . KREHELE

BRAZBEHEE, EOMRERLHRIVRT, AELEMZERGIE, UERTEBITRISSSAEMNZ
BT Hl SR B R R,

KXFIES

* NREFEANEBSANRS, NHMENEZRITHIZZSCSITIFHEMHSHER cluster kernel-
service show, cluster kernel-service show #r < (TEpriva IR F) Al B/ BT R AR i
WS ZH R BEMERESURZT REETKS.

/1 SCSI IR RS S HEN SEBFHEMT RIRIFPER R, EREBIRZ A, BIALBRITE

8] &,

* If you have a cluster with more than two nodes, it must be in quorum. IR EE KA R ETITIRR
RFPIERIBSE R RIEI TR A EE T alse. MR AZHITH SR 2 AIE ERER ; FE0 "
RBoR5&RERD"

S
1. MNERB AT AutoSupport « M5&3d i B AutoSupport JH S22 1EBheI 2R

system node autosupport invoke -node * -type all -message MAINT=<# of
hours>h

LR AutoSupport JHEZE 1E B T2 25N

clusterl:> system node autosupport invoke -node * -type all -message
MAINT=2h

2. ZEBERIE
a. MERITHIZRAVIEH SN <

storage failover modify -node impaired node name -auto-giveback false

b. N 'y HIEEIRNEERETEZRAAMMER? i
3. ¥ZmiEHI2E 2R LOADER 12755 :

NRZIRITHZEEE. ... B4 ...

LOADER 2R BET—%,

[EEERFRE ¥ Ctrl-C , AREHIUERNEE vo
AFAIR AT IR R MIBITIEBEHI S E T EZHITHIZS

storage failover takeover -ofnode
impaired node name -halt true

-halt true B35 N\ Loaderig R i’
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BEI 2 ¢ $EHIZR I F W T = MetroCluster H1
EBXAZHITHIZ, BHIRERHIZSRES, FEXVERYIRITHEIZS, UESITIEENITHSSSRENT
BT HI2sE B IR AR,
XFIbESE
s BAEIIRES B REFRIFERELTITARS, UENEITIEENITHIZS A,

BB
1. ¥€7 MetroCluster RS UBE ST HI2S R C B EIZTIEEAVITHIZE:. MetroCluster
show

2. IRIBRERET BohtIifR, WERTRULHR(E:

WMRITHIZZZH ... B4 ...

B Btk PEEMIT I —F,

EN=EIE MBETTIEBREHIZSMITITRIRNTIIRIZIE: MetroCluster
switchover

KENR, BEEER EERFEE, MRARE, BREEAHER, NRLERER

MetroCluster switchover [Bl@fEARAER, BEARBE AL,
Z‘E LTI, HEUIRERS

3. FIBITIEERERPIZIT MetroCluster heal -phase aggregates B%, UEHRETHIEER
A
Ro

controller A 1::> metrocluster heal -phase aggregates
[Job 130] Job succeeded: Heal Aggregates is successful.

MREBEWT IR, EOJLIFER  override-vetoes’ S EFH A MetroCluster heal 88%, WIREF
Rtk Rl kS, ')"J,%éjtﬁl-rgiﬁﬂﬁﬂjﬂﬁﬁ?sﬁfﬁE’]E’XE/J&O

4. {§F3 MetroCluster operation show 8 < IIHEERE B 520

controller A 1::> metrocluster operation show
Operation: heal-aggregates
State: successful
Start Time: 7/25/2016 18:45:55
End Time: 7/25/2016 18:45:56

Errors: -

S. fEH storage aggregate show YREREIRS.



controller A 1::> storage aggregate show
Aggregate Size Available Used$% State #Vols Nodes
RAID Status

aggr b2 227.1GB 227.1GB % online 0 mccl-a2
raid dp, mirrored, normal...

6. {f/ MetroCluster heal -phase root-aggregates Y BERES,

mcclA::> metrocluster heal -phase root-aggregates
[Job 137] Job succeeded: Heal Root Aggregates is successful

MNREBEWT R, ERILIER -override-vetoes S EH AH MetroCluster heal 885, WR{ER
rIiESE, MARSEEZSTAELLEEIRIERIRT IR,

7. EBPREEEE L MetroCluster operation show L WIHEEIRERT BT :

mcclA::> metrocluster operation show
Operation: heal-root-aggregates
State: successful
Start Time: 7/29/2016 20:54:41
End Time: 7/29/2016 20:54:42
Errors: -

8. ERMITHERIR L, WiFFEIR.

% 2% fTAEGIEER
EihEHERISNENAL, EUTREMRARE TRGIBIER, AEBE TRHISER EHZR.

1. MREERIEH, BEREM.

2. PRSI LAESAEIRIRE ENWIAE, ABEMTHIZRRR LR TRALEEN SFP (MMRFE) , HiR
T A BVIER B,

RGABELLERRER, WEEENMRELLERREN, S447/8F.
3. Mzl RRM A ERME T A& ERREHBERE 3,

83



4733

CREF

o [ TIMACIEF, FHRFITHISHRIRIE HAE.
REhlesREB HAAERY, BRRESFHERISRIRAVKED,

% 3. B PCle £
EF PCle &, BERHIZERTIHEIE, RAEEBRESESBINFHITIEE

1. INREERIEM, FBIEREM,
2. AT R ARIR M E AR LRV AZ RS T
3. B MEIR MITHIZREIR 12N,
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MER

PCle £

4. NIEHIZSEIRPENE PCle FHEEBIE—,
S. REFHEFAM PCle o

HRFFIERXTTEBED, FEEEPEA R REMIZNES. PCle ROMSTTEYIMBIETEE
&,

@ NREEBFRPEERRE R, BLAEZEEFEE, B TR, UERTUEEIRE
&, REF, ARERREMNTEHEEFE TR,

6. & LMkt EERET,

£ 4. EFMRERGE
BHUTHIZRRRPNAHEE, EBIERSEPERREIEHSERHA BT,
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1. NREERIEH, BIEMEM.

2. B ERARIRSNAEPOFONTT, AERBEHBRIRERENRAN—F

C) BIRERSRRTEIBANAET, FRIFRFIETIEXF R,

3. IRIEREEMNARGHITHL,

MREBE TN EFLIREE (QSFP & SFP) , FIRBAEERANENERZEE.

4. STRIEHISRRIRNERRE:

IEHISRR— B2 BEENAER, MaFBREE.

MREWRFENMT ... AERITUTTE ...
HA % a. EMCIEFRTIFUENBRT, BAMANTRIZERR, BEE

NI = MetroCluster B0 &

o

5dirHEemmi, ARROREFE LAEMNSE, iITREHE
RIREE I F ERERET,

C) Rzl REB NGRS, B7RAEK, LR
HiERE R,

MRAEREFRELLAERRE, FEMTEZIRS,

INREREFEFITHISBERN G L, BEMERX LS,

ERBHHE IS AN ERRLERIRE,

FEOREFLTIIAMUERNRRT, BOENEHSEERR, B
5dirHEemi, AERFOREFE LAENSE, iITREHE
RIREE I F ERERET,

C) ?Eﬁ%ﬁﬂ%kﬂﬁﬁ,%ﬂﬁﬁﬁk,u%ﬁ
TR,

NRFEARENRESAERRE, BENLREZILE

INREARERERITHISF IR L, BEMERX LSS,

ERBTHE IS AN EDRLERIRE,

RRAEMERIBRNEIR, ARITHARRUSHENIRE,

o

S. NREHALKELESITE 40 GbE NIC FiRE IR 32 4F 10 GbE B BIEMEIEEE, BAEAIFEN TER
nicadmin convert SR IFXLEIR O 10 GbE &%,

()  sspasmsmERbgPE,

6. et MEEREETIT:
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MBEHRECT ... MRS SOl AR A S ...

HA % storage failover giveback -ofnode
impaired node name

I & MetroCluster ERE PYEHITF— . MetroCluster YIEHREL BRFEFIRIEN T —FES
5ERo

I MNREREENRE, BEMBETE: storage failover modify -node local -auto-giveback
true

%545 ((XPEINT = MetroCluster ) : JJ[O]ER
I ERNRIERAH RN T = MetroCluster ELE

PSIE
1. WIFFrET RSN T enabled IR MetroCluster node show

cluster B::> metrocluster node show

DR Configuration DR
Group Cluster Node State Mirroring Mode
1 cluster A
controller A 1 configured enabled heal roots
completed

cluster B
controller B 1 configured enabled waiting for
switchback recovery
2 entries were displayed.

2. BIEAE SVM EMEHRILS BEE M. MetroCluster SVM show

3. WIHESIRMFETEHITIER B LIF T EEEMINTEM: MetroCluster check 1if show
4. IEETIEENERFIEMT = LfFEMA MetroCluster switchback L HITHIEL

5. IFYIEHRMER B E5EM: MetroCluster show

HEBWTF waiting for-switchback RESH, YIEHREDEIETT:
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cluster B::> metrocluster show

Cluster Configuration State Mode
Local: cluster B configured switchover
Remote: cluster A configured waiting-for-switchback

é%ﬁlzj: normal )Ij(n_.\E—.I-y tﬂ@*ﬁé«ﬁ%ﬁio .

cluster B::> metrocluster show

Cluster Configuration State Mode
Local: cluster B configured normal
Remote: cluster A configured normal

NRYIEIEZEER KNG A 8E5TR, ERILFER MetroCluster config-replication resync-status
show IR INEIEEHITHELIIKS,

6. EFEII1E SnapMirror B SnapVault BZE,

6 . KHPEIHR[E] NetApp
REBEHREHTAY RMA 3B HRFESR4EE] NetApp o "SRRI ER"EXIFMEE. BESNE,

EHiEgJF— AFF A300
FIREEEIERY], MR TFIRRELG S, ST SR R,
AZEFPFABE EtAEHNIMIEREET;, BN, BAMBRAR RS,

BRI TR B AT PE R
* R P BT —RER—1HEIR,
@ RIFTEMAAERE FRIREFAD HNERER, RENFIERET, B ONTAP SEIEHG
RFEBXERERIER, BRIERBEIRNLE,
* REPNERBEINNRTES,
BIRAI BRI TERIRE
a. IRIEEH SR H S SEIEIR LR LED HEEE R E R,
b. NRE W RIiEM, FIEMEM,
C. XA REIRA BT REIRE :
L XA BIREAEIRF X,
ii. ¥THERIREAEERR, AEMEIRETERZ.
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il I EBSRIR T FE IR Lk
d. #TFEROREF EAERAS, AEROBIEFERTEITAUE, UMPIRERER,

IR
OB F R B
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FRANE R LED

i F

FE TR B E AL

- ERLREFREIREL RS,

(D oTaREd, SReRRFaREEs.

- MfRETERIRBIFF KT OFF fiE,
- ARFEXEEFOSHBESRZSGNAEFNAONTT, ARERAMRIEFREREREAE.

HIRERRITINE, REERRE.

()  #EFEEARGE, BIRAEA, CTESBTEES.

- BAOMEROREF, EHE2EEINETR, ARRKOREFHEEXAME, BROREFHERE

BRANFIBEMLE,

. BT ERIRmL:

L RIRAENERE IR ER.
ii. 559 B IR EI E 2215 IR A E E 2 FEIRo
HRMEMERS, RS LED MR,

- FTFHR IRV IR, FARWIERIRIESRN LED RUEITIE .

BIREXHE, HBIR LED F=i.
EREMREMB RMA IR FEER RO NetApp o "EFREFIEREXIFMER. BEINTHE.

SRS AT A $h ER jti— AFF A300

IR
RE

B FIRITH SRR PAILESEIS ( Real-Time Clock , RTC) EEM, LUEKEEERE

[B1[E] 2 B9 2 e Bk 55 M N AR A2 P /] LARSIE AT
* EELS RIS BE RAZIFNFA ONTAP AL &L

90


https://mysupport.netapp.com/site/info/rma
https://mysupport.netapp.com/site/info/rma
https://mysupport.netapp.com/site/info/rma
https://mysupport.netapp.com/site/info/rma
https://mysupport.netapp.com/site/info/rma
https://mysupport.netapp.com/site/info/rma
https://mysupport.netapp.com/site/info/rma
https://mysupport.netapp.com/site/info/rma
https://mysupport.netapp.com/site/info/rma
https://mysupport.netapp.com/site/info/rma
https://mysupport.netapp.com/site/info/rma
https://mysupport.netapp.com/site/info/rma
https://mysupport.netapp.com/site/info/rma
https://mysupport.netapp.com/site/info/rma
https://mysupport.netapp.com/site/info/rma

* RERHFTEEMARLIIERRTT; BN, SRR RRA.

19 RARIEGES
EREMTENRENRIESE XAREEZRIEHS,
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TN . KREHELE

BRAZBEHEE, EOMRERLHRIVRT, AELEMZERGIE, UERTEBITRISSSAEMNZ
BT Hl SR B R R,

KXFIES

* NREFEANEBSANRS, NHMENEZRITHIZZSCSITIFHEMHSHER cluster kernel-
service show, cluster kernel-service show #r < (TEpriva IR F) Al B/ BT R AR i
WS ZH R BEMERESURZT REETKS.

/1 SCSI IR RS S HEN SEBFHEMT RIRIFPER R, EREBIRZ A, BIALBRITE

8] &,

* If you have a cluster with more than two nodes, it must be in quorum. IR EE KA R ETITIRR
RFPIERIBSE R RIEI TR A EE T alse. MR AZHITH SR 2 AIE ERER ; FE0 "
RBoR5&RERD"

S
1. MNERB AT AutoSupport « M5&3d i B AutoSupport JH S22 1EBheI 2R

system node autosupport invoke -node * -type all -message MAINT=<# of
hours>h

LR AutoSupport JHEZE 1E B T2 25N

clusterl:> system node autosupport invoke -node * -type all -message
MAINT=2h

2. ZEBERIE
a. MERITHIZRAVIEH SN <

storage failover modify -node impaired node name -auto-giveback false

b. N 'y HIEEIRNEERETEZRAAMMER? i
3. ¥ZmiEHI2E 2R LOADER 12755 :

NRZIRITHZEEE. ... B4 ...

LOADER 2R BET—%,

[EEERFRE ¥ Ctrl-C , AREHIUERNEE vo
AFAIR AT IR R MIBITIEBEHI S E T EZHITHIZS

storage failover takeover -ofnode
impaired node name -halt true

-halt true B35 N\ Loaderig R i’
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BEI 2 ¢ $EHIZR I F W T = MetroCluster H1
EBXAZHITHIZ, BHIRERHIZSRES, FEXVERYIRITHEIZS, UESITIEENITHSSSRENT
BT HI2sE B IR AR,
XFIbESE
s BAEIIRES B REFRIFERELTITARS, UENEITIEENITHIZS A,

BB
1. ¥€7 MetroCluster RS UBE ST HI2S R C B EIZTIEEAVITHIZE:. MetroCluster
show

2. IRIBRERET BohtIifR, WERTRULHR(E:

WMRITHIZZZH ... B4 ...

B Btk PEEMIT I —F,

EN=EIE MBETTIEBREHIZSMITITRIRNTIIRIZIE: MetroCluster
switchover

KENR, BEEER EERFEE, MRARE, BREEAHER, NRLERER

MetroCluster switchover [Bl@fEARAER, BEARBE AL,
Z‘E LTI, HEUIRERS

3. FIBITIEERERPIZIT MetroCluster heal -phase aggregates B%, UEHRETHIEER
A
Ro

controller A 1::> metrocluster heal -phase aggregates
[Job 130] Job succeeded: Heal Aggregates is successful.

MREBEWT IR, EOJLIFER  override-vetoes’ S EFH A MetroCluster heal 88%, WIREF
Rtk Rl kS, ')"J,%éjtﬁl-rgiﬁﬂﬁﬂjﬂﬁﬁ?sﬁfﬁE’]E’XE/J&O

4. {§F3 MetroCluster operation show 8 < IIHEERE B 520

controller A 1::> metrocluster operation show
Operation: heal-aggregates
State: successful
Start Time: 7/25/2016 18:45:55
End Time: 7/25/2016 18:45:56

Errors: -

S. fEH storage aggregate show YREREIRS.
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controller A 1::> storage aggregate show
Aggregate Size Available Used$% State #Vols Nodes
RAID Status

aggr b2 227.1GB 227.1GB % online 0 mccl-a2
raid dp, mirrored, normal...

6. {f/ MetroCluster heal -phase root-aggregates Y BERES,

mcclA::> metrocluster heal -phase root-aggregates
[Job 137] Job succeeded: Heal Root Aggregates is successful

WMREBEWT R, EEILUER -override-vetoes S EH &K MetroCluster heal ¥, WRFEH
IEENESE, WRSRESEAMELLEEIRENIRE R,
7. EBPREEEE L MetroCluster operation show L WIHEEIRERT BT :
mcclA::> metrocluster operation show
Operation: heal-root-aggregates
State: successful
Start Time: 7/29/2016 20:54:41

End Time: 7/29/2016 20:54:42
Errors: -

8. ERMITHERIR L, WiFFEIR.

% 2% fTAEGIEER
EihEHERISNENAL, EUTREMRARE TRGIBIER, AEBE TRHISER EHZR.

1. MREERIEH, BEREM.

2. PRSI LAESAEIRIRE ENWIAE, ABEMTHIZRRR LR TRALEEN SFP (MMRFE) , HiR
T A BVIER B,

RGABELLERRER, WEEENMRELLERREN, S447/8F.
3. Mzl RRM A ERME T A& ERREHBERE 3,
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e CRIEF

O [ THIMICIEF, FHRRFITHISHERIB HAE.
RriEH s R R HAFERT, IBHRESRHE R SR IRBVERER.

% 3% Bt RTC B
EEIR RTC Bt BERIBPREFHRIRE S BRI TR

1. SN ARIEM, JEIEMHIEM,
2. # 3 RTC Hth,
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w

- FEMERRER MR, KEIeR L EMIR, ARRKEMAEERHE T,

C) MEEBERFRENH BRY, IEER AR, BAMRENS, BIIERBEESREF. Bt
FESSARIINS BT ER MBI E,

4. MEHEREEI IR AN E R A it

O. HEHTHISRRPH T ABEIMSIR,

6. 12 RTC HMAIRIE, AERREMARIAFETHE, FEBABMEF,

/. BUKREEM, BRESTERETEMETR, FHFERMEER.

£ 4T ENREEHFRRAKEER RTC Bit/5HIAYE / BEA

ERIEHIRRRPRVAMN G, BONERFVETERRZEGSRER, EREE LHNENRM, 2RRH
Eo

1. MNRERXEENE HIEHSRERER, BFEXF,
2. B ERARIRSNAEPOFONTT, AERBEHBRIREBRENRAN—F

96



BDRBIERISSRRTEEANFER, FRIERSET X,
3. IRIEFRBEMNRAHITH L.
MREBE TN EFRIRES (QSFP & SFP) , EIRBEERNENERZEEN.

4 MREHRTERIR, BEMBALR, AEREMTERRLEER.
O. SERIEHIBIERNERLE:

a. EMIBFATIAUENERT, BIENTHISEER, BEEIESPRATEMA, ARFLIEIEF
A LEBEME.

PRI RS EOIET EORARST.
() #EsIsERmANAER, EIRAEA, UGRITEES.

a. NRHAEMRELLESILE, BERLEZLE.
b. ERWIRFERLHERRLEIEILS,
C. BERAEIMEZIBRMER, ARHTHREURRNEE,
d. 7 LOADER IR E=iEH2E.
6. EEHHI LM EIFABHE:
a. fiff show date MLKEBITIRTRIFAVES2S LK HEAFET &,
b. 7 BirizH28 LAY LOADER 27R7T4h, HZEREF BE,
C. NBME, EER set date MM/dd/yyyy B 1ER B HR.
d. yNEHE, &M set time hh | mm : ss BT GMT HIGERE,
e. FaI\ B AnizH2s _EHY B EAFN BT,
7. 7£ LOADER 274, M bye MEMIAK PCle RAMEMAM, HitizhlREMBD.

8. RIXITHISRHIFEE, FHEHMEIERIEIT: storage failover giveback -ofnode
impaired node name

9. MNRERHBMRIE, BEMBHE. storage failover modify -node local -auto-giveback
true

% 54 YIEINT 5 MetroCluster ECEFHRE
I ERXRER =TI = MetroCluster L&

-
1. IEFFAT RSB T enabled K& MetroCluster node show
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cluster B::> metrocluster node show
DR Configuration

Group Cluster Node State

1 cluster A
controller A 1 configured
completed
cluster B
controller B 1 configured
switchback recovery
2 entries were displayed.

DR
Mirroring Mode

enabled heal roots

enabled waiting for

2. BIFFRB SVM LHEFHRIP BB E5EM . MetroCluster SVM show
3. WIHMEERFEERITHEMRBE LIF TS EMIN5ER: MetroCluster check 1if show

4. 155

WRYEFE Eﬁkﬁ@?%%
show SR IOEIETERH

BITIEENEEPNERIT = E{FAH MetroCluster switchback #F<
S. WFYICliR{ER

EBE5ER: MetroCluster show

cluster B::> metrocluster show

LHITYIEL

LHEBWTF waiting for-switchback IRESH, YIEHRENDEIRTT:

Cluster Configuration State Mode
Local: cluster B configured switchover
Remote: cluster A configured waiting-for-switchback

HEBT normal IKEBY, HIEHRIESEM.

cluster B::> metrocluster show

Cluster Configuration State Mode
Local: cluster B configured normal
Remote: cluster A configured normal

TTHELZIIRTS,

6. EFHEILEA SnapMirror B SnapVault E2E.

98

, EOJLAfER MetroCluster config-replication

resync-status



% 6 . KHFEIHR[E] NetApp

REBEMRHN RMA SHBRSEE4HRE NetApp o "HIHFREFMEHR"EXIFMER. 17

EVADALE

99


https://mysupport.netapp.com/site/info/rma
https://mysupport.netapp.com/site/info/rma
https://mysupport.netapp.com/site/info/rma
https://mysupport.netapp.com/site/info/rma
https://mysupport.netapp.com/site/info/rma
https://mysupport.netapp.com/site/info/rma
https://mysupport.netapp.com/site/info/rma
https://mysupport.netapp.com/site/info/rma
https://mysupport.netapp.com/site/info/rma
https://mysupport.netapp.com/site/info/rma
https://mysupport.netapp.com/site/info/rma
https://mysupport.netapp.com/site/info/rma
https://mysupport.netapp.com/site/info/rma
https://mysupport.netapp.com/site/info/rma
https://mysupport.netapp.com/site/info/rma

RS B

HRINFRE © 2026 NetApp, Inc.o (REFFENRF, REEIR, REMRFABESLBEITFA, ANAEPZIMRIR
PRERSOARUEATRSEIERFER (B BFIMAN, SERH. 5. REAFHEERFL
RAGH) HITEH,

MEZRRARIFEY NetApp FHELKERI AR U TP MR R AERRRILIR

AR NetApp 12 RIF 1R, FEEMPAREIETER, SFERNRTERSE UL ERZBIERMEN
FRREER, BIEARREBERSIE. EEABERT, NTRERSRAMUERSIVERNEAERE. BiZ
M BAM. 1B, ETMSERERL (BEEFRTHIEABMERS; £H. HEFES EHRL
; EWSHE) , BEREMNAUREFEHFRERL, BEHTEE. mRIEIENTH (BEHRZHE
fth179) , NetApp HARFAIETE, BIEERSNEFE LRRRAIATEEM,.

NetApp (REEARFITEMBIE S FHERS M A S PR R E A~ it 1T ECRBIAF) o FRIE NetApp LAFBEATVER
HER, SN NetApp AABREAASHEFR i~ EERRESRX S, ERNMER~mARTIREG
NetApp BYERIZFIMN. BIRNEEREMAIRFRIFA,

AFMRPRANTMAIEER I ZHEE T, SNEZTFHIEFERIBRIZ BRI,

BRNFIHEE: BFER. E5IsiATFANESS DFARS 252.227-7013 (2014 4£ 2 B) #1 FAR 52.227-19
(2007 £ 12 B) P FEARIENF] — IEFWA"EFE (b)(3) FMEBRBIFZHIILIR,

AXAEFFES RSB =R/ B RS (EXI FAR 2.101) #8%, BT NetApp, Inc. HEEEE. RIE
ISR HBIFRE NetApp HARBIBFMITEVRGEEELER, HE2HMAREFL, EEBRE XL
ENERNAEI RS, 23Kk, SRERAEENGTE, ZFIBERaELE, WAREHEFLE, BMRESR
FHIRFARIBIN EE BT ERAE X EZEaRZFRNER TER. BRASHEMENBRIN, FE NetApp, Inc. B
PEALE, FEER. HE. Efl. B BEHETXLELRIE, EEBRXEIFIENYIET DFARS H%E
252.227-7015(b) (2014 £ 2 B) &R EAHAIIF].

BIHER

NetApp. NetApp #RiRF1 hitp:/www.netapp.com/TM _EFRFIBIETRE NetApp, Inc. BIETR. EMATM~HRA
il ge = HE BB & BIET.

100


http://www.netapp.com/TM

	维护 : Install and maintain
	目录
	维护
	维护AFF A300硬件
	启动介质
	机箱
	控制器
	DIMM
	风扇
	NVDIMM 电池
	PCIe
	电源
	实时时钟电池

	启动介质
	启动介质更换概述— AFF A300
	检查加密密钥支持和状态- AFF A300
	关闭受损控制器 - AFF A300
	更换启动介质— AFF A300
	启动恢复映像— AFF A300
	切回双节点 MetroCluster 配置中的聚合— AFF A300
	恢复加密- AFF A300
	将故障部件退回给 NetApp — AFF A300

	机箱
	机箱更换概述— AFF A300
	关闭控制器— AFF A300
	更换硬件— AFF A300
	还原并验证配置— AFF A300

	控制器模块
	控制器模块更换概述— AFF A300
	关闭受损控制器 - AFF A300
	Replace the controller module - AFF A300
	还原并验证系统配置— AFF A300
	重新配置系统并重新分配磁盘— AFF A300
	完成系统还原— AFF A300

	更换 DIMM - AFF A300
	第 1 步：关闭受损控制器
	第 2 步：打开控制器模块
	第 3 步：更换 DIMM
	第 4 步：重新安装控制器
	第5步：(仅限双节点MetroCluster)：切回聚合
	第 6 步：将故障部件退回 NetApp

	更换风扇— AFF A300
	更换 NVMEM 电池— AFF A300
	第 1 步：关闭受损控制器
	第 2 步：打开控制器模块
	第 3 步：更换 NVMEM 电池
	第 4 步：重新安装控制器
	第5步：(仅限双节点MetroCluster)：切回聚合
	第 6 步：将故障部件退回 NetApp

	更换 PCIe 卡— AFF A300
	第 1 步：关闭受损控制器
	第 2 步：打开控制器模块
	第 3 步：更换 PCIe 卡
	第 4 步：重新安装控制器
	第 5 步（仅限双节点 MetroCluster ）：切回聚合
	第 6 步：将故障部件退回 NetApp

	更换电源— AFF A300
	更换实时时钟电池— AFF A300
	第 1 步：关闭受损控制器
	第 2 步：打开控制器模块
	第 3 步：更换 RTC 电池
	第 4 步：重新安装控制器模块并设置更换 RTC 电池后的时间 / 日期
	第 5 步：切回双节点 MetroCluster 配置中的聚合
	第 6 步：将故障部件退回 NetApp



