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MREEIHR... 1R1F

key manager is not RARRENMNEINEE,
configured. Exiting.

a. FRHERRETHIL
b. RN RHIIEEHET

storage failover giveback -ofnode
impaired node name

c. mif EFEABMRIAEE MRERERT
key manager is BREMZEINEE. giFMEZHEES,
configured.
@ MREZRLERFZIAEERRE, WSETHIRAES, HETREHIAZEEEERIAERE
BUNMERR (IREIMNE) o BEIBFRT A4S,

4. ERERERENENIEEREZAEIES:



WREZIAEIERE (OKM)
AR TIU TN HEHREITRNREIEN 10:

key manager is configured.
Entering Bootmenu Option 10...

This option must be used only in disaster recovery procedures.

you sure? (y or n):

a. HN 'y EiRTRBIAEE S E G OKM EdiE,
b. HIURTREY, FRAVEHZAEIEZ,

C. HIMHIARTE, BEXIMARN,

d. HIETEY, MAFERZAEERNEHEE.

RE R E D BIERREVRA

Enter the passphrase for onboard key management:

e mIEMEEE, BElmMHTR]

e NN AIS o
mEdETRE, TREEHRBE. UTMEERBMERIN:

Trying to recover keymanager secrets....

Setting recovery material for the onboard key manager
Recovery secrets set successfully

Trying to delete any existing km onboard.keydb file.

Successfully recovered keymanager secrets.

f TRERG, RERAREMETEAHERIET.

Are
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0 BERIAFEERIIEH R ME EREIETT!
storage failover giveback -ofnode impaired node name
h. ZHF TR BHHARRMEERS G, RS EFHFN OKM ZA:

security key-manager onboard sync

AIfE EHE A EIRIEIRE MRERER T

HSNEREREREETESE (EKM )
RARTUTHEHF BRI TR EIED 11:

key manager is configured.
Entering Bootmenu Option 11...

a. HIEREY, BERAEKMEEEIRE:
L JERABPIRIEBIIAZR, /cfcard/kmip/certs/client.crt X4 :

BREFIREPAETTA

i. IBMANEFIRZEXHNAZS, /cfcard/kmip/certs/client.key {4 :

BTREPIRERXHFABEIRG

iii. MIATFRIEN KMIP ARS8 CA(s) XHHRIAR: /cfecard/kmip/certs/CA.pem’ SXi:

ERKMIPARSS 28 X (A A R



V. B NBRSSESECE XA /cfcard/kmip/servers.cfg X 14 :

ERIRSBEREXHRBE R

XXX XXX . XXX .XXX:5696.host=xxXxX.XXX.XXX.XXX

XXX XXX . XXX .Xxx:5696.port=5696

XXX .XXX.XxXX.xxx:5696.trusted file=/cfcard/kmip/certs/CA.pem
XXX .XXX.XXX.xxXX:5696.protocol=KMIP1 4
I1xXxXX.XXX.XXX.xxx:5696.timeout=25

XXX . XXX .XXX.XxXx:5696.nbio=1

XXX .XXX.XXX.xxxX:5696.cert file=/cfcard/kmip/certs/client.cr
t

XXX .XXX.XxX.xxx:5696.key file=/cfcard/kmip/certs/client.key
XXX XXX . XXX .XxX:5696.ciphers="TLSv1.2:kRSA:!CAMELLIA:!IDEA:
!RC2:!RC4:!SEED: !eNULL: !'aNULL"

XXX . XXX .XXX.Xxx:5696.verify=true

XXX .XXX.XXX.xxX:5696.netapp keystore uuid=<id value>

V. INRBIIER, BN NET SBIONTAPERE UUID, EaUERAUTHSMKET ST
B UUID: ‘cluster identify show #5%

ERONTAPEEE UUID 127

Notice: bootarg.mgwd.cluster uuid is not set or is empty.
Do you know the ONTAP Cluster UUID? {y/n} y
Enter the ONTAP Cluster UUID: <cluster uuid value>

System is ready to utilize external key manager(s).

vi. IIRBIERT, BRATRRIENNEZEOMLE:
" IR 8y 1P itk
" IR R LB
= FAIARIRAY 1P it

&
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BRIGES EIR B R

In order to recover key information, a temporary network
interface needs to be
configured.

Select the network port you want to use (for example,
'eQa')
e(OM

Enter the IP address for port : xxx.xXXX.XXX.XXX
Enter the netmask for port : xXXX.xXXX.XXX.XXX

Enter IP address of default gateway: XXX.XXX.XXX.XXX
Trying to recover keys from key servers....
[discover versions]

[status=SUCCESS reason= message=]

b. FIFEAMEIRE:
- WNRIREZE kmip2_client: Successfully imported the keys from external key server:
XXX XXX XXX.XXX:5696 HIHERE TR, EKM BREEMIIME. ZIEMNET RIREHERAY
HHEBRT R, #HET—D,
" MRZFPMERY, RARELGTHETREIRZEMESES. M LOADER IR EHEITE

U = boot recovery -partner



ETRERREERNE S HENRA

ERROR: kmip init: halting this system with encrypted
mroot...

WARNING: kmip init: authentication keys might not be

available.

KA A A A A A A A A A A A A A A A A A A A A A A AR AR AR A A A A A A A A A A AR A A A AR AR AKXk ko k
w ATTENTTON B
* *
& System cannot connect to key managers. 23
* *

R b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b g

ERROR: kmip init: halting this system with encrypted
mroot...

Terminated

Uptime: 11m32s
System halting...

LOADER-B>

C TRERR, RIERREEMEELHEREIT.
d. B RIEFEEITHIR M E EEIETT:

storage failover giveback -ofnode impaired node name

AITE EHE A ETIREIEE NRERERT -

o WIRBRABNRE, FEHBA:

storage failover modify -node local -auto-giveback true

6. ANR B T AutoSupport. NEE B &he 22

system node autosupport invoke -node * -type all -message MAINT=END

2178
EIXRONTAPBME BT mIEE T THIRMEIER, ErRILISHIEEHEEI4NetApp”s

BRI BT SRR [E]45 NetApp - AFF A70F1AFF A90

QD%@E’JAFF AT0ECAFF AQOTFER G ENMEMH R EHIE, BRI FIRE]

26 NetApp. 1EEIR "EIHREIFE " TTHILIRENE L5 Bo
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BRohiRIR - FopihE
BT RFEsNRE T{ERIZ - AFF AT0F0AFF A90

F o E BEifEEEFER USB IXGh2RISONTAPEH ZEZ|AFF A708AFF A0 R SR
BB HRL. S5 MNetAppSz#Fih s FEHER AYONTAPIR S UG H G H E HIZE!
USB 3[7:71%%0 RE, FERERITE USB IRozsliTMEH B R A MERIEBETRE.

IIRENEFERGSITHIRONTAP 9.17.1 SNEShRA, BER"EIEHMERRF" MRENRFETHER
HAhRZASEIONTAP, BERFEIEEIRERERF.

fg?& WEMEER, XAEHEE, BMBE6EAE, A USB KR iSRG, HELENENRNBMNER

o "EEERBINRIER"
BEEEMBMNTRNER,

9 "B NN E A SHFIRS"

RBERASREA T ReRREEREEMNHEIHTT TN,

e "R 28

FEFMENNTEE. BXRAEHIZE,

o "ERE TR

MABSREERRPIEHERH TR RRERBHNR. ARERUSBAFIREI2E T RIONTAPIR G,

e "BEIRERE"

MUSBIREIZRBEIONTAPIRE . IERX A RAGHIDIEIFR T &,

e I”V’I’Eb ,J'_LE'_{H

MONTAPBEpR B2 M E R Z A E IR R A INIRIAEIER,

o "I FEERHIRE] NetApp™
REBEMMEMEY RMA 15 B SIE 2B 4R E] NetApp o
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FrIBRN FRIREEK - AFF A70F1AFF A90

TEEAFF A705(AFF AQORAZHBIBoINT R Z Al IBRRAEHIIERINNEERK, X
g%ﬁﬁﬁfﬁﬂ’\]ussmm@ﬁjﬁ%ﬂﬁiﬁé’uE’\Jﬁﬁﬁi HIIE T BB FHRNBXBIIIL

NRERRFITITRIRONTAP 9.17.1 REShRA, BER"BoIEMMERRF" -

USB iAF&
* BRIEBE—MEINLH FAT32 Y USB IN77IREDES.
* USB WA R BEBHNFHEBEREY 'image_xxx.tgz' X

XS
Sl “image_xxx.tgz KX EHIZ USB (AFEREE. EA USB INFIERN2RZHONTAPBRIREP R E R S o

P ER
fEFANetApptR IRV R LH {4 SR B IR R PR R 15

1EHI2RIR%!
ERZHNBEHN T, FadNAEERNERREXEE:

© _ERiThlEE_REIEERITAIRRITE 2.
© _RERITHISE_RRBUTHIERAT HA (L,

T RHtA?
BEEMRSISNANERE, CRENERDNFELOMBEHLZ RS
WEFoEoHRERE RN Z 2 F - AFF A70F1AFF A90

ZHRAFF ATO0SAFF AQOTFIER S LREIER 2. BREERIERHM TR ERMNEE A
FIRE. KWEEHONTAPRRAEE ZHNetAppBIMEA(NVE). XHAEHIZEZ Al BRE
ZIAEERET LT AR,

MRENARFIZITHIRONTAP 9.17.1 RESIRZ, EFER"BIEIERERE",
FE 1. 10F NVE ZHFH THIEHIJONTAPIRER
HELBIONTAPRR AR B2 FNetAppEIIE (NVE), LUEEE LU T IEFRAIONTAPMUSG KRB ohN .

TR
1. EEHONTAPR A B & S INE |

version -v

SNR I E4E 10no-DARE, MERIEELARA R ZFEFNVE,

2. FHIE NVE ZIFHONTAPIR S
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° YNERZHF NVE: TEHHENetAppEINZZHIONTAPIE
° NBRARZH NVE: TH AT NetAppBHMNZEHIONTAPRRE

@ MNetApp3z MG T EHONTAPBREIIEH) HTTP 3¢ FTP ARSSsRak At 432, 1EEEik
Bt RpEES, ERFE ARG

EXAHEIERISERZ R, BRIERAEERCEHENVERR.

p
1. MELNARG LERAT WM ERERS:

ONTAP hig7s B1Tltes <
ONTAP 9. 14. 15 EShRZs security key-manager keystore show

* MRBATEKM. "EKM MAEH LTI,
* WRBATOKM. "OKM M Z7Es <t 5,

* NRKRBHEZHAEESE. No key manager keystores configured’
NaEHm<ShmEPyIH,

ONTAP 9.13.1 SR E R kA security key-manager show-key-store

* MNRERATEKM. ‘external M&Em<iEmEFFIH,
* MNEBHETOKM. ‘onboard M&fEer< 5,
* NRKRERAZHAEIES. No key managers configured M S 1E#D

LTI,
2. RIERAPESEE T EPEER, MITUTRIEZ—!
NRKREEZAEIER:
TR R et X NETHIZE, HASEHMITXIIER.
NRECE 7T HAEIER (EKM 5 OKM)
a. WALUTERGS, ErEREERPEHEIERRIIRS
security key-manager key query

b. EEHE %#ﬁ_EEPE’JfEO ‘Restored' 1+, ILFIHETREAEIERE (EKM 5 OKM) BIZHISIEE
HERSERIINE

3. BIREENEAEER LA THEN RS E:
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HNEREZEAETESS (EKM )
RIESESTH UL T, "Restored I F,

NRFAERBEHER true EBIRE !
BRI R XA EEGIEE, HASHITIIIER,
NREFARETHERRE true’ E“BIRE"FIH:
a. BN EIRAERIAME D ERHPHFE TR
security key-manager external restore
INRABSHITERY, TBEXRENetAppZ s,
b. HIAFRE S IIEZBHEMES
security key-manager key query
Haik "Restored SRR “true & A FFIE S HRIEER.
C. MNRPIERAMEME, WrJUAREMKFAHEITHIEFHUSEHITRNIZR,

IREZEAEIEE (OKM )
RIESESTH U TS E, Restored I+,

NRFIERBEER true T BIRE"FIH:
a. &1 OKM 58
L PR EI S RAPRIER :
set -priv advanced
BNy SRR ERRT,
. BRBAEEEMER:
security key-manager onboard show-backup
ii. &5 B8 HIEI R IRA S B E XX,
MREEHRIRPEEFHNE OKM, EEBELENHES.
i, 13 [O]EIE ST
set -priv admin
b. R UL LMK IEITEIEE, HYLERITRIIER

NREFIRERRERZE true T EME"7H:
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a. EFIRFEREES:
security key-manager onboard sync
HIRREY, BN 32 MFEENFERFAHSHNBRREERT,.

C) XEEERVEE EHZRAE RSN ENEESTERBEE, NRELEIERD
5B, BB RENetAppziF,

b. IBEHINFIE B IIEERHEME
security key-manager key query

ik Restored B8R true WFIEESMWIEZIAN Key Manager HEE

*onboards
c. &7 OKM 5 8.:
. R B SR PRAET -
set -priv advanced
BN Ty BB,
. BTREAEEEMER:
security key-manager onboard show-backup
ii. Y& BB RIRAS 3R B E S,
MRAEFHIRPBEEFoINE OKM, BREEELEHER.
iil. JREEIEGIET
set -priv admin

d. eI T et XAHMEIETEE, HBRERITXIER.
T—FEAA?
BB ERNINBEZRHFNRSE, EFE XAEHEE"

XiAE G2 LUAITESI R T Rk E - AFF A70F1AFF A90

KHIAFF ATOSLAFF AQOTFE R PR RVITH2S, LB LESRERAEB IR Bk
EIRFRFRFIRE .
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TN . KRERARS

BRAZBEHEE, EOMRERLHRIVRT, AELEMZERGIE, UERTEBITRISSSAEMNZ
BT Hl SR B R R,

KXFIES

* NREFEANEBSANRS, NHMENEZRITHIZZSCSITIFHEMHSHER cluster kernel-
service show, cluster kernel-service show #r < (TEpriva IR F) Al B/ BT R AR i
WS ZH R BEMERESURZT REETKS.

/1 SCSI IR RS S HEN SEBFHEMT RIRIFPER R, EREBIRZ A, BIALBRITE

8] &,

* If you have a cluster with more than two nodes, it must be in quorum. IR EE KA R ETITIRR
RFPIERIBSE R RIEI TR A EE T alse. MR AZHITH SR 2 AIE ERER ; FE0 "
RBoR5&RERD"

S
1. MNERB AT AutoSupport « M5&3d i B AutoSupport JH S22 1EBheI 2R

system node autosupport invoke -node * -type all -message MAINT=<# of
hours>h

LR AutoSupport JHEZE 1E B T2 25N

clusterl:> system node autosupport invoke -node * -type all -message
MAINT=2h

2. ZEBERIE
a. MERITHIZRAVIEH SN <

storage failover modify -node impaired node name -auto-giveback false

b. N 'y HIEEIRNEERETEZRAAMMER? i
3. ¥ZmiEHI2E 2R LOADER 12755 :

NRZIRITHZEEE. ... B4 ...

LOADER 2R BET—%,

[EEERFRE ¥ Ctrl-C , AREHIUERNEE vo
AFAIR AT IR R MIBITIEBEHI S E T EZHITHIZS

storage failover takeover -ofnode
impaired node name -halt true

-halt true B35 N\ Loaderig R i’

19


https://docs.netapp.com/us-en/ontap/system-admin/display-nodes-cluster-task.html
https://docs.netapp.com/us-en/ontap/system-admin/display-nodes-cluster-task.html
https://docs.netapp.com/us-en/ontap/system-admin/display-nodes-cluster-task.html
https://docs.netapp.com/us-en/ontap/system-admin/display-nodes-cluster-task.html
https://docs.netapp.com/us-en/ontap/system-admin/display-nodes-cluster-task.html
https://docs.netapp.com/us-en/ontap/system-admin/display-nodes-cluster-task.html
https://docs.netapp.com/us-en/ontap/system-admin/display-nodes-cluster-task.html
https://docs.netapp.com/us-en/ontap/system-admin/display-nodes-cluster-task.html
https://docs.netapp.com/us-en/ontap/system-admin/display-nodes-cluster-task.html
https://docs.netapp.com/us-en/ontap/system-admin/synchronize-node-cluster-task.html?q=Quorum
https://docs.netapp.com/us-en/ontap/system-admin/synchronize-node-cluster-task.html?q=Quorum
https://docs.netapp.com/us-en/ontap/system-admin/synchronize-node-cluster-task.html?q=Quorum
https://docs.netapp.com/us-en/ontap/system-admin/synchronize-node-cluster-task.html?q=Quorum
https://docs.netapp.com/us-en/ontap/system-admin/synchronize-node-cluster-task.html?q=Quorum
https://docs.netapp.com/us-en/ontap/system-admin/synchronize-node-cluster-task.html?q=Quorum
https://docs.netapp.com/us-en/ontap/system-admin/synchronize-node-cluster-task.html?q=Quorum
https://docs.netapp.com/us-en/ontap/system-admin/synchronize-node-cluster-task.html?q=Quorum
https://docs.netapp.com/us-en/ontap/system-admin/synchronize-node-cluster-task.html?q=Quorum
https://docs.netapp.com/us-en/ontap/system-admin/synchronize-node-cluster-task.html?q=Quorum
https://docs.netapp.com/us-en/ontap/system-admin/synchronize-node-cluster-task.html?q=Quorum
https://docs.netapp.com/us-en/ontap/system-admin/synchronize-node-cluster-task.html?q=Quorum
https://docs.netapp.com/us-en/ontap/system-admin/synchronize-node-cluster-task.html?q=Quorum
https://docs.netapp.com/us-en/ontap/system-admin/synchronize-node-cluster-task.html?q=Quorum
https://docs.netapp.com/us-en/ontap/system-admin/synchronize-node-cluster-task.html?q=Quorum
https://docs.netapp.com/us-en/ontap/system-admin/synchronize-node-cluster-task.html?q=Quorum
https://docs.netapp.com/us-en/ontap/system-admin/synchronize-node-cluster-task.html?q=Quorum

IR 2 . $5EHIBSI T MetroCluster #2

BXRARBIEHEE, EOMRERLHSRIVRTS, AELEMZERTIE, UERTEBTRISSSAEMZ
Bl SR B R R,

* If you have a cluster with more than two nodes, it must be in quorum. IR EEE KA R R IITITIRR

RIFp RIS EARNEITINR S EE R alse. MAGIEXAZHITHISE 2 AIE ERTHR ; 550"
BrHR5KERD"

s BwsnIAE iR EMetroClusterfc RS, HETRATFEBAMEERKES:
metrocluster node show
g
1. YR ZA T AutoSupport « M@ JEHAutoSupport ;B 22 1E B &b eI ZRF:

system node autosupport invoke -node * -type all -message
MAINT=number of hours downh

LA FAutoSupport JEE 221 B ah el = 2= 61/ 6

clusterl:*> system node autosupport invoke -node * -type all -message
MAINT=2h

2. ZHBHRIE:
a. NEERIEHIZEAIERI QAL TR
storage failover modify -node local -auto-giveback false

b. N 'y HIEEIIR N EESETEZABMOIR? "AY
3. ¥ZRIEHI2E 2R N LOADER 127R4%F:

MNRZHITHIZRER ... B4 ...
LOADER &Rt BET—T,
EEFFRE ¥ Ctrl-C , ABREHIHMERFEE vo

AGHRTRERRTT WA MNSTEENEHSRENEERRERE:
RorEN)
storage failover takeover -ofnode
impaired node name -halt true

-halt true B #0&# N\ Loaderfe o

TSR A?
RASHIRE, ERE ERENR
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BB IN R ESEFoIEsRE - AFF AT0F1AFF A90

AFF A70E(AFF AQORFZF BN R ZE 7 M ENEGMEELUE, FRTIZEIEZEF
ARABIEEIR, BIRAITFNBESIN R, EEBIREBINHR, SARER USB AEFEIRE)zs
B ONTAPRRE F o i 2B BT .

Step 1: Replace the boot media
BRI T RAAEIERRAS. oL@ MREREH FRREIFE,

PIE
1. BENAEE. WNREHEKE, BFERET,
2. IR TFIEHIZER PSU,

() nREHNREERERRE. B RRRSPSUIEE,

a. I TFERFAGERIERPFIEBL. BSUEBLSRERUEN LA, NUEEENRERRIPER

~

EERERR ERRYIR O,
b. M FHeR S EIRIER. HEABNMALERIERNNANEIRE. ARM TIeEER,
C. BT RSERMCIHE. MIEHEENE.
d. ORI —Em ThERE. AEMEHRSERPETRAEEER,
e RRSKEEERMERHBEE L. LUERTLIARBIT R
3. MEERIERAMIFRE RN

(1) R EIRBIR O I
(2] BRI BB R
(3] BRI
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a. BT EEMERE.

b. A e BT B BEMEERBL. AEBRE—S.
4. BERBIN LRI RS EERIRF !

a. FEIN NG SHBEINTXNTT, ARKBEREERNGR.

b. FABIEIRH TS MIA FHEAZ BRI B

C. WTBIERA. M TIRRITERNR. ARMAMERE.
S. BEMTRERFEIRRIR:

a. Fa EIRTR M LRt B XA E

b. BN RS EIEERATTIE.

Step 2: Transfer the boot image to the boot media

BRENZRBHNMTTULBONTAPIRE, A LUKAER BIONTAPRRSSBRE M T EZIUSBINEREN2E. ARBT
HEBNABHMNTER. MTTEONTAPRREZ E] "NetApp Sz 54 = " BRI T B,

VAR, =P

c B TEBE—1ERILH 32 (I USB (NFERsIZ, HFEBS=E=E/1V N 4GB,

* THEZIRITHIZFETEIEZITIMERASHERBIONTAPHIEIZAS, f&0] LAMNetAppsz15Fih s _EBY"Downloads"ZB
DTHENRR G, FH version -v M¥ERENONTAPMRAR S ZHFNVE, NRGFLSHEETR
*<10no- DARE>, MIEAIONTAPhRZASFZHFNVE,

° YNREBFIONTAPHRZASSZHINVE. BIRER T i aYREA. fEANetAppEINE T EHME,
° NRALZIFNVE. BIREB T HIZH PRI T H A HENetAppE NN ZE HYIRER,
* NREVAFEHAT . MAAERHIZNT R ERIHEO(GEE HeOMIZED) 2 832 1 M LEERE,
-
1. NTFEHAENARSBMEHIEEHE S "NetApp 2L =" EIUSBIATEIRENER.

a. MTTE _EAY"Downloads" (T &) EEIG RS MG T HZIEIC R BN LR T =,
b. FREEARSS R,

@ MR E[EA Windows IREXAZR, E7EH WinZip 12BN B ahig, EAEMIZEXT
B, 540 7-Zip 5% WinRAR

USBAZIREhER N BH ZHITHI28 [ETEIn1TRIMEN ONTAPIR R,

a. NZEICABPENL USB IFIRE)2R.
2. RUSBAFIR BN R A EIRIRIR EBIUSB-AlR,

RIS USB N IRENESRISERTAE USB IR EMIEEH, TR USB BEIAHOR,
3. BRRSENDR. —BRFRE, BHERREREH.

(D) nReEmREE, EEERRAEREEIER
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4. ¥ Ctrl-C 7£ LOADER &Rz 1E, LURRrEEhdTE,
MRXRETIHEER, BE Ctrl-C , EFEMUB R EIPER, AEEEEE S UBRIMERER.

T EMH4?
ERBHMNERGE, EFE BRERE"

M USB IXch2sFohin S B ohig{k - AFF A7T0¥1AFF A90

TEAFF A7T0(AFF AQOR SRR FBVE N TRk &G, ERILIM USB IXchad Fohiaahii
ERGEUMETRUF T RIMERE,

MRIENARFIZITHIRONTAP 9.17.1 NESHRZAS, BEER"BEIEIMERRE" -

Fraz Al
* BIHREIENA B E R SRR 28,
* FRINEIRE E S IEREGHIUE.
* MEEHNARARZSERMNE, TP R 3 F, BRERIEESEREAMNERIEFENAYED,

Uz
1. 7EBPEITHI28AY LOADER 18/~ fT T, M USB [AFIREhES B Bhifk S pRis: :

boot recovery
ME TR R MUR THM.

2. HIRTEY, WABREMIEIZ Enter IEZIES P ERHEINE R,
3. BEAERTEHNONTAP AN S EIRE var X4 FR5%:
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ONTAP 9.16.0 S{E R A2
W ZFUTHIAMESIEIERIATR U T B :

a.

EHERESIZE L. T v HREE ‘Do you want to restore the backup
configuration now?

EHfEIERIsR L MNREIMRTR, I8 Y B /etc/ssh/ssh_host_ecdsa_key.
EREIERIZE £ BRI FIZRINRE S B NSk

set -privilege advanced
TEEHIEHIZR £ BEITMESE DG

system node restore-backup -node local -target-address
impaired node IP address

() mREINTFRMEANHE, B RENetAppIIS,

TEafETHIs L REIEERRT:
set -privilege admin

EHEESIZE L. T v HIREE ‘Was the restore backup procedure successful?

EfEIEHIZS L BT vy HIREE .would you like to use this restored copy
now?

FifEERlEE L BT Y HIRRERN, # Cil-C HIEERIBmREN,
TRt hlEs . AT T g EZ —!

* RRSAERNE, BMEEIFREREE E 1 EFBE

" IRRSERAME, BREREME"

ONTAP 9.16.1 S{E = kR4
I HIZS TR A TS B

a.

e.

ERSERTERENEREN. & Yo

mEIERE, RERUTHER: syncflash partner: Restore from partner
complete

Y SRTIAMRE SR,

B Y HRSRTERMENEERN.

BY SRGRTERT RN,

Y SAGIRTHEXERN, 15K Ctrl-C 8B R BB,

f ITUTRIEZ—:
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bootmedia-encryption-restore.html
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* MRAFBERME, BHRE"MEME",

4. izl a4 AiE R B EC TR,
O W RIEFEEEHSBRME EEET:

storage failover giveback -fromnode local
6. NREERATBNREIRE, BEMBRAE:
storage failover modify -node local -auto-giveback true
7. YR BT AutoSupport. MIERBahEZRG:
system node autosupport invoke -node * -type all -message MAINT=END
T—FEHA?
BohmEREGE, BRB " MERN TR EINE
FrhBRE RMEMZEZR - AFF AT0FAFF A90

TEAFF A70(AFF AQORAGZHMBRBINT R EIMENZE . LIARGSEIREHAUERIP, &
IR EIEIIE AR B, EMNANZILE UM SR Z £IhR,

NRERIRFEIZITRIRONTAP 9.17.1 REShAS, BER"BoIEMIRERRF" -

RIECHNZRAERSEXEE, TAENNTRUMERSNE, NRETHEECNRAEAB N EAEIERS, 171E
BEERHN RERI R RIERNILE,
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IREZAEIEEE (OKM )
MONTAP S Eh3R SR R AR 3 2 tA E 1288 (OKM) e &L

FaZ Al

BRAREEESEFUTER:
* ERANEECENEEEIEN "EREREAEE"
* "IREEAEIESENFNER"

* EAUTARRIEHERSRE ERMEEIEM & iiE:

RIEIE 2

P

X T SRITHI2S:

1. BRI A S BRI H 28 L

2. MONTAPEEhFEH, EFMEN YLD

ONTAP hRrZs priz 21 gvll
ONTAP 9.8 SR EShRZS IR0,
BB ERA

"SNAIIIEAR E A SR E IR R () AL EEEERY

Please choose one of the following:

all disks.

1) Normal Boot.

2) Boot without /etc/rc.

3) Change password.

4) Clean configuration and initialize

5) Maintenance mode boot.

(

(6) Update flash from backup config.
(7) Install new software first.

(8) Reboot node.

(9) Configure Advanced Drive
Partitioning.

(10) Set Onboard Key Manager recovery

secrets.

(11) Configure node for external key

management.

Selection (1-11)2? 10
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ONTAP (R i1yl
ONTAP 9 7R ERhRZA EFRPRIAIN recover onboard keymanager

7/

BB ERA

Please choose one of the following:

(1) Normal Boot.

(2) Boot without /etc/rc.

(3) Change password.

(4) Clean configuration and initialize
all disks.

5) Maintenance mode boot.

(

(6) Update flash from backup config.
(7) Install new software first.

(8) Reboot node.

(9) Configure Advanced Drive
Partitioning.

Selection (1-19)7?
recover onboard keymanager

3. WIS, EHINERSEMREMELIZ:
BRRHRTRET

This option must be used only in disaster recovery procedures. Are you
sure? (y or n):

4. MNEESCENERZIEM X,
MNEEEY, EHafRREMEBARS.
BRI
Enter the passphrase for onboard key management:

Enter the passphrase again to confirm:

o BHANEMEER:

a. ¥E5M5M BEGIN BACKUP 17ZI END BACKUP 1THIFRERS, SIERITS,
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BRI

Enter the backup data:

—————————————————————————— BEGIN

BACKUP————————————— -
01234567890123456789012345678901234567890123456789012345678901
23

12345678901234567890123456789012345678901234567890123456789012
34
23456789012345678901234567890123456789012345678901234567890123
45
34567890123456789012345678901234567890123456789012345678901234
56
45678901234567890123456789012345678901234567890123456789012345
67
AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAARAA
AA
AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAA
AA
AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAARA
AA
AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAARAA
AA
AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAA
AA
AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAARA
AA
AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAARA
AA
AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAA
AA
AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAARA
AA
AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAARA
AA
AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAARA
AA
AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAA
AA
AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAARA
AA
AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAA
AA
AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAA



AA
AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAARAA

AA
AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAA
AA
AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAARARA
AA
01234567890123456789012345678901234567890123456789012345678901
23
12345678901234567890123456789012345678901234567890123456789012
34
23456789012345678901234567890123456789012345678901234567890123
45
AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAA
AA
AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAA
AA
AAAAAAAAAAAAAARAAAAAARAAAAAAAAAAAAAAAAAAAAAAAAAAANAAAAANAAAAANAA
AA

——————————————————————————— END
BACKUP--————————— = —————

b. M ANRBLERE, BRREER,
mELETN, FETUTHES:

Successfully recovered keymanager secrets.



BRI

Trying to recover keymanager secrets....

Setting recovery material for the onboard key manager
Recovery secrets set successfully

Trying to delete any existing km onboard.wkeydb file.

Successfully recovered keymanager secrets.

R b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b db g
khkkkkhkhkkhk ki hrkkhkkhkkkkkhx

* Select option " (1) Normal Boot." to complete recovery process.
*

* Run the "security key-manager onboard sync" command to
synchronize the key database after the node reboots.

R b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b i b b b b b b b b b b Y

R b b b b b b b b b b b b b b b b o d

@ MRETHHHERAEUTARS, B7N#HEEIE{E. Successfully recovered
keymanager secrets . H{THPEHIFRULEEIR,

6. 3R 1" MBI B4R R ThiH NONTAP,



10.

BRI

R b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b g

R IR I e I b dh db I b I b db b Ib b 4

* Select option " (1) Normal Boot." to complete the recovery

process.
*

R R i e S i b I b b b b 2h b b dh b Sb b 2 dh b b S b dh b b S b dh b b dh b db b db db b b b b 2h b b dh b db b b db b b Sb i db b 4

R b b b b b b b b b b b b b b b b b

(1) Normal Boot.

(2) Boot without /etc/rc.

(3) Change password.

(4) Clean configuration and initialize all disks.
(5) Maintenance mode boot.

(6) Update flash from backup config.

(7) Install new software first.

(8) Reboot node.

(9) Configure Advanced Drive Partitioning.

(10) Set Onboard Key Manager recovery secrets.
(11) Configure node for external key management.

Selection (1-11)2 1

A Hlgg TR e EmUTMER:

Waiting for giveback..(Press Ctrl-C to abort wait)

KT ERINFIERIZSE

AR IR -

storage failover giveback -fromnode local -only-cfo-aggregates true
KT RIIEHIRE:

{XfEMR CFO BERMfE, AP EAEESSE:

security key-manager onboard sync

HIGRREY, WMAERSCERRSEAEIESRTEE.
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1.

12.

13.

14.

BRI

Enter the cluster-wide passphrase for the Onboard Key Manager:

All offline encrypted volumes will be brought online and the
corresponding volume encryption keys (VEKs) will be restored
automatically within 10 minutes. If any offline encrypted
volumes are not brought online automatically, they can be
brought online manually using the "volume online -vserver

<vserver> -volume <volume name>" command.

(D NRED AT, MREISEHETRT, FESHEMES. MRRAPKY, NTEREISEE
R ZAIETHEIRERS. B7HERE, HEHRGEILERRPRIIALE,

HIAFREZRYIERY .

security key-manager key query -restored false

ZE R AMNREERER, MREMERER, BFEERTHS, BEIRBEERELENLL,
KT AR HIZE:

AR 2R

storage failover giveback -fromnode local

NRFERT Bk, WERE:

storage failover modify -node local -auto-giveback true

SR B AT AutoSupport. MR ER B &hIEEZRA]:

system node autosupport invoke -node * -type all -message MAINT=END

SNEBZIAETEES (EKM)
MONTAPE o ER RN R IAEIRSALE,

Friazal
MB—PEET REEDPREUTXHE:

p

*Icfcard/kmip/servers.cfg X {43, KMIP AR5 28tk Alim O
*/cfcard/kmip/certs/client.crt' XX (& FiIiE+H)
*/cfcard/kmip/certs/client.key X4 (Z P IHZEH)
/cfcard/kmip/certs/CA.pem X (KMIP 5528 CA IEH)

&



KT R HlE

1. A E IR R R ST HI28 L
2. JEIREIR 11" MONTAPB SIS &,

ERBhRERA

3. HIMERAY, FHRIAEEWRERIFRER:

Normal Boot.

Boot without /etc/rc.

Change password.

Clean configuration and initialize all disks.

Maintenance mode boot.

Install new software first.

Reboot node.

Configure Advanced Drive Partitioning.

) Set Onboard Key Manager recovery secrets.

(1)
(2)
(3)
(4)
(5)
(6) Update flash from backup config.
(7)
(8)
(9)
(10
(1

1) Configure node for external key management.
Selection (1-11)2 11

BRI

4. HIRREY, FRATFPRNRSSRES:

o

e o

®

Do you have a copy
{y/n}
Do you have a copy
{y/n}
Do you have a copy
Do you have a copy

of the

of the

of the
of the

/cfcard/kmip/certs/client.crt file?

/cfcard/kmip/certs/client.key file?

/cfcard/kmip/certs/CA.pem file? {y/n}
/cfcard/kmip/servers.cfg file? {y/n}

WMAEPIRIER (clientert) XHHIAZR, 81E BEGIN 1751 END 17,

- BAEFmZE (clientkey) XHHIRNZE, B#E BEGIN #1 END 17

N KMIP BR5588 CA(s) (CA.pem) XHRZA, BFE BEGIN 1 END 17,

BHAKMIPARSS 28 Pt

- HIN KMIP fRSZ88im 0 (3% Enter $2{ERERIAIRO 5696) o
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Bl

Enter the client certificate (client.crt) file contents:

Enter the client key (client.key) file contents:

Enter the KMIP server CA(s) (CA.pem) file contents:

Enter the IP address for the KMIP server: 10.10.10.10
Enter the port for the KMIP server [5696]:

System is ready to utilize external key manager(s).
Trying to recover keys from key servers....

kmip init: configuring ports

Running command '/sbin/ifconfig e0M'

kmip init: cmd: ReleaseExtraBSDPort eOM

WmEPIETTR, HERUTHR:
Successfully recovered keymanager secrets.
Er vt
System is ready to utilize external key manager(s).
Trying to recover keys from key servers....

Performing initialization of OpenSSL
Successfully recovered keymanager secrets.

O. JEFRETN 1" MIBBISR B ER R Th i NONTAP,



BRI

R b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b g

kAhkKkkkhkhkkk kKX kK

* Select option " (1) Normal Boot." to complete the recovery

process.
*

R R i e S i b I b b b b 2h b b dh b Sb b 2 dh b b S b dh b b S b dh b b dh b db b db db b b b b 2h b b dh b db b b db b b Sb i db b 4

Xk kkkkkkk kK

Selection (1-11)2 1

6. MNRFLAHT BERE. WERE:

(1) Normal Boot.

(2) Boot without /etc/rc.

(3) Change password.

(4) Clean configuration and initialize all disks.
(5) Maintenance mode boot.

(6) Update flash from backup config.

(7) Install new software first.

(8) Reboot node.

(9) Configure Advanced Drive Partitioning.

(10) Set Onboard Key Manager recovery secrets.
(11) Configure node for external key management.

storage failover modify -node local -auto-giveback true

7. SNR B AT AutoSupport. MR BhelEZ=A:

system node autosupport invoke -node * -type all -message MAINT=END

T EHA4?
ERMN B LEMENRE, ERERHEEHEELNetApp”s

IS HPE SR 4FIR[E]125NetApp - AFF A70 and AFF A90

tn%,a:E’JAFF A708(AFF AQOTEIE R AV E N B HF R ERTE,
#8NetApp. 1BEBIR "SPHIEEIFIEH TTELIRENE ZE .

HAa

B EEERHR D]
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MFEEH T {E7- AFF A7T0F1AFF A90

BEEEEMER. XAITHIZS. BB UNRIIERFIRIE. FFIAEIRAFF A705(AFF
AQOTFE R L BIHAE,

o "HEREERER"

HENEERER, SERARAE. FREIAR. ONTAPEIEMAMHINEERIE,

e "R ERRE"

HEEERANER, BHRIRR. WERIENTAR, IEERIEHIRICES,

e " KA aR"

KT R AR 2 HITH AR,

e "B RAAE"

Rt FEA AP BV A S EBIAAE T,

e "SERALFE E R

FTERERNTEARBERE, PITIREERE, FFHENFERELNetApp.

B FEHIE K- AFF A70F1AFF A90

TEEMAFF A7T0SLAFF AQORGIFRHINFEZ AT IBIRRFAENINEMRINEER, HRE
RWIERFFHFIEEMAGREIERIET. RIEEEEABONTAPHAMEE 5 FE.
EFANERNFE U RN EN T,

MBI EFrB RIS A M (FIaNfERIZE/CPUSE T, FEIRAMI/O)IYIENE
BEUTEK,

* MIRRASTHIFAEEMAMIES T, TN, BEKRUTRER), "NetApp 25"
* JREXONTAPRIZA#EIR I EHE(INRZH).

* BREAEHITERFAFENITAMILE.

* BRI LA RS2 15 RIFR B ONTAPRR A fE BN E LTI,

* ERSHEELTIEN, RIZFEERZIR. NVMeIRThsMITHISSERE EHMAE. H EFRNFEENetApp
AR o

s NIFAAERTESIEM RS, For a two-node cluster, you will have a complete service outage and a
partial outage in a multi-node cluster.
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T R4
HERTEMERLE, "HEERIE

T ERAFE- AFF AT0FIAFF A90

BITHREINAE. WIEERAGFH NG EITHISSIERME AR, HERFEHAFF A70
I AFF AQOR RV SZRA 158,

S

1. ST BTSN LUEEH BB RS,

2. TSR L B HETRAT :

a. £ “system controller location-led show' BRI BEER /T HePREHNH L.

b. {THIEIETRIT:
system controller location-led modify -node nodel -state on
EAFE TR IRIF =HE3057 $H0

3. T EEH], BFREAENEHZELIUTRA:
© HEEHES
° ERMHHEIR
c BFEMHE
4. NEEFEHARY, HRESZEUERKKIEAGREILNetApp,
S. [IEEIFEAKMFAIEBAM LATE, XETUREREES BB ERENRHL.
6. INRE&FIEM, ABFITIEM,
T—HRHAa?
TEEIFEIRAFF AT0SAFF AQOHFEMEH G, WHRE "X AEHIZE",

X AT H 28 LUE A #5- AFF A70F0AFF A90

EEMRAFERS. XHIAFF A7T0SAFF AQOFiE R AR RVIEHIZE. LUIBLEEHERRARRA
StaE o

EERTFEAENT REBNRY, AXEHAIPEENEEXANFMAES, BFBN "EEXHANBMEER
SRR T RAEEE—NetAppAIRE",
FreaZ Al
* RREAENERNNRIEE:
° ONTAP BRI EIR R 12,
° FMEHIZHIBMCHI A4,
* RREIREHITERFIRN T AMIRE,
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system node autosupport invoke -node * -type all -message "MAINT=2h Replace
chassis"
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system service-processor show -node * -fields address

IRHEEE#Shell:
exit
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system node halt -node <nodel>,<node2> -skip-lif-migration-before-shutdown
true -ignore-quorum-warnings true -inhibit-takeover true

3t F{E R TEStrictSynciR =, N1 TEIEI S SnapMirrorfY5E8#. system node halt -node

(:) <nodel>,<node2> -skip-lif-migration-before-shutdown true -ignore
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1. Check the console output:
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TN . KRERARS

BRAZBEHEE, EOMRERLHRIVRT, AELEMZERGIE, UERTEBITRISSSAEMNZ
BT Hl SR B R R,

KXFIES

* NREFEANEBSANRS, NHMENEZRITHIZZSCSITIFHEMHSHER cluster kernel-
service show, cluster kernel-service show #r < (TEpriva IR F) Al B/ BT R AR i
WS ZH R BEMERESURZT REETKS.

/1 SCSI IR RS S HEN SEBFHEMT RIRIFPER R, EREBIRZ A, BIALBRITE

8] &,

* If you have a cluster with more than two nodes, it must be in quorum. IR EE KA R ETITIRR
RFPIERIBSE R RIEI TR A EE T alse. MR AZHITH SR 2 AIE ERER ; FE0 "
RBoR5&RERD"

S
1. MNERB AT AutoSupport « M5&3d i B AutoSupport JH S22 1EBheI 2R

system node autosupport invoke -node * -type all -message MAINT=<# of
hours>h

LR AutoSupport JHEZE 1E B T2 25N

clusterl:> system node autosupport invoke -node * -type all -message
MAINT=2h

2. ZEBERIE
a. MERITHIZRAVIEH SN <

storage failover modify -node impaired node name -auto-giveback false

b. N 'y HIEEIRNEERETEZRAAMMER? i
3. ¥ZmiEHI2E 2R LOADER 12755 :

NRZIRITHZEEE. ... B4 ...

LOADER 2R BET—%,

[EEERFRE ¥ Ctrl-C , AREHIUERNEE vo
AFAIR AT IR R MIBITIEBEHI S E T EZHITHIZS

storage failover takeover -ofnode
impaired node name -halt true

-halt true B35 N\ Loaderig R i’
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IR 2 . $5EHIBSI T MetroCluster #2

BXRARBIEHEE, EOMRERLHSRIVRTS, AELEMZERTIE, UERTEBTRISSSAEMZ
Bl SR B R R,

* If you have a cluster with more than two nodes, it must be in quorum. IR EEE KA R R IITITIRR

RIFp RIS EARNEITINR S EE R alse. MAGIEXAZHITHISE 2 AIE ERTHR ; 550"
BrHR5KERD"

s BwsnIAE iR EMetroClusterfc RS, HETRATFEBAMEERKES:
metrocluster node show
g
1. YR ZA T AutoSupport « M@ JEHAutoSupport ;B 22 1E B &b eI ZRF:

system node autosupport invoke -node * -type all -message
MAINT=number of hours downh

LA FAutoSupport JEE 221 B ah el = 2= 61/ 6

clusterl:*> system node autosupport invoke -node * -type all -message
MAINT=2h

2. ZHBHRIE:
a. NEERIEHIZEAIERI QAL TR
storage failover modify -node local -auto-giveback false

b. N 'y HIEEIIR N EESETEZABMOIR? "AY
3. ¥ZRIEHI2E 2R N LOADER 127R4%F:

MNRZHITHIZRER ... B4 ...
LOADER &Rt BET—T,
EEFFRE ¥ Ctrl-C , ABREHIHMERFEE vo

AGHRTRERRTT WA MNSTEENEHSRENEERRERE:
RorEN)
storage failover takeover -ofnode
impaired node name -halt true

-halt true B #0&# N\ Loaderfe o

T—EfHa?
KiAEhlgEfE, BREE EiREHIE"
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WNRBHHETEEFIRAFF AT0ZAFF AQORAH AT HIZS, BT IZEEIEZRZHRITH
25, BAGRBEFIRETHE. ZEFRITHISHETRBITE,

£1F: HTERIZRRR
TEE BT B IE IR B BT HIZR IR ARVA RS, ISR TMANFEFE] T H 2518 IR,

p
1. NSRS R, BIERREM,
2. (ERBEHEE N RS, EEREERESE. BRI IIPTE IR 28 E8 3 Bt E E £ ik Lo

I - WINE U 53 A
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3. IRIBRAFIRSKEIEHISR RS
a. EEITEENERESE L, RERTEEEALTRENRS. HERETHHERBINRS:

storage aggregate show -raidstatus !*normal*

* AR @ LIR[E] "There are no entries matching your query. #&uH# N F— 7418, KERTEER
KHIIRENER. o

* R ZGIREEAEMER, 1EMFNMEHIZZUREEAutoSupport#iE, FEXRENetAppZHFEhiJLAIR
Hyiﬁ_ﬁﬁgﬁjjo

system node autosupport invoke -node * -type all -message

'<message name>'
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b. KWEXHARANEHARNREESFERKIEENEE

event log show -severity * -node * -message-name *disk.missing*

* YR & <IR[E] "There are no entries matching your query.” 2k£Ei# N F—#4,
AL A

* NRZEREMEREMER, EMHENMEHIZEUEAUutoSUpport itE, HEXZENetApp3zHrafi ATk
mﬁ_ﬁﬁgﬁbo

system node autosupport invoke -node * -type all -message

'<message name>'

4. KEIRIFENVRAM , WHRUTHEZHZSRIRE EHE 4/5 PEVIRES LED 1B K. FHNVEHT.

° NVRAM X7 LED
9 NVRAMEZE;RLED

° WIRNV LEDIEK. IBEET—%,

° YNRNV LEDIALR. EZFRIAIRELE. MNRANFREEE EBIES D8, BB R AR RFLURSEE B,
- SR R, HEREM,
- MIEHI SRR EE IR (PSU) L3R TIEHISSIE IR B IR LK

oo O

() nRENFASGERERER. BT ERRSPSUIER,

~

- MIZHI R RIRIL T R4 2 AN SFPHIQSFPIRIR(MIRFE). HICRGANEZME,
RESBERLEERED, UWEEERLELLAEEREN, HLRTIERF.

(o]

- MERISEEIRPE P& EEIR S,
- TR BEFS, ARRE A

[(e]
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LR SR IR = MATLFE R BRI4AS Lo

o BUTE =) £

g BEH

10. FizHISERBHNE. AEREREFRIERE L.
Rzl RBB LAAERY, BRRESFHTRISFRIRAVKED,

F25: BuER
R HIRTS E B AT 2R,
R
1 BeR I F, LUEERTHIE RENREN, AILOREBIRMIEHIZ RIRP A,

@ BEIRETE. MIZHIZRRIRPENHAY, BIBEANFIRMEE, URERAMTHISFERPEH
BopH R EERmE.
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° TerracESEPSUBIE RS
(2] HR

2. JHERBENREHSER, ARREE.
3. ANFZERRNSHRBESEHSBEROAONT, ARFRFREENTHSERR, BFMERSTFA

BfiLo
IR e S NERER R EfiE S H R R BIE 2L,

() rmemrrmmEms, BIERERBARENANTA

£3F: BENE
R KRR RS 2 T A B H 8318,

(1] REHERS
(2] RURT5IR

2. BRBERBEZSHISRER, ASHLNSEEHSERAINFONT, SN, BRHTIME
PE—-E N B,

3 WHRNBIEREE FRTE,

Step 4: Move the NV battery

Move the NV battery to the replacement controller module.
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p
1 3T FHE RIS RIR P EIA B E . HEINVE I,

(2] NV EBt4R Sk

*E%‘\:f;"é’*%%éﬁlﬁ, BARBEFEINGER, NVIERLED=AF. After the destage is complete, the LED
turns off.
2. [ LIRS B LS E B thiE Sk,
3. BYEERMHIERREAIFIF AMIERE R RERUESL. AfS MIEEE IR T BB 4,
4. BEMM T KEBMITHISRER PR,
O. REEMAS EEMANIEHIZIRIR, AR ELRTEIRARVITHISSERA
a. FTH&ERITHISRERPHINVEBNE,
b. R MERIENIGE. HHARELBIE FL,
C. WEMABNIENE, AEAANRTIREMAE, URHFRESE L,
d. XFINVERBTZSEE,

Step 5: Move system DIMMs
R DIMM7S % 55 2 Ff ROl 83 1R 3R

pr
1. FTFHEHI SR TRERRYIZHI 2B N E .
a. FFEBAT[REETHRYIMETR,
b IRETEE. BHRA LRREERZUE.,

2. (ERBNETRZAIDIMMERET K E R _EHI RS DIMM,
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TRZFE ST T DIMMAIMIE

1357 101214161719 21 23 26 28 30 32

(1] Z4:DIMM

B ™EES DIMM 8975 M), IAER]LUZIERARY A M4 DIMM Hl N\ B R AV 83 A& 3R R,
Z1€¥#EE) DIMM FRIBYFE D DIMM 38 -~E, R DIMM MIEREFRSEL, ZAfS% DIMM & G,

() /OBME DIMM B930%, BUBSEsT DIMM BB LRI HEMFE,

T EH RIS HI 2RISR _EHRIE R EDIMMAYIERE,
% DIMM EE i NEE,

DIMM REEEAEEMS, ERRESEN. MREH, 55 DIMM SiEEHXIFHEITIEN
()  BuKE DIMM , BBARISOXTHRSENEN,

INOTTAS B R DIMM Y _Eihsk, BEBEHSIRERAZG, RAZRGF DIMM MimHIERO £,
JTES DIMM £EE FRSE,

KHIEHBRE[EE.



5567 BENI/OIRIR
R /OIRIRTS = 1 A U HlI SRR IR,

p
1. T BHF 110 R ERFEHR L,

BRERAXES AN EARE, UECNEXELGLRB L.

2. ATIRESLEIEARM, HABHMALERARMAMNIZ. ARATRREE.

(1) IORER DB HIHT

3. MR R IRRARE T I/ORRIR :
a. #ZT BARI/OE IR I Bi%
b. i HBim TR ERTUE, X AKFRR, FLRRAEITERR,
C. BFEBALIAATADOL, ARKIERIHEHISIRIR. NSRRI HZRRPET T,

HRIRERER 1/0 1RIRFRTERVEE,

d. FEMRAI/ORIRLERE M ARITHIZRRIRP. FEBFIOBRIZRBNIEE. /OIS
1B5II0MICHINE . ARRKIOLKAB—ER L. DURFRIRBIE 2L,
4. B8 FRPSRE. KBERIOEIR(FEIE6F 7P AVRIRFRIM IS = B HR A AVITHIZREIR,
@ B MIEBOFI7IERNI/ORRIR, I B & XL/ OB IRIIEIRM R ISR R E ) B B A RY
IEHISRIR,
O. BB 7R E S I/ORIRAVITIRE EE AR EHI SRR

a. HTREFMERAMNFHLARH,  RKRAREMZHEGRISRRFFEL .. FEUERHIEHI SRR FEI1E
[Ei &N B R AR HIZERIR,

b. RIS Te 2 NERARITHIBER. BRI EBE L,
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BT BHRRERERR
R RS EIRRIRTS = B BITHI SRR,

1. MZHUEHBIERPE T R EIRIEIR

o ARG EIRER I F) B

a. HTRABEELRIR,
b. & T hERE LE Ao
C. BFHEIRANLEIT. ARBIERERAH RS,
2. BRSERERRLETIZHRIEH SRIR_ERIE— R BT H 8RR
a. FRAGEERRNIASES ZAEFOMNTT. ARRKEREENETHISERIR,
b. RIRREZIZBNGE. BRI NCHBARSIONKEMS. AE—EMR LIE LI H B LU RIR B E 2

il

%84 . IBEINVRAMIEIR
ENVRAMIRIRES 2 B A AUIT I 2SR IR,

p
1. MRz SRR ET FNVRAMARIR |
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a. T ORFBRHE.
R EHBEFE.

b. ¥R B E BT U E.

C. BE B FHEBALRIAAOFRNVRAMEBESRITHAE. MHAERET FNVRAMEER,
2. FNVRAMIER LI F) BT HI 2 R IR A EIE4/5

a. RS EE4/5P AT ORNIASII T

b. RIRREIZBNGEF. RO —Em L. LUSERBIE 2L,

Step 9: Install the controller module
EMREERISRRHA BB,

p
1. B=[EEm PRI UBHNUE. BRESEETEXH.

B SIERISRREBIRT T,
2. BRI ERNRIGESTREPOAONTT, ARFERSEREREARSN—F,

@ BIRER SRR EIBANFET, BRIFRFIETIEXF R,
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a. WTHISSERFFEEANE, BEEIESFIREEHTEML,

BHISRESRILE, HEAHE LF.
() #EsIsERRANGES, BIRAEA, UGHRTEES.

b. 3FHiE M LR R BEUE,.
C. fANEIR, BRMER, EHZRFILENBEIHHEN LOADER Ro

U EEEH B EAHZIR

TELoaderie/n T4, HiN “show date’ LB REIEHIZS LAY B EBAIAYE]), B HEAFIRY B LAGMT AL,

() SmmsfiEnetia. #EALHGMT. HLL24NEHERETR,

EABSIEEGCGMTR Y FIEYE] set time hh:mm:sso. ERILIMECR T & date -u
BIEEENEFERARAEHITRE,

NRIEMIERT Wk 28 (QSFPELSFP). BICFEEANANERRZEEN

REXEHHIGMT,

B EREEN i
() meesEreR FeenSERELETENETE. BORAEMEENER,
BRI A?

BEIRIRIFRIAFF A7T0ELAFF AQ0IZHIZRfE, ERE: "HMRASREE" -

ERRHIGIE RS E - AFF AT0F0AFF A90
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()  @R@EE pendis Mismatch. EBHAEFLH,
4. WIS syscontig —v. HIEEE-FIER SEREHISERIEM BT,
S. WIFFrEAHE R B RMERE HARE:
ha-config show
FRE A MR HA IRSEBN AR,
6. INRIEFIFERETHARARS S ENRKEERLE, BFHITIRE, HAITHIZEERAVIKES:
ha-config modify controller ha
HARSHERTUZRU TEZ—:
° ha
° mcc (F3ZHF)
° mccip(TEASARFAH AT 1)

° non-ha (F3Z#F)
7. FINEEBEN:

ha-config show

8. MHINIEFCER Y T B HERIERIE. storage show disk -p
NRZIMERBR. BOEREH ERRIES o

0. RHIMHFIEIL: halt
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2 FHIGUEAFF A70SAFF AQORAN ARAELE S, BEE " ZILITHIZE
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RFERRNEGINE L ZRIEHIEE. LUEAFF A7050AFF AQORSR] LI E IE i
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IR TR T HI28 8 IE HiE1T.

3
1. Loaderf@ " fF%k, HA boot ontapo
2. BiITH&HBELER. <enter>,
° INREF_login"tenf. BEIEHRENT—F,

° ?E%f@gﬁu_wawaigif for nifecback_. iE¥Z<enter>$. BRI TR, ARRIETHRENT—

3. BT ARIFEEZ T HIZRMEIEEITIT. storage failover giveback -ofnode
impaired node name

4. NREZABMNRIE. BEHBAE: storage failover modify -node local -auto
-giveback true

5. YNERBA T AutoSupport. MIRR/BVHZIEB&IBIEZRR]: system node autosupport invoke
-node * -type all -message MAINT=END

RENDZE(OKM)
BERFMEHETHIZRME EEIE1T.

TR
1. #Loaderf@ " fF%t, HA boot ontap maint,

2. MLoaderti@ R BEhEIONTAPHIE boot ontap menu. FAMEIEIFIEII10,
3. WIANOKMZ LGB,
() FosmRRETEHABLES,
4. HIRTRE. RASMHERIE.
S. FEBTIREA. BMNIED 1" H#HITIEE B,
6. Y ER wawawaite_for vig-back BF. IZ<enter>i#,
7. BIEH M EBERNTRHUSMNER adnin,.
8. (XRIXCFORE(IREBH). storage failover giveback -fromnode local -only-cfo

—aggregates true
° WNRIBEEIR, BEKFR "NetApp 25"
9. EMERETEREFFSNH, RENEHEEBIRSHMERS: storage failover show " #l

"storage failover show-givebacko

10. EHHEIEEBPRE:
a. JFiEflamashE Rz,

b. EF R/ VAIZFA: security key-manager onboard sync
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@ AR ENI SR NERSEERNOKME B ITIE,
C. INIFZRSAIRAS: security key-manager key query -restored false
EHRSE. WMHANERERSER
R ETRERARFENEBIARPAFERNRIAID), BES5HKR. "NetApp 2"

M. BERAEFEES TR ME ERIET: storage failover giveback -ofnode
impaired node name

12. NREZHEBERE. BEHBHETE: storage failover modify -node local -auto
-giveback true

13. R F AT AutoSupport. MIER/BEUEZIEERBIEZRG]: system node autosupport invoke
-node * -type all -message MAINT=END

F—HRfta
IR RPTE S S SR IEHRE. CRENTRR TREHEER SR,

STEREI 23— AFF A70F1AFF A90

E5Tht AFF A70 B AFF A90 RZRVITHIZZEHE, 1B ME NetApp FHEMEBEE (W01F
WNE) . ET¥. HIAZiEIE0(Logical Interface. Logical Interface. Logical Interface.
@ Logical Interface. f&#FALogical Interface. f&i#FALogical Interface. &R
HLogical Interface. f&i#FILogical Interface. fE#FHLogical Interface. EIfERE, Hi
PR ER4HIR[E] NetAppo
E1P . KIESIFsHIEERHEITIRR
EREATAMEFERZA. BERIEZEZOSEMUTEXIRO L. KEEHETRAAEEENRE
TE
1. WIEPEZEORTRHE RS H[BMIEOIRE:

network interface show -is-home false

WMREENZIEZOWSIN false, MRKEMENHEHFRIHO:

network interface revert -vserver * -1if *

2. MBEEBNEERT. B0 "{AEONTAP F{E BRI A TEEE TR E RIREXE
3. MMRERHBMRE. BEFBREE:

storage failover modify -node local -auto-giveback true
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TN . KRERARS

BRAZBEHEE, EOMRERLHRIVRT, AELEMZERGIE, UERTEBITRISSSAEMNZ
BT Hl SR B R R,

KXFIES

* NREFEANEBSANRS, NHMENEZRITHIZZSCSITIFHEMHSHER cluster kernel-
service show, cluster kernel-service show #r < (TEpriva IR F) Al B/ BT R AR i
WS ZH R BEMERESURZT REETKS.

/1 SCSI IR RS S HEN SEBFHEMT RIRIFPER R, EREBIRZ A, BIALBRITE

8] &,

* If you have a cluster with more than two nodes, it must be in quorum. IR EE KA R ETITIRR
RFPIERIBSE R RIEI TR A EE T alse. MR AZHITH SR 2 AIE ERER ; FE0 "
RBoR5&RERD"

S
1. MNERB AT AutoSupport « M5&3d i B AutoSupport JH S22 1EBheI 2R

system node autosupport invoke -node * -type all -message MAINT=<# of
hours>h

LR AutoSupport JHEZE 1E B T2 25N

clusterl:> system node autosupport invoke -node * -type all -message
MAINT=2h

2. ZEBERIE
a. MERITHIZRAVIEH SN <

storage failover modify -node impaired node name -auto-giveback false

b. N 'y HIEEIRNEERETEZRAAMMER? i
3. ¥ZmiEHI2E 2R LOADER 12755 :

NRZIRITHZEEE. ... B4 ...

LOADER 2R BET—%,

[EEERFRE ¥ Ctrl-C , AREHIUERNEE vo
AFAIR AT IR R MIBITIEBEHI S E T EZHITHIZS

storage failover takeover -ofnode
impaired node name -halt true

-halt true B35 N\ Loaderig R i’

61


https://docs.netapp.com/us-en/ontap/system-admin/display-nodes-cluster-task.html
https://docs.netapp.com/us-en/ontap/system-admin/display-nodes-cluster-task.html
https://docs.netapp.com/us-en/ontap/system-admin/display-nodes-cluster-task.html
https://docs.netapp.com/us-en/ontap/system-admin/display-nodes-cluster-task.html
https://docs.netapp.com/us-en/ontap/system-admin/display-nodes-cluster-task.html
https://docs.netapp.com/us-en/ontap/system-admin/display-nodes-cluster-task.html
https://docs.netapp.com/us-en/ontap/system-admin/display-nodes-cluster-task.html
https://docs.netapp.com/us-en/ontap/system-admin/display-nodes-cluster-task.html
https://docs.netapp.com/us-en/ontap/system-admin/display-nodes-cluster-task.html
https://docs.netapp.com/us-en/ontap/system-admin/synchronize-node-cluster-task.html?q=Quorum
https://docs.netapp.com/us-en/ontap/system-admin/synchronize-node-cluster-task.html?q=Quorum
https://docs.netapp.com/us-en/ontap/system-admin/synchronize-node-cluster-task.html?q=Quorum
https://docs.netapp.com/us-en/ontap/system-admin/synchronize-node-cluster-task.html?q=Quorum
https://docs.netapp.com/us-en/ontap/system-admin/synchronize-node-cluster-task.html?q=Quorum
https://docs.netapp.com/us-en/ontap/system-admin/synchronize-node-cluster-task.html?q=Quorum
https://docs.netapp.com/us-en/ontap/system-admin/synchronize-node-cluster-task.html?q=Quorum
https://docs.netapp.com/us-en/ontap/system-admin/synchronize-node-cluster-task.html?q=Quorum
https://docs.netapp.com/us-en/ontap/system-admin/synchronize-node-cluster-task.html?q=Quorum
https://docs.netapp.com/us-en/ontap/system-admin/synchronize-node-cluster-task.html?q=Quorum
https://docs.netapp.com/us-en/ontap/system-admin/synchronize-node-cluster-task.html?q=Quorum
https://docs.netapp.com/us-en/ontap/system-admin/synchronize-node-cluster-task.html?q=Quorum
https://docs.netapp.com/us-en/ontap/system-admin/synchronize-node-cluster-task.html?q=Quorum
https://docs.netapp.com/us-en/ontap/system-admin/synchronize-node-cluster-task.html?q=Quorum
https://docs.netapp.com/us-en/ontap/system-admin/synchronize-node-cluster-task.html?q=Quorum
https://docs.netapp.com/us-en/ontap/system-admin/synchronize-node-cluster-task.html?q=Quorum
https://docs.netapp.com/us-en/ontap/system-admin/synchronize-node-cluster-task.html?q=Quorum

IR 2 . $5EHIBSI T MetroCluster #2

BXRARBIEHEE, EOMRERLHSRIVRTS, AELEMZERTIE, UERTEBTRISSSAEMZ
Bl SR B R R,

* If you have a cluster with more than two nodes, it must be in quorum. IR EEE KA R R IITITIRR

RIFp RIS EARNEITINR S EE R alse. MAGIEXAZHITHISE 2 AIE ERTHR ; 550"
BrHR5KERD"

s BwsnIAE iR EMetroClusterfc RS, HETRATFEBAMEERKES:
metrocluster node show
g
1. YR ZA T AutoSupport « M@ JEHAutoSupport ;B 22 1E B &b eI ZRF:

system node autosupport invoke -node * -type all -message
MAINT=number of hours downh

LA FAutoSupport JEE 221 B ah el = 2= 61/ 6

clusterl:*> system node autosupport invoke -node * -type all -message
MAINT=2h

2. ZHBHRIE:
a. NEERIEHIZEAIERI QAL TR
storage failover modify -node local -auto-giveback false

b. N 'y HIEEIIR N EESETEZABMOIR? "AY
3. ¥ZRIEHI2E 2R N LOADER 127R4%F:

MNRZHITHIZRER ... B4 ...
LOADER &Rt BET—T,
EEHEFTE & Ctrl-C , AREHIRTRREE vo

AGHRTRAEERRT AN NEBITERENEHIZSEESEEZhirhEs
RorEN)
storage failover takeover -ofnode
impaired node name -halt true

-halt true B #0&# N\ Loaderfe o

% 2T HTERIZRRR
p
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1. NREERIEH, BIEMEM.
2. fERE S T RENE. EERTEIEFNSLE. BRI APRE RS EEEEEE IR L.

ST - HIA S5 53 A
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-

A

3. IRERGCRS K EITHIZRIREN2E
a. FIBTIEENEHR L, RERTFEEALTRERS. HERTHMEREIRS:

storage aggregate show -raidstatus !*normal*

* MR aLIR[E] “There are no entries matching your query. #k&5# N F— 7418, KMERTEERR
RHIREHER. o

* NRZepDREEREMER, BMRMEHIZEUEEAutoSupport¥ilE, FHEXRNetAppZHFERI LR
Hyi&_ﬁﬁgﬁj]o

system node autosupport invoke -node * -type all -message

'<message name>'

b. KEXHRFANEARNBREESFERKIEENEE:

event log show -severity * -node * -message-name *disk.missing¥*

* YR &<IR[E] "There are no entries matching your query.” #k4E# N F—#4,

* NRZELREEREMER, BN NMEHEEWEEAutoSupporttiE, FHEXFRNetAppsaHaBI 1A
BH—# B,
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system node autosupport invoke -node * -type all -message
'<message name>'

4. KMBEIRHENVRAM , BRI THIEEHBIRIRE EIEE 4/5 PR LED K. FHNVEIT.

%

2SS
S EE

° NVRAM JXZ LED
9 NVRAMZE/RLED

° JNRNV LEDIER. BEERET—D,

° YNERNV LEDIAKR. IBFRNNMELIE. SIRIALMFRA BB D 8. BB RIASHF LIRS .
- NRIEERESM, BIEREM,
- MIEFIZRER IR (PSU) L1k T HI SRR B IR LK,

oo O

() nREHNRSEMERBE. B RRRSPSUIER,

~

- NIZHI SRR T RA L L AN SFPHIQSFPIRIR(MIREFEE). HiCREENERMUE,
REABERLEERET, UWEEERRELLEEREN, SERTIER,

[o¢]

- MIEHIBRIEIR P EN R4 B IR &
- BTERRATBEFS, ARRE IR 8

[<e]

HEEHIZRARIR = MATAE R BETRA5 o
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o BB

9 BIEH

10. RiEhlgs g hylfE. ARREREFRNRE L,
ReEH SRR HAFERT, IBHRESRHE R SRR IRAVERER.

% 3 4. FiE DIMM
EEHRDIMM, BEEREIRARIITN]. RERBIEEN S BIRE#1TIRE,

p
1 MR EAREM, BIEREM,
2. FTFHEHIZRTRER AT HIZR BN E .
a. FFEmAT[REETRIMES,
b. IRETEE. BHRA LREERZUE.,

3. ¥ ENITH SRR _FHIDIMMHHEE B ARDIMM,
FAITHIZENE FHNFRUSE B EIDIMMIETE,
4. Z\EH#ETH DIMM FEMIBYFE D DIMM 3£, 3§ DIMM MiEEFsEE, A58 DIMM & HiEiE,

() /OBME DIMM B930%, BUBeST DIMM RS ERIAE HEMFE,



7.
8.

1357 1012141617 19 21 23 26 28 30 32

" DIMM #1 DIMM 3438 F

- MBrERERIZIR P EVH EH AR DIMM , Z{E DIMM BUAAHRE SHEEXT.

DIMM 4R Z [B]HYER O N 5 A& FRRYSSEE IS 7o

HfREZSE LY DIMM SEHBRELRTITAUE, AFRK DIMM EEBNEE,

DIMM REEEEEETR, ENREZIEN. WFRLH, 151 DIMM SEEEMMNTHENEN.
C) BIE DIMM , HIAEHSXNFTH T BNEE,

ANOTIASEMHER) DIMM By L%k, BEEESRRERAEL, FAZMIT DIMM MiRAIERO Lo
KAERIBE[EE,

40 BIMREEHIZER
ENREIEHISRRRA BB,

p

1.

2.
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R=SE8n MR UBHIUE. BRESEETEXH.
EOMSEHSBRIREBIRT T
RERISRRIRRIHSHAEFRFONTT, AERKERSRREREARZN—F,

C) BIRERISSRRTEBNNFETR, FFRIERGHET S,



3. RIEEENERAAKEIHITEE,
WREMBR T WA 23(QSFPESFP). 1FIBFEFER AN ERTEE.

HRIZH & B4 EEREIEEERITHIZRRR, UETEMEIREIERIGHES. BEREHZRNE
TR RFRVIZHIZRRGHRIR. HETEE BRI RERBSR.

4. SERITHI B IRIRER R
a. FHTZHIZEREFENNE, BEIESPIREEHTEMIL
IS RR TR RE, BEFMS L.
REhSRRBANFER, B7ANEK, URBIFEZES,

a. FeiE ) sim e I E M E,
O WHIFLEBARIR. —BERIRME, iTHIZBMSEMB5.

MREEERBR. BEREFZRERTLEEENETE. BEFRREREZEDBIR,
6. B REFEEZRITHIRME ERIET:

storage failover giveback -ofnode impaired node name(FX)
7. NRERABHRE. FEMBHTE:

storage failover modify -node local -auto-giveback true(3&X)
8. ANERBE A T AutoSupport. MIER/BGEEEIEBThEIFEZEA:

system node autosupport invoke -node * -type all -message MAINT=END(%&X)

B 54 FHPESRHIR[E] NetApp
REBEMMEMEY RMA 152 BESG S EB4HRE] NetApp » "EIMFIREIFIFR"EXRIFMES. BB IH,

EiSSDIXh2E- AFF A7T0F]AFF A90

SNRIXBHA L INAPSHFE R, I5EIRAFF A705KAFF AQORGIHAVIRRIEE, BRIz
BIEMESIRREIEE. TEMGHETFURLEMERZE. UBRESRILRSENRS
SelERE,

R LRI/ Oz THAIB) TP i BB 4 & AE R PR RIS SDIR B 2R

When a drive fails, the platform logs a warning message to the system console indicating which drive has
failed.In addition, both the fault LED on the operator display panel and the fault LED on the failed drive are
illuminated.

FiaZ Al

67


https://mysupport.netapp.com/site/info/rma
https://mysupport.netapp.com/site/info/rma
https://mysupport.netapp.com/site/info/rma
https://mysupport.netapp.com/site/info/rma
https://mysupport.netapp.com/site/info/rma
https://mysupport.netapp.com/site/info/rma
https://mysupport.netapp.com/site/info/rma
https://mysupport.netapp.com/site/info/rma
https://mysupport.netapp.com/site/info/rma
https://mysupport.netapp.com/site/info/rma
https://mysupport.netapp.com/site/info/rma
https://mysupport.netapp.com/site/info/rma
https://mysupport.netapp.com/site/info/rma
https://mysupport.netapp.com/site/info/rma
https://mysupport.netapp.com/site/info/rma

* EEMRIREHEIRZ A, BEERELBRARESRTRAEEINEE (DQP) .

* Identify the failed disk drive by running the storage disk show -broken command from the system
console.

The failed drive appears in the list of failed drives.If it does not, you should wait, and then run the command
again.

ZIXEh 2R Pl RE R B KA KU\ A SR B RS E IR ThEs 7 R .
* BERSERA SED Sk,

SN M R EUR T AR IR EhERRIE A A RN WIREBAT SED BHIIE, MAFER " ( ONTAP 9 NetApp
EELRIER) "o XLEWERER T Bt SED Z A Z ER I TRIMINS B,

* MERENT e IFBIRNIREI28. & "NetApp Hardware Universe"s
* MERRATHFEEHMAMRYERET, BN, BRIEARAZR,

KFILES
EEFRAA BRI L, RepREGZEEER (ThE

ERSMERIRNEN. EBGRE T HIEHEREDSE SN EREREREZE. BAFFT0R. UEFESR
SEEIBIRR RS EFEE MR,

TR Feh D ECIREhEsFR AN, ARTELRESBPIEEERS A Bahikshz8 2 E.

p
1. NRERFh D BRI BRI chR AN, WRERABEDRESE WIREEA) -

a. WiFTRBERABhRaIZE2EE: storage disk option show
1SR ATEE— 1= HI B3R IR ERINER 2o
NRBAT BohIkEh2R S EE, NMEAMHSTE "Auto Assign’ " FIFER on (IFEMTHIZRER)

a. NRBEA7T Bohikches e, BREZA:. storage disk option modify -node node name
-autodassign off

A BTE R MT HIZR IR 5 B ah R EhEs 73 Ao

2. [EffaiEt,
3. LR A R E IR IREh2E

REpER R LR, RAASRARFIEFQIER—FESTHEE, BERM MK LERE, b, IKEheRZRE
ERETER EFETR (RIAE) LED M#EIK&NER =i,

@ HEEIREDEE ERVES) ((R8) LED AIgER=E (RERIE) , RTREHHEER, EFKA
MR, XFRR /O AL RIEEENEERE 1/0 &R,

4. MFREFEIEENRE :
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a. ¥ T IKEhaSRE _ERREBIRH LT e F.
b. fEFRMICIBFRIENZBHMER, HAS —RFXERR,
S BEMERF 70T, AEBEANERIENE.

XiF, RERA LIRS HIKENZE ERMIER.

6. FEANERIKENS:
a. EORIBFLATHIAUENERT, BNFENENKEE,.
b. #%, BEIIRzHEFLE,
c. B LMICIEF. FRMBTEEEETRP. HELFFRAENL

BHUEIEMRALRIEF, EHESKERERIERNTT.
7. IEIKEhERRYES) (4RE) LED BE =i,

INRIXTHAZRYER) LED IRE=E, NRTREKENB[BEER, JIRXEHIHER) LED RNREY, RRIREHZEEER
B 10 EfE#1THR. WMRIEENEEFIEEBEIER, N LED XA F.

8. MMREBEMB—RFRE, FEE LRI R,

. %lé%@?’fﬁ?% hRRAT B DA EFHREBAEN. AEREZEENEABEREED

a. BRFIARAENIREhES:
storage disk show -container-type unassigned
TR I E—ITHI2R IR EIm NG <o
b. HEEIREHES
storage disk assign -disk disk name -owner node name
TR IR E—ITHI2RR EIM NG <o
TR UERBR R —R D % IR 28,
c. MNRFE. ENEABHIEEIeEHAC:
storage disk option modify -node node name -autoassign on
T TER NSRS RIR S5 E A B shikhas 5 fio
10. REBEMREMTE RMA 35 BEISHPEZRAHRE] NetApp o
i "NetApp ZHFINREFEE RVA SR EIRIEFIEIMNER,
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FE X F31ER- AFF A70F51AFF A90
éﬂﬁ&ﬂ&hﬁiﬁﬂ?ﬁTw\%EﬁN¢AmﬁN¢A%§%¢%m%ER\Hﬁ

XTI ARSEAMBIAERE, BIEREXHEHISE. HTEH S, BRXE. BN
LRI 8 LIS G SRR R [EINetAppo

£1P: XHAREGIER
R U TR 2 — XA S S a8,
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TN . KRERARS

BRAZBEHEE, EOMRERLHRIVRT, AELEMZERGIE, UERTEBITRISSSAEMNZ
BT Hl SR B R R,

KXFIES

* NREFEANEBSANRS, NHMENEZRITHIZZSCSITIFHEMHSHER cluster kernel-
service show, cluster kernel-service show #r < (TEpriva IR F) Al B/ BT R AR i
WS ZH R BEMERESURZT REETKS.

/1 SCSI IR RS S HEN SEBFHEMT RIRIFPER R, EREBIRZ A, BIALBRITE

8] &,

* If you have a cluster with more than two nodes, it must be in quorum. IR EE KA R ETITIRR
RFPIERIBSE R RIEI TR A EE T alse. MR AZHITH SR 2 AIE ERER ; FE0 "
RBoR5&RERD"

S
1. MNERB AT AutoSupport « M5&3d i B AutoSupport JH S22 1EBheI 2R

system node autosupport invoke -node * -type all -message MAINT=<# of
hours>h

LR AutoSupport JHEZE 1E B T2 25N

clusterl:> system node autosupport invoke -node * -type all -message
MAINT=2h

2. ZEBERIE
a. MERITHIZRAVIEH SN <

storage failover modify -node impaired node name -auto-giveback false

b. N 'y HIEEIRNEERETEZRAAMMER? i
3. ¥ZmiEHI2E 2R LOADER 12755 :

NRZIRITHZEEE. ... B4 ...

LOADER 2R BET—%,

[EEERFRE ¥ Ctrl-C , AREHIUERNEE vo
AFAIR AT IR R MIBITIEBEHI S E T EZHITHIZS

storage failover takeover -ofnode
impaired node name -halt true

-halt true B35 N\ Loaderig R i’
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IR 2 . $5EHIBSI T MetroCluster #2

BXRARBIEHEE, EOMRERLHSRIVRTS, AELEMZERTIE, UERTEBTRISSSAEMZ
Bl SR B R R,

* If you have a cluster with more than two nodes, it must be in quorum. IR EEE KA R R IITITIRR

RIFp RIS EARNEITINR S EE R alse. MAGIEXAZHITHISE 2 AIE ERTHR ; 550"
BrHR5KERD"

s BwsnIAE iR EMetroClusterfc RS, HETRATFEBAMEERKES:
metrocluster node show
g
1. YR ZA T AutoSupport « M@ JEHAutoSupport ;B 22 1E B &b eI ZRF:

system node autosupport invoke -node * -type all -message
MAINT=number of hours downh

LA FAutoSupport JEE 221 B ah el = 2= 61/ 6

clusterl:*> system node autosupport invoke -node * -type all -message
MAINT=2h

2. ZHBHRIE:
a. NEERIEHIZEAIERI QAL TR
storage failover modify -node local -auto-giveback false

b. N 'y HIEEIIR N EESETEZABMOIR? "AY
3. ¥ZRIEHI2E 2R N LOADER 127R4%F:

MNRZHITHIZRER ... B4 ...
LOADER &Rt BET—T,
EEHEFTE & Ctrl-C , AREHIRTRREE vo

AGHRTRAEERRT AN NEBITERENEHIZSEESEEZhirhEs
RorEN)
storage failover takeover -ofnode
impaired node name -halt true

-halt true B #0&# N\ Loaderfe o

% 2T HTERIZRRR
p
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1. NREERIEH, BIEMEM.
2. fERE S T RENE. EERTEIEFNSLE. BRI APRE RS EEEEEE IR L.

ST - HIA S5 53 A

0

= =<

f—

-

A

3. IRERGCRS K EITHIZRIREN2E
a. FIBTIEENEHR L, RERTFEEALTRERS. HERTHMEREIRS:

storage aggregate show -raidstatus !*normal*

* MR aLIR[E] “There are no entries matching your query. #k&5# N F— 7418, KMERTEERR
RHIREHER. o

* NRZepDREEREMER, BMRMEHIZEUEEAutoSupport¥ilE, FHEXRNetAppZHFERI LR
Hyi&_ﬁﬁgﬁj]o

system node autosupport invoke -node * -type all -message

'<message name>'

b. KEXHRFANEARNBREESFERKIEENEE:

event log show -severity * -node * -message-name *disk.missing¥*

* YR &<IR[E] "There are no entries matching your query.” #k4E# N F—#4,

* NRZELREEREMER, BN NMEHEEWEEAutoSupporttiE, FHEXFRNetAppsaHaBI 1A
BH—# B,
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system node autosupport invoke -node * -type all -message
'<message name>'

4. KMBEIRHENVRAM , BRI THIEEHBIRIRE EIEE 4/5 PR LED K. FHNVEIT.
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° NVRAM JXZ LED
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° JNRNV LEDIER. BEERET—D,
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() nREHNRSEMERBE. B RRRSPSUIER,
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- NIZHI SRR T RA L L AN SFPHIQSFPIRIR(MIREFEE). HiCREENERMUE,
REABERLEERET, UWEEERRELLEEREN, SERTIER,
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3.

e MU HRIR

R EHRANBIERNASSEHISRRAAONTT, ARKERBIXBERENZHSERR, HEIMEH
fJILI—E)\:tU'f_Lo

%49 EMTREHIZEER
BT ARSI IERA ERE

p

1.
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R=[EER FREZIATUBHIIE. BRESEETEXH.
BN EHSRIRE BIRT T

- FHERBERE R IR SRR ONTT, ARRFEHSREREREANRFRN—F

@ BIRER SRR EBANAET, RIFRSIETIEXF R,

RIEEENEFRERARETHITRE.
SNRIGMIPR T Wk 28(QSFPEISFP). RIS EEANSANERRTEE .

HRIZH 5 B4 EERZIEEEREHIZRRER, UETEEMEIIREIERIGHES. BERNERZRNE
TR RFRVEFRIZRRGHRIR. HETER BRI RERSR,

- SERITRISRIRB B R

a. FITHIBEIRE NG, EEIESPREEH T2 L
IEHBERT G, BMERMNS L.

REHISRRBANIFER, B7ANEKR, URBRITEZES,

a. FPEF M Lied R e E.

- BEREIENER, —ERRME, EHBMIENRR.

MREEERER. BEREFSERT2EEENETE. BRFRREREEDBR,
BT R FEE R IERIZEME IEEEIT.

storage failover giveback -ofnode impaired node name(FX)
NREZABDIRE. BFEFBAE:

storage failover modify -node local -auto-giveback true(3X)
AR BT AutoSupport. NER/BCEZEIEEEheIEZREG:

system node autosupport invoke -node * -type all -message MAINT=END(§+&3‘C)



% 5% FEFEIHRE] NetApp
REBEMHHME RMA RS HSESHIRE] NetApp o "SHEEIFIFIREXIFMAEE. BB INAH,

EH#ENVRAM - AFF A70 and AFF A90

HIEG KM EHESB LIRS EEALKEY, BERAFF A705(AFF AQ0OR A HEINVRAM
o BT IEGIEXAZHITHIZE. FITHISHH LRI UL YIKTER. EHENVRAMIE
RENVRAM DIMM. EFOECHLE, LARIEEHFESR4iR[EIZANetAppo

NVRAMIRIREANVRAM1 2E8 4 F 1IN 17 0] BHEDIMMZA . You can replace a failed NVRAM module or the
DIMMs inside the NVRAM module.

FHaZ Al
* RREBEEETEREMT. S IER MNetAppit ZIRVEIRAA (R B EA K.
* MREFERSETHFAEEMAMHFIERE!T; WMRKRIERIETT, BEKR "NetApp 25

1T XHAZHEGIER
R U T2 — XA S S 4 28,
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TN . KRERARS

BRAZBEHEE, EOMRERLHRIVRT, AELEMZERGIE, UERTEBITRISSSAEMNZ
BT Hl SR B R R,

KXFIES

* NREFEANEBSANRS, NHMENEZRITHIZZSCSITIFHEMHSHER cluster kernel-
service show, cluster kernel-service show #r < (TEpriva IR F) Al B/ BT R AR i
WS ZH R BEMERESURZT REETKS.

/1 SCSI IR RS S HEN SEBFHEMT RIRIFPER R, EREBIRZ A, BIALBRITE

8] &,

* If you have a cluster with more than two nodes, it must be in quorum. IR EE KA R ETITIRR
RFPIERIBSE R RIEI TR A EE T alse. MR AZHITH SR 2 AIE ERER ; FE0 "
RBoR5&RERD"

S
1. MNERB AT AutoSupport « M5&3d i B AutoSupport JH S22 1EBheI 2R

system node autosupport invoke -node * -type all -message MAINT=<# of
hours>h

LR AutoSupport JHEZE 1E B T2 25N

clusterl:> system node autosupport invoke -node * -type all -message
MAINT=2h

2. ZEBERIE
a. MERITHIZRAVIEH SN <

storage failover modify -node impaired node name -auto-giveback false

b. N 'y HIEEIRNEERETEZRAAMMER? i
3. ¥ZmiEHI2E 2R LOADER 12755 :

NRZIRITHZEEE. ... B4 ...

LOADER 2R BET—%,

[EEERFRE ¥ Ctrl-C , AREHIUERNEE vo
AFAIR AT IR R MIBITIEBEHI S E T EZHITHIZS

storage failover takeover -ofnode
impaired node name -halt true

-halt true B35 N\ Loaderig R i’
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IR 2 . $5EHIBSI T MetroCluster #2

BXRARBIEHEE, EOMRERLHSRIVRTS, AELEMZERTIE, UERTEBTRISSSAEMZ
Bl SR B R R,

* If you have a cluster with more than two nodes, it must be in quorum. IR EEE KA R R IITITIRR

RIFp RIS EARNEITINR S EE R alse. MAGIEXAZHITHISE 2 AIE ERTHR ; 550"
BrHR5KERD"

s BwsnIAE iR EMetroClusterfc RS, HETRATFEBAMEERKES:
metrocluster node show
g
1. YR ZA T AutoSupport « M@ JEHAutoSupport ;B 22 1E B &b eI ZRF:

system node autosupport invoke -node * -type all -message
MAINT=number of hours downh

LA FAutoSupport JEE 221 B ah el = 2= 61/ 6

clusterl:*> system node autosupport invoke -node * -type all -message
MAINT=2h

2. ZHBHRIE:
a. NEERIEHIZEAIERI QAL TR
storage failover modify -node local -auto-giveback false

b. N 'y HIEEIIR N EESETEZABMOIR? "AY
3. ¥ZRIEHI2E 2R N LOADER 127R4%F:

MNRZHITHIZRER ... B4 ...
LOADER &Rt BET—T,
EEHEFTE & Ctrl-C , AREHIRTRREE vo

AGHRTRAEERRT AN NEBITERENEHIZSEESEEZhirhEs
RorEN)
storage failover takeover -ofnode
impaired node name -halt true

-halt true B #0&# N\ Loaderfe o

S I1E2: EHNVRAMIEIRZINVRAM DIMM

fEF LU AERLET B N VRAMAZIREENVRAM DIMM,
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1. FEHENVRAMIEIR
EFMNVRAMIEIR, BEVIFEIEE4/SPIRENZIER. REREBIFES BINF#1 TR

1. MNREEAREM, BIEREM,
2. (ERBEHE N REE. EERETRFIELE. LIHRVFETFRE RS EF EE EE R L.

WS - WINE U 53 AR
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WW%W
i il

= =<
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3. IRIERSNRSKEITH SRR
a. EIEITEENERIZEL, BEFEEAATRERS. HERTSHREREGIRES:

storage aggregate show -raidstatus !*normal*

* R & <IR[E] "There are no entries matching your query. #£Ei# N F— N FH 1, MWEEESF
T_Ekgiﬂ’_]q[ﬁb%go o

* NRZMLIREMERIEMLER, EMFNMTHIZSUEEAutoSupport#iiE, FHEXRANetAppZ 13D
I JAIRBEGH— EE B,

system node autosupport invoke -node * -type all -message
'<message name>'

b. KWEXHRANE AR EEFERKIEENZEE

event log show -severity * -node * -message-name *disk.missing¥*

* YNR&<IR[E] "There are no entries matching your query. 4k£Ei#H# N F—#4,
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* NRZELREEREMLER, BMRNMEHEWEEAutoSupportiifE, HEXRNetAppsHiaED
I JLGREN#H— 2 EE B,

system node autosupport invoke -node * -type all -message
'<message name>'

B RRET
ST HHIZ8A9 PSU.
() nREHNRSERERBR. B RRRSPSUIER
TS EORASEIS, FINE TR, AEREHSHH 3 54 BT,

- BRSBTS, HEARNMALEERTRENIIRE. REMR Tk,
- MANFERRRIER B4R NVRAM 3R

a. BT ORFBHRHE.
ORI EAE.
b. R i H B e BRI &
C. MHFEFREI T ZMNVRAMIEIR, 75 AR F RN O HIAT A O H R ARR AL A A8,
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10.
1.

12.

13.

14.
15. 3

16.

17.

RENVRAMIEIRBIERS ERVRE Lo

MEZHNVRAMIEIRAZ—EIFDIMM, RER/FERESFEAINVRAMIERS,
REIRAR NVRAM IR R EEEINFEF

a. BRI S HHE4/5SRAFEFT OMEE 75,

b. FERBRRBNEEP. REEOREPM—Em L. DUSERESIE FI0L
EMREITHIRRR, THISTESENGIRERNE.

a. FIThISEREREANE, BT SPREEH TS

BHISERELRE, HEIHE L.
() #EsIsEsBIES, BIBAEA, UGHRREES.

a. FEFBim Liedt R e &

EBRAIENBIR
(D) uReEDRER, EEERRAEREENER
IR AR B,

BRI TFEEZIRITHIZSME EEIE1T: storage failover giveback -ofnode
impaired node nameo

MREEZRAEHRE, BENBETE: storage failover modify -node local -auto
-giveback trueo

WRBA T AutoSupport, NRR/EVEZIEBRNEIESREA]: system node autosupport invoke
-node * -type all -message MAINT=ENDo

1%&I2: FHENVRAM DIMM
BFEHNVRAMEIRFFINVRAM DIMM. A EI FNVRAMIEIR, RAEBERBRDIMM,

1.
2.
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3. IRERANRSKEITH SRR
a. EETERNERIS L, RERSHFERMLATRERS. HERSHHERERVRE:

storage aggregate show -raidstatus !*normal*

* R & <IR[E] "There are no entries matching your query. #£Ei# N F— N FH B, MWEEESF
T_ﬁ;egiﬁqu[ﬁb%go o

* NRZGBLIREMERIEMER, EMFNMEHIZSUEEAutoSupport#iE, FHEERNetAppZ 13D
TLGREH — 2 53 B,

system node autosupport invoke -node * -type all -message
'<message name>'

b. KWEXHARANEARNBREESFERKIEENEE

event log show -severity * -node * -message—-name *disk.missing¥*

* YN8 &< IR[E] “There are no entries matching your query."#842# N T —%5,

* NRZALREMEMEMER, EMENMEHIZRUEAUtoSupportiitE, HEXZENetAppzHap
I JLGREN#H— 2 EE B,

system node autosupport invoke -node * -type all -message
'<message name>'

4. FIEREER.
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S R THEHIZEE) PSU.
() nREHNRSEMERBE. B RRRSPSUIER,

6. RTEHE ENAmOERS, FNETREMR NI, ARRBITHISShIHL 3 5 4 X7,
7. BRI E IR MRV @ IR TSR, | T hRIZIEAR.
8. MHFEHRMIERE T NVRAM 153R

a. TR,
O IEHBEFE.

b. R i H B BRI &
C. MHAERRETTINVRAMIRIR, F5AR R FHem A LI AAT A O KRR AL A4S,

o M BEIRH
9 DIMMB{E£E

9. ENVRAMIEIR M IERE EMIRE Lo
10. #EINVRAMIEIRAEE HAIDIMM,

() ESANVRAMBAIENFRUREEE., LREDIMMER1AI280(IE.

1. @ TFEDIMMBIE R EHIEDIMMMIGIERIZE. LUEITRDIMM,

12. ZEFMRAMN DIMM , 757AZR DIMM SHEEXITT, AER DIMM B NGE, BIMERSHE



EiL,
13. ¥ NVRAM 1RIRLIEEHFGP

a. FRREZBAGE. BEOEHABARSI0ONKRENSE. ARE—EHm _Ehei RS LSRR B
EELo

14. ENRREEHERIR, FHET2BNGILEENBL.
a. WITHISERFFHEANE, EEICSTIREEHTEML
ISR e A, MEAYS LA,

() #EsIsERBANGES, BIRAEA, UGHRTEES.

a. FPiEF M Lied R iE &,
15, KRR,

() nResERER EEERAEREEIGRE

16. L EIRIER M LiEd R XA E.

17, B RIFFHEEZRITHIZR M E IEBIET: storage failover giveback -ofnode
impaired node nameo

18. NREZAEBERE, BEHBHETE: storage failover modify -node local -auto
-giveback trueo

19. W1RF AT AutoSupport, MIEE/EUEZIEEEIEZRG]: system node autosupport invoke
-node * -type all -message MAINT=ENDo

Step 3: Reassign disks
TRE BT RIZREIARAIDENR. RAERIEEEELHELEEN,

(D REaEsNRAVERNA BEEHRSEHE. M ASATNVRAM DIMMES,

-
1. REFIZBAFLEIFER (B3R >8R , BEEIPRHEN LOADER #RRHAF:
halt

2. MR ERMBEFRTEL. BipizhlzE. HERRERRIDFRLAMRTESZRFKIDEBEA_Y -

3. FIFHIERBITHIBTH B LEREFRITEE, RENERENIEHIZIEESE Boho IS BN
A4 ID:

storage failover show

Eadhtd, BNZEI—FKEE, RPESHREHIR EMNEARS ID BEEXR, FE/RIEMHIE ID 3 1D, 7
UITFREIF, a2 B5emEit, FAEBHMIES ID 151759706,
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nodel:> storage failover show

Takeover
Node Partner Possible State Description
nodel node2 false System ID changed on
partner (0Old:
151759755, New:
151759706), In takeover
node?2 nodel = Waiting for giveback

(HA mailboxes)

4. RFIT IS
a. MEERRIEHIZEP, VAIFIREIRMITHIZBZNEMETIE): + storage failover giveback -ofnode

replacement node name
B R EIEFMEH BT
MRATFRLKIDALEMBREBEZRSKID. MRBEA_y o
MRRELE R, ERIUEEBELT R,
BXREMER, BBN "FRiban < HES R
a. ERRIEE. FIAHAKEI TR RF BRI LUH{TIZE . storage Failover show
storage failover show HVMIEAREE System ID changed on partner JH S,
S. IR REEIEHSE:
storage disk show —ownership

BFiEHes RN B RN ARSKID, ELUTRAIF. node1ifENEEZIMEE RIFAIARSZID 151759706
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nodel:> storage disk show -ownership

Disk Aggregate Home Owner DR Home Home ID Owner ID DR Home ID
Reserver Pool

1.0.0 aggr0O 1 nodel nodel - 151759706 151759706 -
151759706 Pool0
1.0.1 aggr0_ 1 nodel nodel 151759706 151759706 -

151759706 Pool0

6. MNRAZFKFBMetroClusterfii &, B EITITHIZRAIRTZ . nnode show MetroCluster
8RS, MetroCluster EEEFRZE/ LW A BEMEFEERS, L, SMIHIBRETEBEERS, HE
DR BE&HERIEE®EI, The metrocluster node show -fields node-systemid command
output displays the old system ID until the MetroCluster configuration returns to a normal state.

7. SNR¥HISEX A MetroCluster BRE, MIAEHE MetroCluster IR, MRFIAFFE E S RMLL S _FAYIEHI2E,
BWIE DR * ID FERE S B nMENRIGFIEE.

SNREISAE TR, MBFHITICRIE:

° MetroCluster B2 & &b FHIHEIR TS,
o SR AL = FHAR R NEIFRE S,

20 "EOT = MetroCluster BEEH, HMEFIENSTE HA EZREH MetroCluster tIIRHAE & & F k"
ﬁ?&ﬁ,ﬁﬁmu

8. MBI RS HEAMetroClusterfit . 1BRIEEREEEESTMNMTHIZE: nnode MetroCluster show - fields
configure-state

nodel siteA::> metrocluster node show -fields configuration-state

dr-group-id cluster node configuration-state
1 nodel siteA nodelmcc-001 configured
1 nodel siteA nodelmcc-002 configured
1 nodel siteB nodelmcc-003 configured
1 nodel siteB nodelmcc-004 configured

4 entries were displayed.
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S WIFSMTHIBR B S FETHANE

vol show -node node-name

10. SIRBATFEME. NBFERINEE
N BRI ERIRIT RS E EBIETT:

storage failover giveback -ofnode impaired node name(%&X)
12. NREZABMRIE. FEHMBHT:
storage failover modify -node local -auto-giveback true(®&X)

13. NERB AT AutoSupport. NIRR/BGHZE 1IEBThEIE =G

system node autosupport invoke -node * -type all -message MAINT=E‘.ND(§+&3‘C)

E 4. KBHFESRHIR[E] NetApp
REBEMMEME RMA i B8 ER4HRE] NetApp » "HIMFIREIFIFR"EXRIFHAES. B H,

EHENVH - AFF A70F51AFF A90

HAFF A705AFF AQORZEFRRINVE M FHIAR A B EE R EHIER . BTFUER. FAAE
AREMBHEREXBRAZ IR, BROESFEXAZHIEGIZE. BT EHSEER, B
MINVER, B LRI HIZFRIR U R FE R R [EINetAppo

REPRFABEEMAMHORIERRTT; SN, BBHEXRKAZ .

1T XHAZHUETIER
RN TR — XA E 2RI,
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TN . KRERARS

BRAZBEHEE, EOMRERLHRIVRT, AELEMZERGIE, UERTEBITRISSSAEMNZ
BT Hl SR B R R,

KXFIES

* NREFEANEBSANRS, NHMENEZRITHIZZSCSITIFHEMHSHER cluster kernel-
service show, cluster kernel-service show #r < (TEpriva IR F) Al B/ BT R AR i
WS ZH R BEMERESURZT REETKS.

/1 SCSI IR RS S HEN SEBFHEMT RIRIFPER R, EREBIRZ A, BIALBRITE

8] &,

* If you have a cluster with more than two nodes, it must be in quorum. IR EE KA R ETITIRR
RFPIERIBSE R RIEI TR A EE T alse. MR AZHITH SR 2 AIE ERER ; FE0 "
RBoR5&RERD"

S
1. MNERB AT AutoSupport « M5&3d i B AutoSupport JH S22 1EBheI 2R

system node autosupport invoke -node * -type all -message MAINT=<# of
hours>h

LR AutoSupport JHEZE 1E B T2 25N

clusterl:> system node autosupport invoke -node * -type all -message
MAINT=2h

2. ZEBERIE
a. MERITHIZRAVIEH SN <

storage failover modify -node impaired node name -auto-giveback false

b. N 'y HIEEIRNEERETEZRAAMMER? i
3. ¥ZmiEHI2E 2R LOADER 12755 :

NRZIRITHZEEE. ... B4 ...

LOADER 2R BET—%,

[EEERFRE ¥ Ctrl-C , AREHIUERNEE vo
AFAIR AT IR R MIBITIEBEHI S E T EZHITHIZS

storage failover takeover -ofnode
impaired node name -halt true

-halt true B35 N\ Loaderig R i’
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IR 2 . $5EHIBSI T MetroCluster #2

BXRARBIEHEE, EOMRERLHSRIVRTS, AELEMZERTIE, UERTEBTRISSSAEMZ
Bl SR B R R,

* If you have a cluster with more than two nodes, it must be in quorum. IR EEE KA R R IITITIRR

RIFp RIS EARNEITINR S EE R alse. MAGIEXAZHITHISE 2 AIE ERTHR ; 550"
BrHR5KERD"

s BwsnIAE iR EMetroClusterfc RS, HETRATFEBAMEERKES:
metrocluster node show
g
1. YR ZA T AutoSupport « M@ JEHAutoSupport ;B 22 1E B &b eI ZRF:

system node autosupport invoke -node * -type all -message
MAINT=number of hours downh

LA FAutoSupport JEE 221 B ah el = 2= 61/ 6

clusterl:*> system node autosupport invoke -node * -type all -message
MAINT=2h

2. ZHBHRIE:
a. NEERIEHIZEAIERI QAL TR
storage failover modify -node local -auto-giveback false

b. N 'y HIEEIIR N EESETEZABMOIR? "AY
3. ¥ZRIEHI2E 2R N LOADER 127R4%F:

MNRZHITHIZRER ... B4 ...
LOADER &Rt BET—T,
EEHEFTE & Ctrl-C , AREHIRTRREE vo

AGHRTRAEERRT AN NEBITERENEHIZSEESEEZhirhEs
RorEN)
storage failover takeover -ofnode
impaired node name -halt true

-halt true B #0&# N\ Loaderfe o

% 2T HTERIZRRR
p
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1. NREERIEH, BIEMEM.
2. fERE S T RENE. EERTEIEFNSLE. BRI APRE RS EEEEEE IR L.

ST - HIA S5 53 A

0

= =<

f—

-

A

3. IRERGCRS K EITHIZRIREN2E
a. FIBTIEENEHR L, RERTFEEALTRERS. HERTHMEREIRS:

storage aggregate show -raidstatus !*normal*

* MR aLIR[E] “There are no entries matching your query. #k&5# N F— 7418, KMERTEERR
RHIREHER. o

* NRZepDREEREMER, BMRMEHIZEUEEAutoSupport¥ilE, FHEXRNetAppZHFERI LR
Hyi&_ﬁﬁgﬁj]o

system node autosupport invoke -node * -type all -message

'<message name>'

b. KEXHRFANEARNBREESFERKIEENEE:

event log show -severity * -node * -message-name *disk.missing¥*

* YR &<IR[E] "There are no entries matching your query.” #k4E# N F—#4,

* NRZELREEREMER, BN NMEHEEWEEAutoSupporttiE, FHEXFRNetAppsaHaBI 1A
BH—# B,
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system node autosupport invoke -node * -type all -message
'<message name>'

4. KMBEIRHENVRAM , BRI THIEEHBIRIRE EIEE 4/5 PR LED K. FHNVEIT.
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° JNRNV LEDIER. BEERET—D,

° YNERNV LEDIAKR. IBFRNNMELIE. SIRIALMFRA BB D 8. BB RIASHF LIRS .
- NRIEERESM, BIEREM,
- MIEFIZRER IR (PSU) L1k T HI SRR B IR LK,
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() nREHNRSEMERBE. B RRRSPSUIER,
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- NIZHI SRR T RA L L AN SFPHIQSFPIRIR(MIREFEE). HiCREENERMUE,
REABERLEERET, UWEEERRELLEEREN, SERTIER,
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e NVEE RSk

- [ LR E Bt LU AR B Bk,

PrEFRME SR ARV F AMIEE PR RESL . PRI MIREER IR T FE it B4,
REMMESEENERSERPRE. ARRE—.
MEZERE R A EE it

R E R AR MA R R T HZE

a. FHMEKIBENRAIRIEE, HHRIELSEE (L,

b. YeathiBIANIEIE, AERMTREMA, UHBRAEZL,

7. 8 ENVESEEE,

o o & W N

B RISk BE TEHRIE .

% 4T BENREEGIRRIR
BRI R BN S,

p
1. B=SEER THREZFUBDNUE. BRTESEETEXH.

BN EHSRIREBIRT T
2. BIEHIBERHRIRS AP ONTT, AEBEHBRIRERENRAN—F

C) BIRER SRR EBANAET, FRIFRSIETEXF R,

3. IRIERENTFHAKENHAITIE.
SNRIGMPR T WA 28(QSFPELSFP). IRIZSEEANSANERRTEE .

HRIZH & BA EERZIEREREHIZRER. UETEEMEIIZEIERIGHES. BERNERZRNE
TR RIFBIZHIZRRFER. HETE2ENEEIEFRERER.

4. STRUIEHISRRIRNERRE:
a. FTHIZBEIRE AN, HEIESPREEH TE2ML
EHSEERTEmE, MERMNS L.
RIS RBB NGRS, B7NANEK, URRTFERRS,
a. FiEFBim Liedt R e &
o BHIRLENEIR. —BRIRME, THIBMEMED.
MREEERER. BEEHSERTL2EERNAETE. BERRENMERZBIR.
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6. BERE M ER T HIRME ERIETT:

storage failover giveback -ofnode impaired_node_name(ﬁf()
I MREZRABEMRE. BFEHBRAE:

storage failover modify -node local -auto-giveback true(g"&j()
8. MNRFA T AutoSupport. MER/BUEZELE B Ehel 256!

system node autosupport invoke -node * -type all -message MAINT=END(3X)

% 59 FHEIFFIRE] NetApp
RIBEFREII RMA B SIEEAHRE NetApp o "HHEEM SR BX¥MEE. HENRE,

1/0 FEiR

ARINFIERI/OIEIRELIR- AFF A70F0AFF A90

AFF A70F1AFF AQO AL r] AR /B FREERI/OMRIR, LULSEMLEEIZ 1EEE. EHK
LR THRE SR AR R PEAZIRET . NS EIRI/OBIREXEE,

A LORRAFF A7080AFF AQOTFE R i & L B RYI/OBIRE MV ERIZE RV I/ORRIR YA F R B RI/ORRIR, 15
ERILORFI/ORRIR AN E BB =HEIER R 4T,

* ARANI/ORER
ANESRRA LIRS TRE. BB TFHREAME—MEREMLEE. RANIESET.
* PR 10 1RER"

ERILIAFMEY /0 IRIRFUBIRFLE 1/0 1RIR, LIBEFEASERIIEKERPRS. THRERNITFZREN
A SERAE R

BEALERE, BNEERSLIUETT ONTAP 9.18.1 NEBRZ.
* "EEIRI/OER"
B A EHERN/ORRAI LI RS R EI HREETTIRES.

OGRS
AFF A70F0AFF A90i54128 _FMI/OIEIER = 13111, W TFEFTT.
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Controller
52 10IS
INVHAN

R I0IIOt=ER- AFF A70F1AFF A90

i’:l/O*ﬁiﬂfﬁJDﬂAFF A70ZXAFF AQORZ. LUIEBNEZEIEHT BRI IEHNIERZ/E

MRFEA AN HIEIETRER. A LUSI/OERRMEI R G H.

(aYay

XFIAES
MRFE. ERILETAFEEASUE(EE) LED. UEBELWNREARNEUREMNEFEERS, (EASSHER

ZIBMCH4a\ “system location-led on 5%
FHRRZEEHMIBELED. S§MEHI2E E—, Location LEDs remain illuminated for 30 minutes.

ARG SR E XA system location-led off, WRERHELEDRRRIERIEXN. ATLURNG SR
REERS system location-led showo

T XHARBITHIZERIR
fE R LAUR IRz — K ER B R H 2318,
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TN . KRERARS

BRAZBEHEE, EOMRERLHRIVRT, AELEMZERGIE, UERTEBITRISSSAEMNZ
BT Hl SR B R R,

KXFIES

* NREFEANEBSANRS, NHMENEZRITHIZZSCSITIFHEMHSHER cluster kernel-
service show, cluster kernel-service show #r < (TEpriva IR F) Al B/ BT R AR i
WS ZH R BEMERESURZT REETKS.

/1 SCSI IR RS S HEN SEBFHEMT RIRIFPER R, EREBIRZ A, BIALBRITE

8] &,

* If you have a cluster with more than two nodes, it must be in quorum. IR EE KA R ETITIRR
RFPIERIBSE R RIEI TR A EE T alse. MR AZHITH SR 2 AIE ERER ; FE0 "
RBoR5&RERD"

S
1. MNERB AT AutoSupport « M5&3d i B AutoSupport JH S22 1EBheI 2R

system node autosupport invoke -node * -type all -message MAINT=<# of
hours>h

LR AutoSupport JHEZE 1E B T2 25N

clusterl:> system node autosupport invoke -node * -type all -message
MAINT=2h

2. ZEBERIE
a. MERITHIZRAVIEH SN <

storage failover modify -node impaired node name -auto-giveback false

b. N 'y HIEEIRNEERETEZRAAMMER? i
3. ¥ZmiEHI2E 2R LOADER 12755 :

NRZIRITHZEEE. ... B4 ...

LOADER 2R BET—%,

[EEERFRE ¥ Ctrl-C , AREHIUERNEE vo
AFAIR AT IR R MIBITIEBEHI S E T EZHITHIZS

storage failover takeover -ofnode
impaired node name -halt true

-halt true B35 N\ Loaderig R i’
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3%1512: MetroClusterft &
()  REORARFNS A MetroCluster BE, W/NEMILBIES B,

BRAZHIEHRE, CRIRERRISIRES, AELBEEIREESR, WESTESNERSHREMT
iz hl 2R R R,

* If you have a cluster with more than two nodes, it must be in quorum. J1REEFIAZIHEHZI TR
RFNIERIRER R TR A E E R alse. MAEXAZHITHI I 2 AIE ERBER ; FE0 "
BhHRS5&ERD"

* YNREFEEBIE MetroCluster BLE, MATIAEEE MetroCluster FeERE, HFETRATFERH
BIFERIRES (MetroCluster node show) o
T
1. MNER BT AutoSupport. Ni&EZ A AAutoSupportts S22 1F EEIRIEZER]: system node

autosupport invoke -node * -type all -message MAINT=number of hours downh

A FAutoSupportip SR 2 IE BB RIS clusterl:*> system node autosupport
invoke -node * -type all -message MAINT=2h

2. NBITIEERIEHIZSSRIEHI A2 ABMASE:. storage failover modify - node local
-auto-giveback false

3. ¥ZRIEHI2E 2N LOADER 18R 4%F:

MNRZHITHIZRER ... B4 ...
LOADER &Rt BET—%,
EEFFRE ¥ Ctrl-C , ABRTEHIMERNEE vo

AGRTARERRTAT N EERBRERSIMSTERRNEHSZEIITHISE. storage

RoEN) failover takeover -ofnode impaired node name

LY RiEI2E 7R Waiting for giveback... BY, 3% Ctrl-C , ZAfS[E]
%
= Yo

8241 ANINFREINOIRIR

MREFHEAFZEETREE. B MINIORRLERNEP— N BiEER, NRFAEGEEYE SH. BT
BIOERRUEE=TIE. AELREMER,
Fra2Z Bl

* #2% "NetApp Hardware Universe" LUfRFTEVI/ORIR S (G ZME R AN S IEEIEITEIONTAPRR A Ro

« If multiple slots are available, check the slot priorities in "NetApp Hardware Universe" and use the best one
available for your 1/0 module.

* HRIRFRE Hth A IE BiE1T.
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C. FFEmANDEANTAOR. ARRKRRILAME. MR MAFERE T,
L5 1/0 1RIR:

a. FFI/ORRSHEHEIEFF LI RILS X 750

b. FERIZFZHBNIGE, EETDBANGE, AERKORAN—Em LR, WRBERSE

R OB BIE
() wRFaREREN 10 BPRET S8, LA IS,

R BB R A LR EI XA E,
MLoaderf@ R i, EFBHTR:

bye
() BB ERAKIOBRTIE AL, AREI BT M.

MECHE 2R 3T eI 2S
storage failover giveback -ofnode target node name

izhles B E8 RS R
AEITRARFNT R E. MRFERTBHRE. BREER:

storage failover modify -node local -auto-giveback true
YR B AT AutoSupport. MR RBoheI 225

system node autosupport invoke -node * -type all -message MAINT=END

RUORRA MBI T LIETHN RS
TR LOB T EN F A /ORR AT E U B REMB/ORIR, KI/ORIRAFNNEI TR ETHI R TR,

KFIES
HRET BRSO IR e 2 H AN R AR TIERZ .
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= FERITIRE

NICEINIC (IwO%AERE) LIF S EHEITHIZ R X AN BT,

NICEINIC (IR ARE) BEENESAREHRIRIIEMERO, EXEFMAEE. BFSR T
% LIF"

1BENICIEZ EITZHEI/OIEIR f£F8 System Manager ¥ LIF ;K ATHEIRENE RO, 0FFHR "
T LIF"

HIE

1. INREEARESM, FIEFEEM,

&R TBER /0 #BIR LA B L.

M TSR BRI, HEARRSIALEIRIERANEIZE. AREM TiEkE.
MANFEREN T B4R 1/0 1R3R:

a. # PR,

b. R AL FI SR ETREIT B ARIR

C. BFHmANLRAMAOR. ARRKERRIEAE. MR MAFEFRE T,

A w0

HRARERER 1/O #RIRFRTEBIEE.

O. I/ORIRL FEEIHWAERH BAREE !

a. FHRIRSH BB QRIS TFo

b. RIRREIZHBNIGE, EETDBANNME, AERORAY—Em L, MRBERRHEMIL,
ERG LR ORIRERENEE IR E.

ESIFEMRED R U E T HISI R EMIRIR,

R IR R M LRt B XA B,

MINEEFRTR: _BYE_EHERNTHIZE

© ® N o

IR PR EF R PCle RMEMAH. HEHBIHT R

@ NREEEFHBIHAEER PSR . 15S W "BURT 1494308 -FE#I/OfEIRERAIE] AT 6E
R R IR K A"

10. MECIH=HISR3TIE 1T HI2E
storage failover giveback -ofnode target node name
. MMRERRAEHRE. BEBALLIEE:
storage failover modify -node local -auto-giveback true

12. AT TIREZ —!
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° WNREET TNIC /OEIRFHLEET FHHINIC /ORIR, EXE MmO Fnetworkdn < :
storage port modify -node *<node name> -port *<port name> -mode network

° YNRIGEIT TNIC /ORRRHALE T FEI/ORIR, IBFIRIBAFTIR L ENS224 B IR H N E L IR
ITAER"

13. 31523 B EE LIRS R

#iHk 110 &R - AFF A70 1 AFF A90

WNRIERE DR EH B ZERSHEFFE ONTAP fRZASER, Ma] LUHHDR AFF A70 5§
AFF A90 TZERZHBILARM /0 &3,

EHHEIR 110 IR, BHREERFAIEITHR ONTAP 9.18.1 GA RERIRA, HEEFFMERLFM 110 &R, #
iR IR FRERIRIR, EEHARIREA, BFMERSMEREREE, HRHIEERIEIEE] NetApp.

KXFUILES

EERHIEER 1/0 BIRZH], TFERITFERE,
TERGEIRERBR an < N2 AR T IEFARVIZHIZEAN 1/0 HEAE
° _RHuEHas_REEEMR 1/0 RIRAVIEHER.
°© _RERIEHIRE_BRIITHIZRAT HA (K.

* BRIITAERASUE (IB6) 15517, UBHKREMZZMINFHERY. £H SSH &R BMC Hia

\ “system location-led on' &%
ZEFERAABIE=MIE LED: — MIRERETERL, — M ESMNMTHIZZ L. LED RISt 30 2%,

BRI LR NGRS EH KX system location-led off, MIRERHELEDESEILEIEXN. AU NG
SRWEBERE system location-led showo

TE1. BEREERGRERFENK
BEALGETE, BHNFERALTUSIT ONTAP 9.18.1 GA REEA, HEEHNEFREAALITHEMEENR,

@ NRENEFERGARIZIT ONTAP 9.18.1 GAESIRAE, NI AEALERE, EHMER "Eift

/0 RIZF"o

* BEEPEREEERRILRN 1/0 B3R, ZIGEEARTEE. HANRFPRNERROAS, HEE

EWEY 110 &R, FToIEREDR 1/0 WHRIEH,
BB BT F6E5 MetroCluster BYIH ORI LUIARR 1/0 &R A]HdER.

* BHEHERS (T BN ERRE) JUEEEHASSIHNARRENT =,
s ERPHFRE T S X TEITIEREIR ONTAP k2 (ONTAP 9.18.1GA SXEEARAS) =iz{THERE ONTAP AR
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* FEAGTHES ST UL T UTREZ—
° MMMEHIZRER A LUSEIHIZTT 10 (RRIEHHE)
° IIRHERHEER /0 RIR5 |2y, AATRERMAEESET, WE—IZRISHTELTZRER

[s3Ye)

AERLEBRT, BT /O RIRKFE, ONTAP RILIBEIREE—ITHIs. Fa0, RBIKLERN /0 1RIR
BEFERERDO (ZEHE LOPTEREIHEEIEXA) , ONTAP ZERITERE,

* FREARDNEHMARFROIIERIZT, MRKRESETIT. BEKR. "NetApp HAEBHEIT

2o
TR 2. BEEFHERZEM 10 BIRIEE
HEFRFEFEREMN /0 ERIERE, LUERT R 2HE FHIEEER /0 =R

p
1. IEfftEt,
2. FRgBALURBIENIRIRIR, SARMERR /0 RIRIKTATE B4,

/O IR IR (RO R F R XHRS) ; , SIRFERMETHARS, HEE
C) Nes&aE— T EBSETHNERERO, Nﬁ?%ﬂ%ﬂ&ﬁﬂﬁgo

RTBEGEFGFADH, UBRTHEMZESN LIF SIEHR, ARSSRITTRE,

3. AR B AT AutoSupport . N3&:iTiE B AutoSupport JH S22 1B EhRIFEZA:

system node autosupport invoke -node * -type all -message MAINT=<number of
hours down>h

g0, LUTAutoSupportiE B =0 B shZR eI m/ e
node2::> system node autosupport invoke -node * -type all -message MAINT=2h
4. NREFEUFTRERIZE, WERBBEIR:

i BA ...
E%E—Eﬁ%éﬂ%ﬁﬁéﬁ& RRABHRE:

a. MEEHSHEUHINIZRIZSENER SRAU TSR

storage failover modify -node local -auto
-giveback false

b. #N 'y YEEIRT CEEERMEMEIR? "

M MRS BEBEIHIETII0 (| BHET—F.
TR fERE)
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O WREMIER /0 RIRMARS PIEFRHXABIR, LUEEHFE:
a. A<

system controller slot module remove -node impaired node name -slot
slot number

b. HN 'y HEFIRREARLLEET?

Fan, LUTFaSEERTR 2 (RUTHIR) LRYEE 7 PRSERIREER, HET—FAUL2BEG
HIHS

node2::> system controller slot module remove -node node2 -slot 7

Warning: IO 2X 100GBE NVDA NIC module in slot 7 of node node2 will be
powered off for removal.

Do you want to continue? {yln}: vy

The module has been successfully removed from service and powered off.
It can now be safely removed.

6. IOIE& MR 1/0 HEIREXHARIR:
system controller slot module show

MR TR " powered-off TEPEIRIR N ELAGHIER S HY “status' 51,

SR 3. ERHIMFRY /0 1EiR
R HILERFERY 1/0 IEIREFMAFLH 1/0 1R3R,

g

1. MR EAREM, BIEREM,

2. ATFHEERSGEEIEIER. HEARAMELEIERRENIAIR. AEMR ThEek,
3. MEEH R IERAE T I/ORRIR ©

(D) TESRTHTATMES VO BR. B, GRABHR— 10 R,
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a. | IF PR,
b. &M BIR A REIm B IRIR,
C. BFIB NIRRT A O, AEBERAIHITHIZEIR. MMEER M IEHIZHEIRPET,
IRER 1/0 HEIRAIF R MEE S,
4. 3% 1/0 BHRMIE—=,
5. BB AMI/OBIRLE T BiRERET:
a. ¥ 1/0 R EIHEENE T,
b. }I?ﬂféﬂ&iﬁ%ﬂﬂiﬁ)@ﬂi*& BEERTEBNEHISIER, AE¥NHRH—ER L. LUSRRBIEE!
o
6. FI/OER L,
7. B BRI R PIENE,

TR 4 (EEHR 1O HRIREXA
REEHRAEY 1/0 #RIREXA, JOIE /O RRIEOAEMINAIAN, WIHGEEEER, FARKIE /O HIREBENHBIR

Al

RFUIES
B /0 B BIHEAMERERRSEE, LIF FREZIERR 1/0 &R,

p
1. 5% 1/0 HRIREXAL:

a. BALIFan<:

system controller slot module insert -node impaired node name -slot
slot number
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b. BN 'y HEFIRREARLLEET?
WM ERIA 1/0 BRIRERINEL (FFHl. IR HRNER)
flan, AT fET R 2 (RiIEHER) LRVEIE 7 B, AERIZIREEMNTRER:

node2::> system controller slot module insert -node node2 -slot 7

Warning: IO 2X 100GBE NVDA NIC module in slot 7 of node node2 will be
powered on and initialized.

Do you want to continue? {y|n}: "y

The module has been successfully powered on, initialized and placed into
service.

2. BHE 1/O R EMNE MmO BT ERIIIEL:
a. NZIEHIZRRERI QAL TR <:
event log show -event *hotplug.init*
()  EAFRENEAERRSONAK BRSNS S,

BN ER—1EZ 1 hotplug.init.success EMS E4H hotplug.init.success: 1E "Event 5, 38R
/0 &R LS RO E RIFIE .

g0, ARSI ER /0 i e7b # e7a BYFIIA1LELIA:

node2::> event log show -event *hotplug.init*

Time Node Severity Event

7/11/2025 16:04:06 node?2 NOTICE hotplug.init.success:
Initialization of ports "e7b" in slot 7 succeeded

7/11/2025 16:04:06 node?2 NOTICE hotplug.init.success:
Initialization of ports "e7a" in slot 7 succeeded

2 entries were displayed.

a. NRIHOFIBUKIK, BEE EMS HEUTREXRBNEESE,
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3.

IIE 1/0 #RIRIEIE B R H AT

system controller slot module show

RN B EBIRES A powered-on, A /0 BHRATLUSETT,
Bk 110 #RIREBEANF ARG
MEHIEHBREIEH QN <

system controller config show -node local -slot

slot number

S0 1/0 BRBRERINEAHAHBIRG], MiaHFETR /0 RIRER, SEHENKOES.

g0, xFHEE 7 FRY /O RR, ENIZERIFRINT LA TARSAYREL

node2::> system controller config show -node local -slot 7

Node: node?2
Sub- Device/
Slot slot Information

e7a MAC Address: d0:39:ea:59:69:74 (auto-100g cr4-fd-

CISCO-BIZLINK
L45593-D218-D10
LCC2807GJFM-B

e7b MAC Address: d0:39:ea:59:69:75 (auto-100g cr4-fd-

7 - Dual 40G/100G Ethernet Controller CX6-DX
up)
QSFP Vendor:
QSFP Part Number:
QSFP Serial Number:
up)

QSFP Vendor:
QSFP Part Number:

QSFP Serial Number:

CISCO-BIZLINK
L45593-D218-D10
LCC2809G26F-A

Device Type: CX6-DX PSID(NAP0O000000027)
Firmware Version: 22.44.1700

Part Number: 111-05341

Hardware Revision: 20

Serial Number: 032403001370

TR 5. MEFEARERET

BEEFABERENEHSEEEMETE (RIEFE) . MEGmREn (RIEFE) . Wik LIF AFEXiHO LUK
E%F%Awﬁwmﬂﬁm*%ﬂL,hﬁﬁ%%MEﬂE% BITIRE.

p

1.

&

RIBERTFERSIETITHY ONTAP AR LIRAZHIZRAVIAT, ERIZRERERIS LXEEFEAHME BRI

iE:
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& BA ...

%E%E—E%‘J%%Eﬁbﬁ'éﬁéfﬂk a. BIZEHFMETE, KERENERIRMEERET:

storage failover giveback -ofnode controller
that was taken over name

b. MIRIEE BT HIRRYIEH & R E BBl

storage failover modify -node local -auto
-giveback true

M MR BEBEIHIETII0 (| BHET—F.
TR ftERE)

2. BFPEEORERMEF T aMiEORE: network interface show —is-home false

ﬁﬂ%ﬁﬂLUNﬁ'Jjjfalse\ EBEARBIEFIFKO: network interface revert -vserver * -1if

3. YNR B T AutoSupport. MR [R B EheI 22

system node autosupport invoke -node * -type all -message MAINT=end

% 6 & KBHPEZFHIRE] NetApp
WRIBEMREMTIEY RMA R BRE S ESR 4R E] NetApp o "SHMFELIAIE " EXFMAEE. 52 UAH.

iRtk R - AFF ATOF1AFF A90

AFF AT0S(AFF AQOR SRR B IR IR & (PSU) L IR s IMERET . 15T LUE
. UBRASZURSERSRESITAAFER, BRI ERFRIEPSUS BIRIE
. IRTHIRZ. BREEPSU. ARRKEEIMEZEIBEIR,

BIRZTURAY, HERRER. ERUXHAEHIZERER PSU,

KXTFULES
HREP TR BA—RER—PSUMHRE Ko

() A ERRRESETRRMARLRENPSU, BREGRESL,

BIRIBERIPSURE M E AN AVIEIELE | ACEDC,
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BRI 1. PUERITR IR
EFEMATMPSU. BEFRHRUATHE,
PR
1. ARG RIEH, B IEREM,
2. IRIBIEH SR EEHPSU LA BHIELEDHE EEMAIPSU,
3. BRFFPSURYESE:

a. yTAEREEES. AREMPSURTEIRZ.
4. [ ERERFR. HTBERE. AERKPSURLLIEHISRIR, LU TFPSU,

PSURR%E, Always use two hands to support it when removing it from the controller

@ module so that it does not suddenly swing free from the controller module and injure
you.

o TerracESFPSUSIEES

O. RSP REZRAPSU:

a. ANFXEFEAPSURNSHEHESEHISSRRIFA O,
b. EPSURRIENITHISBEIR, HEIBEFERANENL

HRRAE S NEEESIEfiEa HERBE DL,
N7 B GIIRNEREIERR . IBTEEPSUB ARG BT A,
6. EIEZEPSUML:

a. FERAEMEEEIPSU,
b. i BIRAEE B BIREEERIPSU,
EPSUMEHEBIE. IKELED NLRE,

109



7. ZEREMFEMAY RMA SRR SR SRR E] NetApp o "M IREIF EHREXFMAER. IBSNNH,

I 2: AIEIREREIR
EFMEMPSU. BRERUTTE,
B
1. NSRRI, BRI,
2. RIEEHI A HEIRHE B RPSU_LMA GHELEDHREE T IRAIPSU,
3. WFFFPSURYESE:
a. fEAEL EMBEAIRETIT T D-sub DCAI&IE E25,
b. MPSUIR T4 L& HIGEHKTE—5S.
4. B LREREFR, RTHE RS, AERKPSURILIEHIZSER. UETFPSU,

PSUR%Z, Always use two hands to support it when removing it from the controller
(D module so that it does not suddenly swing free from the controller module and injure
you.

° BERRET

9 D-subBE R BIRPSULi 4L 151528
9 BERFAR

o HEEPSUBIERS

O. TEfEHIBRIRPREZRAPSU:

a. ANFEFERAPSURNSHFEHE SEHISFRRIFA O,
b. ¥PSURREHENIZHERIR, EFIMERTRANENL

BIRRAES N EREZSR ERES H R RBE 2L,
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() HTRERTREEES. BIERPSUBNRAER AT A,

6. E|FNEED-sub DCEIRL:
a. JFEIRE&ERBIBEAPSU,
b. fERERARETREIRLEEZIPSU.

EPSUMEHEIE. IKELED NLRE,
7. ZEREMFEMAY RMA BRI SR SRR E]l NetApp o "SMFREIF SR EXIFMMER. 1BSNIHE,

FE R SCRS BT Eh A - AFF A70F0AFF A90

EHAFF A705(AFF AQOR S AYSERS BT E(RTC) BB E M AT AZE M), MR T
R E]E 2 MBR S AN AREF R EE BT,

Fraz Al
*EAER. BRI UM ARSI ONTAPRAEA LI IR,
* BRASTHFAEAEMAMHIERET, BN, EOMEKRRARSF .

£ 1 KRAZHIEHIEE
fER LT EI Z — X HEiR B R IiE s,
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TN . KRERARS

BRAZBEHEE, EOMRERLHRIVRT, AELEMZERGIE, UERTEBITRISSSAEMNZ
BT Hl SR B R R,

KXFIES

* NREFEANEBSANRS, NHMENEZRITHIZZSCSITIFHEMHSHER cluster kernel-
service show, cluster kernel-service show #r < (TEpriva IR F) Al B/ BT R AR i
WS ZH R BEMERESURZT REETKS.

/1 SCSI IR RS S HEN SEBFHEMT RIRIFPER R, EREBIRZ A, BIALBRITE

8] &,

* If you have a cluster with more than two nodes, it must be in quorum. IR EE KA R ETITIRR
RFPIERIBSE R RIEI TR A EE T alse. MR AZHITH SR 2 AIE ERER ; FE0 "
RBoR5&RERD"

S
1. MNERB AT AutoSupport « M5&3d i B AutoSupport JH S22 1EBheI 2R

system node autosupport invoke -node * -type all -message MAINT=<# of
hours>h

LR AutoSupport JHEZE 1E B T2 25N

clusterl:> system node autosupport invoke -node * -type all -message
MAINT=2h

2. ZEBERIE
a. MERITHIZRAVIEH SN <

storage failover modify -node impaired node name -auto-giveback false

b. N 'y HIEEIRNEERETEZRAAMMER? i
3. ¥ZmiEHI2E 2R LOADER 12755 :

NRZIRITHZEEE. ... B4 ...

LOADER 2R BET—%,

[EEERFRE ¥ Ctrl-C , AREHIUERNEE vo
AFAIR AT IR R MIBITIEBEHI S E T EZHITHIZS

storage failover takeover -ofnode
impaired node name -halt true

-halt true B35 N\ Loaderig R i’
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IR 2 . $5EHIBSI T MetroCluster #2

BXRARBIEHEE, EOMRERLHSRIVRTS, AELEMZERTIE, UERTEBTRISSSAEMZ
Bl SR B R R,

* If you have a cluster with more than two nodes, it must be in quorum. IR EEE KA R R IITITIRR

RIFp RIS EARNEITINR S EE R alse. MAGIEXAZHITHISE 2 AIE ERTHR ; 550"
BrHR5KERD"

s BwsnIAE iR EMetroClusterfc RS, HETRATFEBAMEERKES:
metrocluster node show
g
1. YR ZA T AutoSupport « M@ JEHAutoSupport ;B 22 1E B &b eI ZRF:

system node autosupport invoke -node * -type all -message
MAINT=number of hours downh

LA FAutoSupport JEE 221 B ah el = 2= 61/ 6

clusterl:*> system node autosupport invoke -node * -type all -message
MAINT=2h

2. ZHBHRIE:
a. NEERIEHIZEAIERI QAL TR
storage failover modify -node local -auto-giveback false

b. N 'y HIEEIIR N EESETEZABMOIR? "AY
3. ¥ZRIEHI2E 2R N LOADER 127R4%F:

MNRZHITHIZRER ... B4 ...
LOADER &Rt BET—T,
EEHEFTE & Ctrl-C , AREHIRTRREE vo

AGHRTRAEERRT AN NEBITERENEHIZSEESEEZhirhEs
RorEN)
storage failover takeover -ofnode
impaired node name -halt true

-halt true B #0&# N\ Loaderfe o

% 2T HTERIZRRR
p
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1. NREERIEH, BIEMEM.
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-

A

3. IRERGCRS K EITHIZRIREN2E
a. FIBTIEENEHR L, RERTFEEALTRERS. HERTHMEREIRS:

storage aggregate show -raidstatus !*normal*

* MR aLIR[E] “There are no entries matching your query. #k&5# N F— 7418, KMERTEERR
RHIREHER. o

* NRZepDREEREMER, BMRMEHIZEUEEAutoSupport¥ilE, FHEXRNetAppZHFERI LR
Hyi&_ﬁﬁgﬁj]o

system node autosupport invoke -node * -type all -message

'<message name>'

b. KEXHRFANEARNBREESFERKIEENEE:

event log show -severity * -node * -message-name *disk.missing¥*

* YR &<IR[E] "There are no entries matching your query.” #k4E# N F—#4,

* NRZELREEREMER, BN NMEHEEWEEAutoSupporttiE, FHEXFRNetAppsaHaBI 1A
BH—# B,
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system node autosupport invoke -node * -type all -message
'<message name>'
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10. RiEhlgs g hylfE. ARREREFRNRE L,
ReEH SRR HAFERT, IBHRESRHE R SRR IRAVERER.

%34 Eif RTC Bt
T REHIEHORTCE M, ARREBIRANIRTCE,
B RERLINTTH RTC Bt

p
1. FT 2R TR RIE HI 2R BN E

a. FFEmAT[EETRIMES,

b. IRE=EE. BHRA LREERZUE.,
2. REIZSEB T HBIRTCHEM,
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0 RTC BEtAISh=

S FEMREHEREME, KHEIRRHEME, AEBEMEBEPEL,

@ MEBHZRRRER L BSHEY, IEEREMAIRMY. BMRENS, SHERRERESRT, Bit
FESSIARIINS BT ER BB E,

4. MRS EBIE SRR AR BB 1 EB

5. 2T RTC ORI, AR RITRH A TH, BN LR,
6. BMER, BEHERSREIBMER, HARMEER,

% 4T EMREEHIHRIR

BRI BRI EME

p
1. B=SEER TIREZITUBHHUE. BRTESEET2XH.

B SIERISRIREBIRT 5T,
2. BiIEHISERNRIESTEROAOXNTT, ARFERSEREREARSN—F,
@ BIRERSBRRTEIANFET, RIFRSIETIEXEF R,

3. IRIERENTFHAKENHITILE.
NRIEMIER T WAk 25(QSFPELSFP). BICFEERANARERZEEN].

HRIZH 5 B4 EEREIEEERITHIZR RN, UETEEMEIREIERIGHES. BEREHZRNE
TR RFRVIEHRIZRRGHRIR. HETEE BRI RERBSR,

4. SERITHI SRR ER R
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a. WITHISSERFFHEANE, EEIESHIREEHTEM(L
ISR TR A, MEFABS LA,
REH SR RBNNFER, B7BANEKR, URBIFEZS.

a. FEFBim Liede B BiE &
o BREIRAHARBIR. —ERREME, EHBMSERB.

MREHEERER. BEEHIEERT2EEENETGE. BRRRENMEETBER,
6. BYRAFEEZIITH R ME ERIETT:

storage failover giveback -ofnode impaired node name(%X)
7 NRERABDRIE. FEHMBHTE:

storage failover modify -node local -auto-giveback true(3&X)
8. YNRZA T AutoSupport. NER/BUEZLEBahelE 2R

system node autosupport invoke -node * -type all -message MAINTzENDGﬁﬁZ)

5. EEITHIZS ERVAYEF BHA
FiE RTC Bih, EANEHIZRFHITHBEFEH#HITE X BIOS EEG, BEEIIUTHIRER:
RTC date/time error. Reset date/time to default

RTC power failure error
XEEH SIS TERRY, @R A4St iE,

p

1. {8 “cluster date show @<, + MRENARFEBIFEMZIE, 15ERE "Reboot node’ H7EH IIZRAY
BE y, SAE#% Ctrl-C B5h%E) LOADER

a. T BMTHIEE LRMBEFRTAL. ERMSNENEMBN cluster date showo
b. tNEHE, EFEH set date MM/dd/yyyy BnfENBHER,
C. NBEWNE, JEMFEM set time hh | mm : ss @LE GMT FIZERTE,

2. WA BRI 23 _E RO B ERRRYE,

3. FEMBEFRTIL. WA_BYE_EFMVBNUPCle RMEMAN. AREMBEHS,

£ 6 . KHPEIRHR[E] NetApp
REBEHREHTAY RMA 3B HRFESR4EE] NetApp o "SRRI ER"EXIFMEE. BESNE.
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TN . KRERARS

BRAZBEHEE, EOMRERLHRIVRT, AELEMZERGIE, UERTEBITRISSSAEMNZ
BT Hl SR B R R,

KXFIES

* NREFEANEBSANRS, NHMENEZRITHIZZSCSITIFHEMHSHER cluster kernel-
service show, cluster kernel-service show #r < (TEpriva IR F) Al B/ BT R AR i
WS ZH R BEMERESURZT REETKS.

/1 SCSI IR RS S HEN SEBFHEMT RIRIFPER R, EREBIRZ A, BIALBRITE

8] &,

* If you have a cluster with more than two nodes, it must be in quorum. IR EE KA R ETITIRR
RFPIERIBSE R RIEI TR A EE T alse. MR AZHITH SR 2 AIE ERER ; FE0 "
RBoR5&RERD"

S
1. MNERB AT AutoSupport « M5&3d i B AutoSupport JH S22 1EBheI 2R

system node autosupport invoke -node * -type all -message MAINT=<# of
hours>h

LR AutoSupport JHEZE 1E B T2 25N

clusterl:> system node autosupport invoke -node * -type all -message
MAINT=2h

2. ZEBERIE
a. MERITHIZRAVIEH SN <

storage failover modify -node impaired node name -auto-giveback false

b. N 'y HIEEIRNEERETEZRAAMMER? i
3. ¥ZmiEHI2E 2R LOADER 12755 :

NRZIRITHZEEE. ... B4 ...

LOADER 2R BET—%,

[EEERFRE ¥ Ctrl-C , AREHIUERNEE vo
AFAIR AT IR R MIBITIEBEHI S E T EZHITHIZS

storage failover takeover -ofnode
impaired node name -halt true

-halt true B35 N\ Loaderig R i’
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IR 2 . $5EHIBSI T MetroCluster #2

BXRARBIEHEE, EOMRERLHSRIVRTS, AELEMZERTIE, UERTEBTRISSSAEMZ
Bl SR B R R,

* If you have a cluster with more than two nodes, it must be in quorum. IR EEE KA R R IITITIRR

RIFp RIS EARNEITINR S EE R alse. MAGIEXAZHITHISE 2 AIE ERTHR ; 550"
BrHR5KERD"

s BwsnIAE iR EMetroClusterfc RS, HETRATFEBAMEERKES:
metrocluster node show
g
1. YR ZA T AutoSupport « M@ JEHAutoSupport ;B 22 1E B &b eI ZRF:

system node autosupport invoke -node * -type all -message
MAINT=number of hours downh

LA FAutoSupport JEE 221 B ah el = 2= 61/ 6

clusterl:*> system node autosupport invoke -node * -type all -message
MAINT=2h

2. ZHBHRIE:
a. NEERIEHIZEAIERI QAL TR
storage failover modify -node local -auto-giveback false

b. N 'y HIEEIIR N EESETEZABMOIR? "AY
3. ¥ZRIEHI2E 2R N LOADER 127R4%F:

MNRZHITHIZRER ... B4 ...
LOADER &Rt BET—T,
EEHEFTE & Ctrl-C , AREHIRTRREE vo

AGHRTRAEERRT AN NEBITERENEHIZSEESEEZhirhEs
RorEN)
storage failover takeover -ofnode
impaired node name -halt true

-halt true B #0&# N\ Loaderfe o

TR 2: ERAAEEER
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