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HIP T IZREAFF C80R L B B E NONTAPHIEHAYIFEMET =

RaAAf
XTFAFF C80 RS, EAI LM A TAMRITHIRIIE,

"BENIR(E - BopiRE" BoN REFEFER AR T RN —HEZONTAPERE X 4, EENIREHE
, REMNETRAH T RNRBHRE, HEMSITHENIEERRETES
MBI R LR ZRG. BB THRIMESIZTEONTAP 9.17.1 MEShR
PR H. MRENFERLISITHIZFHRARIONTAP, BER"FEEE
MERF" o

"BhRIK - FopihE" BN REEFEE R SR T RN —AHETEONTAPME N 4, TFhiEEAE
, &M USB IREiSB i EEAAHFEIME X FRFAMGNEE, NRENTE
ERFIEITIIEONTAP 9.17.1 NESIRE, BFER" BoEsmERRE"

"HAE" MBI EFTA EHISR A M (FIaNERIZE/CPUSE T, FEIRAMI/O)RYIENE
"{ 2" IEHIZRERENR, BEHEAR. EEHIIKENEHIZTTONTAPIRIER S o

15


https://docs.netapp.com/us-en/ontap/software_setup/workflow-summary.html
https://docs.netapp.com/us-en/ontap/software_setup/workflow-summary.html
https://docs.netapp.com/us-en/ontap/software_setup/workflow-summary.html
https://docs.netapp.com/us-en/ontap/software_setup/workflow-summary.html
https://docs.netapp.com/us-en/ontap/software_setup/workflow-summary.html
https://docs.netapp.com/us-en/ontap/software_setup/workflow-summary.html
https://docs.netapp.com/us-en/ontap/software_setup/workflow-summary.html
https://docs.netapp.com/us-en/ontap/software_setup/workflow-summary.html
https://docs.netapp.com/us-en/ontap/software_setup/workflow-summary.html
bootmedia-replace-workflow.html
bootmedia-replace-workflow.html
bootmedia-replace-workflow.html
bootmedia-replace-workflow.html
bootmedia-replace-workflow.html
bootmedia-replace-workflow.html
bootmedia-replace-workflow.html
bootmedia-replace-workflow.html
bootmedia-replace-workflow.html
bootmedia-replace-workflow.html
bootmedia-replace-workflow.html
bootmedia-replace-workflow.html
bootmedia-replace-workflow.html
bootmedia-replace-workflow.html
bootmedia-replace-workflow.html
bootmedia-replace-workflow.html
bootmedia-replace-workflow.html
bootmedia-replace-workflow-bmr.html
bootmedia-replace-workflow-bmr.html
bootmedia-replace-workflow-bmr.html
bootmedia-replace-workflow-bmr.html
bootmedia-replace-workflow-bmr.html
bootmedia-replace-workflow-bmr.html
bootmedia-replace-workflow-bmr.html
bootmedia-replace-workflow-bmr.html
bootmedia-replace-workflow-bmr.html
bootmedia-replace-workflow-bmr.html
bootmedia-replace-workflow-bmr.html
bootmedia-replace-workflow-bmr.html
bootmedia-replace-workflow-bmr.html
bootmedia-replace-workflow-bmr.html
bootmedia-replace-workflow-bmr.html
bootmedia-replace-workflow-bmr.html
bootmedia-replace-workflow-bmr.html

"DIMM" RHEHIIARFRR(DIMM)Z— it BEIAEF. REE(EN T HiEHEER

RINRLAFo
"IXzhEE" IxEhER B IR M BB BYIIEFERYIR B
"XUE" RS2 ENFERIZRo
"NVRAM" NVRAM (3 K IERHIFENF(E28)R— MEIR, FIfEITHIZR1E Rtk BRI fRIP

MR EEETIEIE. RAIDAIFNVRAMIEIRG, BitfG. 55285 MEHR
FINVRAMIESIREHT RV R FID,

"NVEE 2" NVEEth 0 ST TE B BB R i 5 R FR B SRR 7 2N B INVRAMAR R 1L R,

"I/O 1&EIR" I/OEIR (A NAaHIRIR) B — MEHAM. THIEH RS FTES RIS HEE
MBS EHRF ZERIEN

"ERIR" BRI BRI PR URER,

"SSBY BT S et SRS BT s Rt A] FE T B RS R B ARt B AR BT IS B

"RAEIRER AT ERRIRZ HITRIZSRANITE QNEICABMZBIIED, BTEHSEHR

SUEIFBER, RAEERREEBMNREHEFERGFYIS (SSN),

EEhiEis - BapiE
BENEE B E T{ERIZ - AFF C80

EEhRRIRRY B h IS4 K R 4e B aiR 5 FiE RS S ERRET,. CSEAGHEIHFT R
ERBEMIRETEAFF C80 FERSGFNERB N TR LEFLIEONTAP o

BB T RIMETZNFEONTAP 9.17.1 RESRAPRH. MRENFERLKISITHIZFHRZAHFIONTAP
, EER"FHRMRERRF" .

B, NEEMRER, XFizHlsE, EREHNR, ATRAMERE, HIIERSAINEE.

o "BERNTREKX"

EEERBHNTBNERK,

e "X HIZE"

FERERBMNRE. XAFERFROIZE R,

e "B TR

16


bootmedia-replace-workflow.html
bootmedia-replace-workflow.html
bootmedia-replace-workflow.html
bootmedia-replace-workflow.html
bootmedia-replace-workflow.html
bootmedia-replace-workflow.html
bootmedia-replace-workflow.html
bootmedia-replace-workflow.html
bootmedia-replace-workflow.html
bootmedia-replace-workflow.html
bootmedia-replace-workflow.html
bootmedia-replace-workflow.html
bootmedia-replace-workflow.html
bootmedia-replace-workflow.html
bootmedia-replace-workflow.html
bootmedia-replace-workflow.html
bootmedia-replace-workflow.html
bootmedia-replace-requirements-bmr.html
bootmedia-replace-requirements-bmr.html
bootmedia-replace-requirements-bmr.html
bootmedia-replace-requirements-bmr.html
bootmedia-replace-requirements-bmr.html
bootmedia-replace-requirements-bmr.html
bootmedia-replace-requirements-bmr.html
bootmedia-replace-requirements-bmr.html
bootmedia-replace-requirements-bmr.html
bootmedia-replace-requirements-bmr.html
bootmedia-replace-requirements-bmr.html
bootmedia-replace-requirements-bmr.html
bootmedia-replace-requirements-bmr.html
bootmedia-replace-requirements-bmr.html
bootmedia-replace-requirements-bmr.html
bootmedia-replace-requirements-bmr.html
bootmedia-replace-requirements-bmr.html
bootmedia-shutdown-bmr.html
bootmedia-shutdown-bmr.html
bootmedia-shutdown-bmr.html
bootmedia-shutdown-bmr.html
bootmedia-shutdown-bmr.html
bootmedia-shutdown-bmr.html
bootmedia-shutdown-bmr.html
bootmedia-shutdown-bmr.html
bootmedia-shutdown-bmr.html
bootmedia-shutdown-bmr.html
bootmedia-shutdown-bmr.html
bootmedia-replace-bmr.html
bootmedia-replace-bmr.html
bootmedia-replace-bmr.html
bootmedia-replace-bmr.html
bootmedia-replace-bmr.html
bootmedia-replace-bmr.html
bootmedia-replace-bmr.html
bootmedia-replace-bmr.html
bootmedia-replace-bmr.html
bootmedia-replace-bmr.html
bootmedia-replace-bmr.html
bootmedia-replace-bmr.html
bootmedia-replace-bmr.html

MRS EBRRPIEHERNT R ARLEERBHNT R,

o "ERBENTT B BYBRIER"

MECHI 2 HI 28R [RONTAPRR o

e " FE LR S] NetApp"
REBEMMEMEY RMA 15 B SIE 2B 4R E] NetApp o

BRI T RIREREK - AFF C80

TEEMRAFF C80 FRAFRNBEIN LR, FREBEMINERNLERR, XOER
IHERDRA EWNEREN R, WIARHRERIR ENERIREOESTE, URBER
TFFHTWﬁ“T‘%Héﬁ%E (OKM) E¢5IMEREZ TR EIERS (EKM)o

BB RIMETIZXIEONTAP 9.17.1 NESHRATZZF, NRENEFEEAKETHERIMAKONTAP
, AfER %EDF’E}JIKE&F o

BEUTEK,

* BRI R R RN T BT I MNetApp R EIRIE B T B
* ERHREORTEADEHMEIEFER MRS ZEHITEE, FHRAERRIEHISE ENERIKEOEST

* T OKM, EREEETCERZTG KSR IR,
* WFEMM. EBFEEEW TR EUTXHEIZE:

o /cfcard/kmip/servers.cfg

o /cfcard/kmip/certs/client.crt

o /cfcard/kmip/certs/client.key

o [cfcard/kmip/certs/CA.pem

* IBRATRIEPERNERIZEANIE:
o ZHTHIES BEIEERITHIPIEHIZS.
° _BEITHIZE_ERIMITHIZZHY HA Ik,
T—F1780
BESISNRERRG, BTl KAEHIZE"
XA HIZZ LU TE B TR E - AFF C80

KHIAFF C80 FERGIHRMMERIZR, LHLESIEREAHEEBHN RREIEFR
RARGIRE M.

BERE T RIMETZNFEONTAP 9.17.1 RESRARZXH. MRENFERLISITHEFHRZAKIONTAP
, BER"FURMERF" -
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BRAZMIEREE, SRIRERFISIRES, AELBRERGEE, WEBITIEREH a8 MR
B IR (AR,

XFIAES

* MNREFEANIESANZRS, NN NMBEREZHRITHIZESCSITIFHEMHEE cluster kernel-service
show, cluster kernel-service show f 3<% (fEpriviaRiZR ) Al BT R T KRB PERE" . ZT R
BRI MRS U RIZ T RSBV TR,

1 SCSI IR ARSI HIZN SEBFEMT RRIFHPRX R, EREFMRZA], BASTARFAAIR

o

* If you have a cluster with more than two nodes, it must be in quorum IR EEEKIXE |J1EF%JZ_EJ:?'_IH<?RE§¥
IEHI S ERBIE TV A EE Rfalse. MABMEXFAZHRITHIZZZAIE ERERER ; FER "Fha5
SBREL"

SIE
1. SNERB AT AutoSupport . TIi&id I A AutoSupport ;8 B2 1E B Th eI ZRF):

system node autosupport invoke -node * -type all -message MAINT=<# of hours>h
A FAutoSupport B S22 1E B Eh 8IS BIF/\EY
clusterl:> system node autosupport invoke -node * -type all -message MAINT=2h
2. HAEHIE
a. NEERIERIZFRIERI QAL e
storage failover modify -node impaired node name -auto-giveback false

b. N vy HIEEIRTEREEZABAMEIR? "B
3. ¥ZmiEHI28 29 LOADER /R 55!

MRZIRITHZEEE. ... B4 ...

LOADER 127~ #¥ BET—%,

[EEERFRE & Ctrl-C , ARTEHIERNEZE v,
ARAR AT R MIBTTIE BT HIZEE N EERHUTHIZS

storage failover takeover -ofnode
impaired node name -halt true

-halt true2#0E # A\ Loader{g = o

T—=F175h
RARERIERE, &AL E RS
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ERBITRIUKIMBEEEIRE - AFF C80

AFF C80 FER LGB T iz iE T ERM BN ENE. BIREEBRASE
R, BIFBIFREDINT R ERARAEERRPREBRBUNE, AREMRERS
BEIERR,

BEIE T RIMETIZXIEONTAP 9.17.1 NESRAFRF. MRENEFERSAEITHEFHMZASEIONTAP
, BER"FHRHERERF" -

BB, ZNRUTEHREENRAREERERN,

FIaZ Al
B EEERBIMNT R,
* NERSGEERRECEDFREE,

SHIE
1. IEHBIANVRAMENE B S B4 4L, 2 NV #RIR ERY LED 8RB, NVRAMBSHZEHR,

g03R LED 8 4TIANR, BFFANMELL. MRNNKFEIET 5 2, BEXRNetApp3zH5T KEE,

%

$HRK
R EE

0 NVRAM JX7Z LED
9 NVRAMZRLED

2. NRERIER, BRIV FESEPERE,
3. WiFHEhIZR IR
° WFIREIR, BFEFLMEIRLEERT.
° MTEARBIR, BRERERMEIRLETFT,
4. MFRRSTEIREIR
a. BIRERIAREIEEIRFAEBL, R LML RS, UEERTENRGIEERNKRO.
b. R TS EREMMBIRH, B EEE R T IE,
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C. BTRSEENCIRHE,
I B R A

d. BORITTEm TR, ARMITHIZEFE AR EIEER,
e RRASKEERRNNEREMFHBER L, HRHERENNTRAAR,
S. NRSZEREIRPISIRBENN

" RRBIERR ML B
(2] BN R ER
9 =Fip5a

a. I TFEEMERE.
b. B BA EhERE, MIEEIBH, ARRE—L,
6. BERBRINMRRERAEERERP:
a. BRMNHNASSHEIN=NTT, ARFEREEENGE,
b. FABEIRH TS MIA FHEAX BRI o
C. T HIERA. R TIRRITERNR. ARMABERE.
/. ENRERFERRIR:
a. FRFEEERNAS SO
b. IZERMIGIRIRBANGE, BB IEMS,
C. BB em EiEk, LIREIRESIE FIL,
d. fERIFERCIZMME, BRAEMERIIRZAEERIR,
e. REEAEEARMPA LIEEEIXAME,
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8. EImEIEITHIZERRIR:
° S(TH:)L/MEEJ_, B ERIRLENE R,
° S(TJ':_FE/)ILEE/}_: 1ﬁ11%/r*ii*§¥ﬁl_¢§ UEE,iﬁo
EHSEmEREEEEMER.
9. TR BGhE R, Ctrl-C'{E7E LOADER &R T4k,
T35
IR E RIS TR, "MECH T IR RONTAPRRER",

MERIRHET R BEhRERE07T R - AFF C80

EAFF C80 FERRPREMNBHN ISR, EAUEIBEHNTRIRELRE, L
MENTRMEEE, EMEIREF, RASKNEETEEBANE, HHEEEFERANE
ENEAR, MBEEEE AMNE, RER5ISETRENIME SR,

BB T RIME TR NFEONTAP 9.17.1 RESRARRXH. MRENFERLISITHZFHRZAKIONTAP
, BER"FEIEMERER" .

FaZal
* WECH R AE IR RA !
° IREEIAEIESE (OKM): REECENEEZENEHEE
° HMNEREREAEIESS (EKM): RERBHT AT X!
* /cfcard/kmip/servers.cfg
* /cfcard/kmip/certs/client.crt
* /cfcard/kmip/certs/client.key

* /cfcard/kmip/certs/CA.pem

TE
1. 7£ LOADER 1B "I T, BaiEmhNRmEdE:

boot recovery -partner

RERETUTHR:

Starting boot media recovery (BMR) process. Press Ctrl-C to abort..
2. BEBINTRREREIRE,

iR 5E i H 27 “Installation complete 35 2.

3 RGHMEMEBER, AETUTERZ—:
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MREEIHR... 1R1F

key manager is not RARRENMNEINEE,
configured. Exiting.

a. FRHERRETHIL
b. RN RHIIEEHET

storage failover giveback -ofnode
impaired node name

c. mif EFEABMRIAEE MRERERT
key manager is BREMZEINEE. giFMEZHEES,
configured.
@ MREZRLERFZIAEERRE, WSETHIRAES, HETREHIAZEEEERIAERE
BUNMERR (IREIMNE) o BEIBFRT A4S,

ERESHEENEN I REZAEES:



REZIAEIERE (OKM)
AR TIU TN HEBHREITRNREIEN 10:

key manager is configured.
Entering Bootmenu Option 10...

This option must be used only in disaster recovery procedures.

you sure? (y or n):

a. HN 'y EiRTRBIAEE S E G OKM EdiE,
b. HIURTREY, FRAVEHZAEIEZ,

C. HIMHIARTE, BEXIMARN,

d. HIETEY, MAFERZAEERNEHEE.

REE D BIER REVRA

Enter the passphrase for onboard key management:

e mIEMEEE, BElmMHTR]

e NN AIS o
mEdETRE, TREEHRBE. UTMEERBMERIN:

Trying to recover keymanager secrets....

Setting recovery material for the onboard key manager
Recovery secrets set successfully

Trying to delete any existing km onboard.keydb file.

Successfully recovered keymanager secrets.

f TRERG, RERAREMETEAHERIET.

Are
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0 BERIAFEERIIEH R ME EREIETT!
storage failover giveback -ofnode impaired node name
h. ZHF TR BHHARRMEERS G, RS EFHFN OKM ZA:

security key-manager onboard sync

AIfE EHE A EIRIEIRE MRERER T

HSNEREREREETESE (EKM )
RARTUTHEHF BRI TR EIED 11:

key manager is configured.
Entering Bootmenu Option 11...

a. HIEREY, BERAEKMEEEIRE:
L JERABPIRIEBIIAZR, /cfcard/kmip/certs/client.crt X4 :

BREFIREPAETTA

i. IBMANEFIRZEXHNAZS, /cfcard/kmip/certs/client.key {4 :

BTREPIRERXHFABEIRG

iii. MIATFRIEN KMIP ARS8 CA(s) XHHRIAR: /cfecard/kmip/certs/CA.pem’ SXi:

ERKMIPARSS 28 X (A A R



V. B NBRSSESECE XA /cfcard/kmip/servers.cfg X 14 :

ERIRSBEREXHRBE R

XXX XXX . XXX .XXX:5696.host=xxXxX.XXX.XXX.XXX

XXX XXX . XXX .Xxx:5696.port=5696

XXX .XXX.XxXX.xxx:5696.trusted file=/cfcard/kmip/certs/CA.pem
XXX .XXX.XXX.xxXX:5696.protocol=KMIP1 4
I1xXxXX.XXX.XXX.xxx:5696.timeout=25

XXX . XXX .XXX.XxXx:5696.nbio=1

XXX .XXX.XXX.xxxX:5696.cert file=/cfcard/kmip/certs/client.cr
t

XXX .XXX.XxX.xxx:5696.key file=/cfcard/kmip/certs/client.key
XXX XXX . XXX .XxX:5696.ciphers="TLSv1.2:kRSA:!CAMELLIA:!IDEA:
!RC2:!RC4:!SEED: !eNULL: !'aNULL"

XXX . XXX .XXX.Xxx:5696.verify=true

XXX .XXX.XXX.xxX:5696.netapp keystore uuid=<id value>

V. INRBIIER, BN NET SBIONTAPERE UUID, EaUERAUTHSMKET ST
B UUID: ‘cluster identify show #5%

ERONTAPEEE UUID 127

Notice: bootarg.mgwd.cluster uuid is not set or is empty.
Do you know the ONTAP Cluster UUID? {y/n} y
Enter the ONTAP Cluster UUID: <cluster uuid value>

System is ready to utilize external key manager(s).

vi. IIRBIERT, BRATRRIENNEZEOMLE:
" IR 8y 1P itk
" IR R LB
= FAIARIRAY 1P it

&
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BRIGES Mg B IR

In order to recover key information, a temporary network
interface needs to be
configured.

Select the network port you want to use (for example,
'eQa')
e(OM

Enter the IP address for port : xxx.xXXX.XXX.XXX
Enter the netmask for port : xXXX.xXXX.XXX.XXX

Enter IP address of default gateway: XXX.XXX.XXX.XXX
Trying to recover keys from key servers....
[discover versions]

[status=SUCCESS reason= message=]

b. FIFEAMEIRE:
- WNRIREZE kmip2_client: Successfully imported the keys from external key server:
XXX XXX XXX.XXX:5696 HIHERE TR, EKM BREEMIIME. ZIEMNET RIREHERAY
HHEBRT R, #HET—D,
" MRZFPMERY, RARELETHETREIREMESES. M LOADER IR EHEITME

U = boot recovery -partner



ETRERREERNE S HENRA

ERROR: kmip init: halting this system with encrypted
mroot...
WARNING: kmip init: authentication keys might not be

available.
R b b b b b b b I b b b b b b b d b b B b b 2 b S b b S b b 2 b I b b B b B 2 b i b b b b b b b b b b d b b 4

W ATTENTTION e
* *
& System cannot connect to key managers. 23
* *

R b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b g

ERROR: kmip init: halting this system with encrypted
mroot...

Terminated

Uptime: 11m32s
System halting...

LOADER-B>

C TRERR, RIERREEMEELHEREIT.
d. B RIEFEEITHIR M E EEIETT:

storage failover giveback -ofnode impaired node name

AITE EHE A ETIREIEE NRERERT -

o WIRBRABNRE, FEHBA:

storage failover modify -node local -auto-giveback true

6. ANR B T AutoSupport. NEE B &he 22

system node autosupport invoke -node * -type all -message MAINT=END

2178
EIXRONTAPBME BT R IEE B THIRMEIER, BRI SHIEEHEEI4NetApp”s

BRMH BT RS 5 iR [Bl44NetApp - AFF C80

WNRIZIAFF C80 IR AR ENAM REMIE, 1B HIESHIR[EIZENetAppo
"EMHREIFI E IR TIE M IRENE Z1E Bo

520
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BEhRIE - FrpnE
BENE AT ohINE TIEHAZ - AFF C80

FaninE BIEFEMEA USB IRahZRFONTAPEMRZEEIAFF C80 RARVEIRB NN
Fito &4 MNetApp #rih = FEHENAIONTAPIRE MG H I EE FZ] USB IXThL8,
PAle, (ERVESIFRY USB IRapssiTIRER(E, BAZMEI ERETRS.

NRERIRFITITRIRONTAP 9.17.1 REShAS, BER"BoIEMIERRF" -

B, NEMEER, XHEHIs, BREMEE, £8 USB RejkEME, A ELENEMNANEIR

=19
o "BEBNTREKXK"

BEEERBHNTRIIER,

e " EINEE SRS
MERRREAT X2 BAEERERWHERTT 7 INE,

e "Shut down the impaired controller"
FEEMRBoINFE. BXAELHIEE.

o "EHRET R

MRS EBRRPIEHERNT . KEERBHNER. ARERUSBAFIR G2 T RIONTAPIR G,

e "BEIRERE"

MUSBIXzN2REENONTAPIRIR, IERX M RGHIIEIFIRE S,

e R

MONTAPEEIR B ERHZ A E R R BT IMNIHEAEIER,

o "G PRI E] NetApp"
RIREMFEMIEY RMA 15 B R SR 4R [E] NetApp o

FEIBEFEEIMERER - AFF C80

EEMAFF C8ORLGFHBEINRZAN. BHRIRBEMINERNLEENR, XEERRE
RYUSBAIFIRcHEE B A ESMEFHE. ARIIEESAR ERNBENRINEE,
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NREHRGZITHRONTAP 9.17.1 RESMZ, BER"EEHNERER" -

USB A&
s FBREE—MEN 1L FAT32 B9 USB [N7ZIREHER.

* USB AIEH EBMEHEREREY \image_xxx.tgz' XH,

XS
EH ‘image_xxx.tgz XA EHZI USB INTFIERNER. £ USB IAZIREZREZ HONTAPBRE IR ERA LS o

HFEHR
fEFANetApp R IRV AR (R BB A o

1=HIZRIR%!
EMZIRRIBEIN Y, Fas SN AR ERRVIEHREXEER:

© _RRiThIEE_RIEIEERITHIFAITE 2.
© _REREHIER_BRIITHIZRAT HA (K.

T—FRA?
BEEEMSIRNMANERG, BFENEREINT R LEAINEE A SRS,
O EF BN EIRERIINESZ - AFF C80

BIRAFF CB0FMAR LNHIER 2. EFERIEBIN B ERIMEZEAZIFHIRS.
CEIERIONTAPHR A B A 2 i NetApp B MNE(NVE). KHAIEHISEZAl. TR ERIAEIES
ERELT AR,

MREHARRIZITHIREONTAP 9.17.1 REShRE, BER"BoEIMERR" .
FE 1. HE NVE 25 THIEFRRONTAPIUE
HEEAIONTAPIRAS BB 2 iNetAppEINZE (NVE), LUEER] LA TEH IEMEYONTAPBRG SRR BRI/ R,

p
1. KB ERONTAPRRAE S ST INE

version -v
MREMHEIE 10no-DARE, MIEAIEBFARARZFHNVE,

2. FHE NVE ZIEHIONTAPRE:
° FNERZHE NVE: TEHHBENetAppEINZEHIONTAPIE
° NIRRT NVE: TH AT NetAppBHMNZEHIONTAPIRE

@ MNetApp3z MG T EHONTAPBREIIEH) HTTP 3¢ FTP ARSSsRak At 432, 1E5Eik
Bt RpEES, ERFEE ARG
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$R 2: WIIRAEERRESHEMEE
EXAHEET Rz, BRIIRAEERLEHEOLERSS.

p
1. MELNRG LERA TN EREES:

ONTAP hig7s BTl aR <
ONTAP 9. 14. 15 EFhrZs security key-manager keystore show

* MBEATEKM. EKM N&Eds<iaE %),
* NRBATOKM. OKM NMI&ERSHEPTIE,

* NRKREBHAZHEESE. No key manager keystores configured’
NaEs<hE Pyt

ONTAP 9.13.1 S EER R 7 security key-manager show-key-store

* MNREATEKM. “external M&ES<SHHFTIH,
* MNRBEATOKM. ‘onboard M&1Ed< i H%IH,
* MNRKEHAZAEIELE. No key managers configured M S 1EED

LI,
2. RIBAFHESRE T RAEIER, FITUTREZ—!
NRKRECEZAEIESS:
TR R et X AIEITHIZE, HASEHMITXIIER.
NRECE 7T RAEIER (EKM 5 OKM)
a. WAUTEESGS, ERBREESRTEHRIERRANRS:
security key-manager key query

b. EEWMHLERHIOEHDME, Restored tTF, ILFHETEREIREE (EKM 5 OKM) KIS HIIEE
HESEMINME.,

3. IFIRIEEHNEZREER LB TTMENAIREPE.
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HNEREZEAETESS (EKM )
RIESESTH UL T, "Restored I F,

NRFAERBEHER true EBIRE !
BRI R XA EEGIEE, HASHITIIIER,
NREFARETHERRE true’ E“BIRE"FIH:
a. BN EIRAERIAME D ERHPHFE TR
security key-manager external restore
INRABSHITERY, TBEXRENetAppZ s,
b. HIAFRE S IIEZBHEMES
security key-manager key query
Haik "Restored SRR “true & A FFIE S HRIEER.
C. MNRPIERAMEME, WrJUAREMKFAHEITHIEFHUSEHITRNIZR,

IREZEAEIEE (OKM )
RIESESTH U TS E, Restored I+,

NRFIERBEER true T BIRE"FIH:
a. &1 OKM 58
L PR EI S RAPRIER :
set -priv advanced
BNy SRR ERRT,
. BRBAEEEMER:
security key-manager onboard show-backup
ii. &5 B8 HIEI R IRA S B E XX,
MREEHRIRPEEFHNE OKM, EEBELENHES.
i, 13 [O]EIE ST
set -priv admin
b. R UL LMK IEITEIEE, HYLERITRIIER

NREFIRERRERZE true T EME"7H:
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a. EFIRFEREES:
security key-manager onboard sync
HIRREY, BN 32 MFEENFERFAHSHNBRREERT,.

C) XEEERVEE EHZRAE RSN ENEESTERBEE, NRELEIERD
5B, BB RENetAppziF,

b. IBEHINFIE B IIEERHEME
security key-manager key query

1A Restored ' FIEB/R “true WFAIEBMRIEZEAFM "Key Manager RERE

*onboards
c. &% OKM 55
L PR EI S RAPRIER :
set -priv advanced
BNy HIRRAREEET,
. ETREREESEMER:
security key-manager onboard show-backup
ii. Y& BB RIRAS 3R B E S,
MREERIREPZEEFHME OKM, EREBLENHEE.
iil. JREEIEGIET
set -priv admin

d. eI T et XAHMEIETEE, HBRERITXIER.
T—FEAA?
BRI R LENMBERAXHEIRESGE, BRE XHEHIZE

KEAEHIRE LUEITF BB R E - AFF C80

5t NVE 2§ NSE £55/5, BFEEXRHARHIERSE. ERERTENEENRIEDE XiH
IR E R H 2.

NREHNRFTITHREONTAP 9.17.1 REShZ, BER"EHIEHIMERERF" -
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TN . KRERARS

BXRARBIEHEE, EOMRELHRIVRTS, AELEMZERTIE, UEETEBTRISSSAEMNZ
BT Hl SR B R R,

KXFIES

* NREFEANEBSANRS, NHMENEZRITHIZZSCSITIFHEMHSHER cluster kernel-
service show, cluster kernel-service show #r < (TEpriva IR F) Al B/ BT R AR i
WS ZH R BEMERESURZT REETKS.

/1 SCSI IR RS S HEN SEBFHEMT RIRIFPER R, EREBIRZ A, BIALBRITE

8] &,

* If you have a cluster with more than two nodes, it must be in quorum. IR EE KA R ETITIRR
RFPIERIBSE R RIEI TR A EE T alse. MR AZHITH SR 2 AIE ERER ; FE0 "
RBoR5&RERD"

S
1. MNERB AT AutoSupport « M5&3d i B AutoSupport JH S22 1EBheI 2R

system node autosupport invoke -node * -type all -message MAINT=<# of
hours>h

LR AutoSupport JHEZE 1E B T2 25N

clusterl:> system node autosupport invoke -node * -type all -message
MAINT=2h

2. ZEBERIE
a. MERITHIZRAVIEH SN <

storage failover modify -node impaired node name -auto-giveback false

b. N 'y HIEEIRNEERETEZRAAMMER? i
3. ¥ZmiEHI2E 2R LOADER 12755 :

NRZIRITHZEEE. ... B4 ...

LOADER 2R BET—%,

[EEERFRE ¥ Ctrl-C , AREHIUERNEE vo
AFAIR AT IR R MIBITIEBEHI S E T EZHITHIZS

storage failover takeover -ofnode
impaired node name -halt true

-halt true B35 N\ Loaderig R i’
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IR 2 . $5EHIBSiI T MetroCluster #1

BXRARBIEHEE, COMRERLHSRIVRTS, AELEMZERTIEE, UEETERTHRISSSAEMZ
BTl SR B R R,

* If you have a cluster with more than two nodes, it must be in quorum. J1REEE KA R HEHITITIRR

RiFRERISSEARNBITINR S EE T alse. MAFIEXAZHITHISE 2 AIE ERTHR ; 550"
BrHR5KERD"

s BwsnIAE iR EMetroClusterfc RS, HETRATFEBAMEERKES:
metrocluster node show
g
1. YR ZA T AutoSupport « M@ JEHAutoSupport ;B 22 1E B &b eI ZRF:

system node autosupport invoke -node * -type all -message
MAINT=number of hours downh

LA FAutoSupport JEE 221 B ah el = 2= 61/ 6

clusterl:*> system node autosupport invoke -node * -type all -message
MAINT=2h

2. ZHBHRIE:
a. NEERIEHIZEAIERI QAL TR
storage failover modify -node local -auto-giveback false

b. N 'y HIEEIIR N EESETEZABMOIR? "AY
3. ¥ZRIEHI2E 2R N LOADER 127R4%F:

MNRZHITHIZRER ... B4 ...
LOADER &Rt BET—T,
EEFFRE ¥ Ctrl-C , ABREHIHMERFEE vo

AGHRTRERRTT WA MNSTEENEHSRENEERRERE:
RorEN)
storage failover takeover -ofnode
impaired node name -halt true

-halt true B #0&# N\ Loaderfe o

TSR A?
RASHIRE, ERE ERENR
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ERBMT R ESEFEREIRE - AFF C80

AFF C80 RLHRIETHN i T EEREHHMECERIE. BMIBEEEBKRASKEERR
R BB, KRB, ARER USB NFIKRIZERONTAPIRER
Frpfhazl BB N .

NREHNARSBITIRONTAP 9.17.1 XEShAE, BER" BB ERFE"

Step 1: Replace the boot media
BT R TRAESEZRAL. BT MRGRE RRE IR,

5%
| RENASE, MREHKEE, BERE.,
2. T IS PSU,
() unReEHRKERERER. B ERRSPSUNEE,
a HPERIRGERMRIOFE RS, BSUERBNER B LS, USEERRERRITEE
S ERO.
b. T AL EIBAR, HER NS SRTRRNFBNNRE. RER TR,
C. T RGBEOMHA, DHATEER,
d. OIS — R THER. AEMEHSRATE T RAERER,
o WRAGEBMRRIENSER L, UETLUFEHNE,
3. WEIRIREHIR SR

5.1
| T :[lj
=114 E—
. i
o
U
® S
)
¥ i ‘I
S ol { 7
| H %3
\ H 5 . i
H 00
)

(1] REERIBROL B
(2] BN RS
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(3] BRI

a. BT EEMERE.

b. m_EiER BRI E. BEMEERBH. AERE—S,
4. BERBINRLEI ARG EERIRF !

a. BRMNRNASSHEHEIN=XNTT, ARFHEEEENGE,

b. FABIEIRH TS MA FHEAX B ENIT o

C. WTBIERI. M TIRRITERNBR. ARMABERE.
S. EMMRERAEIERIR:

a. FHAERIRM ek B XA E,

b. BN RS EIEERATTIE.

Step 2: Transfer the boot image to the boot media

BRENZRBHNMTTUSBONTAPIRE, SR LURAER AIONTAPRRSSBRGE M T EZIUSBINE RIS, ARBT
HEBHBHMNE. MTMEONTAPRRELIEE] "NetApp Sz #5i4 = " BB T B,

ez Al
* B MEBE— BRI 32 (URY USB iAFIEEEE, HEBREZ/DN 4GB,

* THSZRITH B IEEIE TR R ZSERIAIONTAPRIEIZAS, & AT LA MNetAppz i s _EAY"Downloads"s
DTHENRR G, A version -v MY ERENONTAPMRARE ZIFNVE, MNRGFLSHIHEER
*<10no- DARE>, NIEAJONTAPKRZASAZIEFNVE,

° YNRIEBIONTAPARASSZHINVE. BHRIE FHIRHPHNRPA. ERNetAppEIIE THRE,
° YIRAFINVE. BHR T HILH R T H A HNetApp BN ZERIR G
* IRENRFSRHAX . WATIEEHISRHT < EIE i O (B E He0MEE ) Z B2 1L MAZERE,

p
1. NTFEHABN RS MG EES "NetApp SZHFih =" BIUSBIAFEIRENE],

a. MTTE _EAY"Downloads" (T &) #EEIG RS G T R ZIEIC A BN LR T =,
b. FREFEARSS IR,

@ MR EEA Windows IREXNAZR, E7EH WinZip 12BN B ahiR, EAEMIZENT
B, 5130 7-Zip 8§ WinRAR o

USBINFIREh2s N BB ST H2S IE T  TRUMEN ONTAPBR R,

a. NEIZARHBENFPENE USB IN7ZIREES,
2. JBUSBINTZIRGH2EE N R B IEIRIR FAYUSB-Alx [,

HtRRE USB INTFIEEIER L R1EMRA USB IREMIEIER, MAZE USB f=HaimOH,
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3. BERAIGNEIR, —BBRINE, EHIRNIEHBH.
@ NREEEREIR, BRBRREMEED BIR,
4. ¥ Ctrl-C 7£ LOADER #R7RFHMELE, LUIFRBTEENETE,
MRKREBRUMHES, 1§#% Ctrl-C , EEEDUIBEIEIHIFRI, AREEERIZRUShENEER.
T—FEHA?
BB, BRE BEIINERE"
M USB zhsg FahiiE Bahikik - AFF C80

EAFF C80 2GR MBI Tk EE, ErRILIM USB IREhas FohiEah iSRG A
MEEUHFT RIRERE,

NRERIRFITITRIRONTAP 9.17.1 REShAS, BER"BoIEMMERRRF"-

FaZ Al
* BHREEENA B E R SRR 2E.
* FRINEIRE S E RGNV,
* MELHNRARTEAME. PR 3, EFERERSERAINEREREENBED,

p
1. [EEFEITH23A9 LOADER 2R T, M USB INTFIREN2E B BN R E BRI -

boot recovery
MEHREX M RMUR T AT,

2. HIMEREY, WABEGEBIRHIZ Enter BIEZIES R 2 TRHIKINE R,
3. BERIEATIEAIONTAPRRAHI S BIRE var XRS5
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ONTAP 9.16.0 S{E R A2
FWZFUTHIAMESIEIERIATR AT B :

a.

EHERESIZE L. T v HREE ‘Do you want to restore the backup
configuration now?

EHfEIERIsR L MNREIMRTR, I8 Y B /etc/ssh/ssh_host_ecdsa_key.
EREIERIZE £ BRI FIZRINRE S B NSk

set -privilege advanced
TEEHIEHIZR £ BEITMESE DG

system node restore-backup -node local -target-address
impaired node IP address

() mREINTFRMEANHE, B RENetAppIIS,

TEafETHIs L REIEERRT:
set -privilege admin

EHEESIZE L. T v HIREE ‘Was the restore backup procedure successful?

EfEIEHIZS L BT vy HIREE .would you like to use this restored copy
now?

FifEERlEE L BT Y HIRRERN, # Cil-C HIEERIBmREN,
TRt hlEs . AT T g EZ —!

* IRRSAERNE, EMEEIFREREE X 1 IEFBE

" IRRGEAME, BREIMEME",

ONTAP 9.16.1 S{E = kR4
I HIZS TR A TS B

a.

e.

ERSERTEREMNEREN. & Yo

mEIERE, RERUTHER: syncflash partner: Restore from partner
complete

Y SRTIAMRE SR,

B Y HRSRTERMENEERN.

BY SRGRTERT RN,

Y SAGIRTHEXERN, 15K Ctl-C 8B R BEhR B,

f ITUTERIEZ—:
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* MRAFBERME, BHRE"MEME",

4. izl a4 AiE R B EC TR,
O W RIEFEEEHSRME EEET:

storage failover giveback -fromnode local
6. NRERA T BehiRiEINEE, BEMBATE:

storage failover modify -node local -auto-giveback true
7. {NRBA T AutoSupport. UER B shelE2H51:

system node autosupport invoke -node * -type all -message MAINT=END

T—#Rftu
EERREREE, ERE ERHNR LI,
FHRAIEEREMEE - AFF C80

TEAFF CBORGHYE BN LMEME, URRSSIRMEMIERF, BRJEaREN
IEZART AL, BN ﬁﬁhl]Lu1&%LX&E%1}\S(T§&?EE’\J§$1Elﬂo

NRERIRFITITRIRONTAP 9.17.1 REShAS, BER"BoIEMIMERRF" -

RIBEHRAEESERE, TRENNTRURERFNE. NRETHELCHNRAERM I BAEES, B
EEERN BB IR IR HIRATIRE,
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IREZAEIEEE (OKM )
MONTAP S Eh3R BE R AR 32 sAE 1288 (OKM) R &L

FaZ Al

BRAREEESEFUTER:
* ERANEECENEEEIEN "EREREAEE"
* "IREEAEIESENFNER"

* EAUTARRIEHERSRE ERMEEIEM & iiE:

RIEIE 2

P

X T SRITHI2S:

1. BRI A S BRI H 28 L

2. MONTAPEEhFEH, EFMENAYEDT:

ONTAP hRrZs priz 21 gvll
ONTAP 9.8 SR EShRZS IR0,
BB ERA

"SNAIIIEAR E A SR E IR R () AL EEEERY

Please choose one of the following:

all disks.

1) Normal Boot.

2) Boot without /etc/rc.

3) Change password.

4) Clean configuration and initialize

5) Maintenance mode boot.

(

(6) Update flash from backup config.
(7) Install new software first.

(8) Reboot node.

(9) Configure Advanced Drive
Partitioning.

(10) Set Onboard Key Manager recovery

secrets.

(11) Configure node for external key

management.

Selection (1-11)2? 10
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ONTAP (R i1yl
ONTAP 9 7R ERhRZA EFRPRIAIN recover onboard keymanager

7/

BB ERA

Please choose one of the following:

(1) Normal Boot.

(2) Boot without /etc/rc.

(3) Change password.

(4) Clean configuration and initialize
all disks.

5) Maintenance mode boot.

(

(6) Update flash from backup config.
(7) Install new software first.

(8) Reboot node.

(9) Configure Advanced Drive
Partitioning.

Selection (1-19)7?
recover onboard keymanager

3. WIS, EHINERSEMREMELIZ:
BRRHRTRET

This option must be used only in disaster recovery procedures. Are you
sure? (y or n):

4. MNEESCENERZIEM X,
MNEEEY, EHafRREMEBARS.
BRI
Enter the passphrase for onboard key management:

Enter the passphrase again to confirm:

o BHANEMEER:

a. ¥E5M5M BEGIN BACKUP 17ZI END BACKUP 1THIFRERS, SIERITS,
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BRI

Enter the backup data:

—————————————————————————— BEGIN

BACKUP————————————— -
01234567890123456789012345678901234567890123456789012345678901
23

12345678901234567890123456789012345678901234567890123456789012
34
23456789012345678901234567890123456789012345678901234567890123
45
34567890123456789012345678901234567890123456789012345678901234
56
45678901234567890123456789012345678901234567890123456789012345
67
AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAARAA
AA
AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAA
AA
AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAARA
AA
AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAARAA
AA
AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAA
AA
AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAARA
AA
AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAARA
AA
AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAA
AA
AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAARA
AA
AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAARA
AA
AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAARA
AA
AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAA
AA
AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAARA
AA
AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAA
AA
AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAA



AA
AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAARAA

AA
AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAA
AA
AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAARARA
AA
01234567890123456789012345678901234567890123456789012345678901
23
12345678901234567890123456789012345678901234567890123456789012
34
23456789012345678901234567890123456789012345678901234567890123
45
AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAA
AA
AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAA
AA
AAAAAAAAAAAAAARAAAAAARAAAAAAAAAAAAAAAAAAAAAAAAAAANAAAAANAAAAANAA
AA

——————————————————————————— END
BACKUP--————————— = —————

b. M ANRBLERE, BRREER,
mELETN, FETUTHES:

Successfully recovered keymanager secrets.



BRI

Trying to recover keymanager secrets....

Setting recovery material for the onboard key manager
Recovery secrets set successfully

Trying to delete any existing km onboard.wkeydb file.

Successfully recovered keymanager secrets.

R b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b db g
khkkkkhkhkkhk ki hrkkhkkhkkkkkhx

* Select option " (1) Normal Boot." to complete recovery process.
*

* Run the "security key-manager onboard sync" command to
synchronize the key database after the node reboots.

R b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b i b b b b b b b b b b Y

R b b b b b b b b b b b b b b b b o d

@ MRETHHHERAEUTARS, B7N#HEEIE{E. Successfully recovered
keymanager secrets . H{THPEHIFRULEEIR,

6. 3R 1" MBI B4R R ThiH NONTAP,



10.

BRI

R b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b g

R IR I e I b dh db I b I b db b Ib b 4

* Select option " (1) Normal Boot." to complete the recovery

process.
*

R R i e S i b I b b b b 2h b b dh b Sb b 2 dh b b S b dh b b S b dh b b dh b db b db db b b b b 2h b b dh b db b b db b b Sb i db b 4

R b b b b b b b b b b b b b b b b b

(1) Normal Boot.

(2) Boot without /etc/rc.

(3) Change password.

(4) Clean configuration and initialize all disks.
(5) Maintenance mode boot.

(6) Update flash from backup config.

(7) Install new software first.

(8) Reboot node.

(9) Configure Advanced Drive Partitioning.

(10) Set Onboard Key Manager recovery secrets.
(11) Configure node for external key management.

Selection (1-11)2 1

A Hlgg TR e EmUTMER:

Waiting for giveback..(Press Ctrl-C to abort wait)

KT ERINFIERIZSE

AR HIEE -

storage failover giveback -fromnode local -only-cfo-aggregates true
KT RIIEHIRE:

{XfER CFO BERMfE, AP EAEESE:

security key-manager onboard sync

HIGRREY, WMAERSCERRSEAEIESRTEE.
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1.

12.

13.

14.

BRI

Enter the cluster-wide passphrase for the Onboard Key Manager:

All offline encrypted volumes will be brought online and the
corresponding volume encryption keys (VEKs) will be restored
automatically within 10 minutes. If any offline encrypted
volumes are not brought online automatically, they can be
brought online manually using the "volume online -vserver

<vserver> -volume <volume name>" command.

(D NRED AT, MREISEHETRT, FESHEMES. MRRAPKY, NTEREISEE
R ZAIETHEIRERS. B7HERE, HEHRGEILERRPRIIALE,

HIAFREZRYIERY .

security key-manager key query -restored false

ZE R AMNREERER, MREMERER, BFEERTHS, BEIRBEERELENLL,
KT AR HIZE:

IR 8R

storage failover giveback -fromnode local

NRFERT Bk, WERE:

storage failover modify -node local -auto-giveback true

SR B AT AutoSupport. MR ER B &hIEEZRA]:

system node autosupport invoke -node * -type all -message MAINT=END

SNEBZIAETERS (EKM)
MONTAPE o ER RN R IAEIRSALE,

Friaz a0
MB—PEET REEDPREUTXHE:

p

*Icfcard/kmip/servers.cfg X4 a3, KMIP AR5 28tk Alim O
*/cfcard/kmip/certs/client.crt' XX (& FiIiE+H)
*/cfcard/kmip/certs/client.key X4 (Z P IHZEH)
*/cfcard/kmip/certs/CA.pem X (KMIP 5528 CA IE$)

&



KT R HlE

1. A E IR R R ST HI28 L
2. JEFREIR 11" MONTAPB SIS &,

EREhRERA

3. HIMERAY, FHRIAEEWRERIFRER:

Normal Boot.

Boot without /etc/rc.

Change password.

Clean configuration and initialize all disks.

Maintenance mode boot.

Install new software first.

Reboot node.

Configure Advanced Drive Partitioning.

) Set Onboard Key Manager recovery secrets.

(1)
(2)
(3)
(4)
(5)
(6) Update flash from backup config.
(7)
(8)
(9)
(10
(1

1) Configure node for external key management.
Selection (1-11)2 11

BRI

4. HIRREY, FRATFPRNRSSRES:

o

e o

®

Do you have a copy
{y/n}
Do you have a copy
{y/n}
Do you have a copy
Do you have a copy

of the

of the

of the
of the

/cfcard/kmip/certs/client.crt file?

/cfcard/kmip/certs/client.key file?

/cfcard/kmip/certs/CA.pem file? {y/n}
/cfcard/kmip/servers.cfg file? {y/n}

WMAEPIRIER (clientert) XHHIAZR, 81E BEGIN 1751 END 17,

- BAEFmZE (clientkey) XHHIRNZE, B#E BEGIN #1 END 17

N KMIP BR5588 CA(s) (CA.pem) XHRZA, BFE BEGIN 1 END 17,

BHAKMIPARSS 28 Pt

- HIN KMIP fRSZ88im 0 (3% Enter $2{ERERIAIRO 5696) o
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Bl

Enter the client certificate (client.crt) file contents:

Enter the client key (client.key) file contents:

Enter the KMIP server CA(s) (CA.pem) file contents:

Enter the IP address for the KMIP server: 10.10.10.10
Enter the port for the KMIP server [5696]:

System is ready to utilize external key manager(s).
Trying to recover keys from key servers....

kmip init: configuring ports

Running command '/sbin/ifconfig e0M'

kmip init: cmd: ReleaseExtraBSDPort eOM

WmEPIETTR, HERUTHR:
Successfully recovered keymanager secrets.
Er vt
System is ready to utilize external key manager(s).
Trying to recover keys from key servers....

Performing initialization of OpenSSL
Successfully recovered keymanager secrets.

O. JEFRETN 1" MIBBISR B ER R Th i NONTAP,



BRI

R b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b g

kAhkKkkkhkhkkk kKX kK

* Select option " (1) Normal Boot." to complete the recovery
process.

*

R R i e S i b I b b b b 2h b b dh b Sb b 2 dh b b S b dh b b S b dh b b dh b db b db db b b b b 2h b b dh b db b b db b b Sb i db b 4

Xk kkkkkkk kK

R © 0 J o O b w N
O — — — — — — — — —

)
)

~ o~ o~ o~ o~ o~ o~~~ o~ —~

[
=

Normal Boot.

Boot without /etc/rc.

Change password.

Clean configuration and initialize all disks.
Maintenance mode boot.

Update flash from backup config.

Install new software first.

Reboot node.

Configure Advanced Drive Partitioning.

Set Onboard Key Manager recovery secrets.
Configure node for external key management.

Selection (1-11)2 1

6. MNRFLAHT BERE. WERE:

storage failover modify -node local -auto-giveback true

7. SNR B AT AutoSupport. MR BhelEZ=A:

system node autosupport invoke -node * -type all -message MAINT=END

T EMHA4?

ERMN B LEMENRE, ERERHEEHEELNetApp”s

B4 E]4ANetApp - AFF C80

SNSRAFF C80,%,;LEPE’J¥AQH1¢Z€$E5ZBE\

HBEXFAER. FSUH.

A8

WMFEERTER- AFF C80

EFFIATEIRAFF C80 RIS,

BAREREMRER, KFEHSE, BRI, ARY

G HPE B E4ANetApp,  "BHHIR[EIF S

A
Y
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IERGRITTIB .

o "HEREERER"
HENEERER, SERARSE. FIETA. ONTAPEIEMAHIHEERIE.

9 & E RS

HEEEAER, BHREIRS. WERIEMN TR, RIEERIEHITICEL.

e STk

KANEHIZE AR 2T G,

e "B HRAAE"

RPN FERBVA G S EERAETR.

o "SERALFE R

FTERERNTEZRERIE, FITIREERE, HIFHENERELNetApp,

A FERIER- AFF C80

EEHAFF C80 REHRINAEZRI, BREBEMINERNVEE K, XEFWIERGH
HFFE EtAH BT IEREIT, RIEEESABEONTAP NAMEER TR, EfRRER
BMURCERNT A,

HMAE Rt EFr B =R A M (BIaNf=HI28/CPUSTT. FEIRAI/O)RIYIIENFE
BEUTEK,

* BIRRFPHFIEEHMAMFYES T, SN, BERRUFIRER, "NetApp sZHf"
* SREXONTAPH A EIR R FEHE(WREE)o

* MREIREHITERMMEN I AEMILES.

* BRI LA RS RFHUFRE ONTAPhR S A A B iR IS 1S,

* ERSHIAEEEEN. RISEEEER. NVMelFkshasflizHIsERB EMIAE. HEFIRYFEENetApp
AR o

s MBI ERIEM RS R, For a two-node cluster, you will have a complete service outage and a
partial outage in a multi-node cluster.

T EMHF4?
EHATEMEKRZE, "EEERIE" .
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XAEHI 23 LA IRA155- AFF C80
EEENFERN. XFAAFF CROTFEMER AT HITHIZS. U LEEURERHBRARIRE 4

I EERTFAENT REBEN RS, BXEHIFEENEEXFANFMAER, BEBN "EEXANBHFER
SRR T e —NetApp IR E"
Froaz Al
* RREAENERNNRIEE:
° ONTAP YA EE G FR,
° FMEHIZZHIBMCHI A4,
* MREIREHITERMMEN I AMILES.
* ERXAZRIERIESR B, B8R
° PITHM "A4E i TIRRRE",
° Y5ONTAP AR EI RFHIE AR A,
° fRRERRR "Active |Q BEIZEEFMNIS . B FRALFIEMKIE. HISNRSKAMS EHILED,

p

1. B SSHERFIER. HECAARMITH S ALMEIRABRATH EMEFTNEATRER.
FLEFRE & F iR/ EH1517]NetApp £ 4t L BIEHE.

HIFIMERE DR,

YNRBRA T AutoSupport. MZRLEBIZRZRA. HiERAGTTANZ KETE]:

> w0 D

system node autosupport invoke -node * -type all -message "MAINT=2h Replace
chassis"

S. WEFRB ST RAISPEBMCHthiE :
system service-processor show -node * -fields address
6. JRHEEEEShell:
exit
7. A E—S$iaH thF AT S AIPHIEEE SSHE REISPEIBMC LS IR #H
INREERNRIEE G/EILABR. FEAERNEHEERTREERIITHS,
8. HEZHNATRHIFE N TR

system node halt -node <nodel>,<node2> -skip-lif-migration-before-shutdown
true -ignore-quorum-warnings true -inhibit-takeover true
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it FE R TEStrictSynciR =, FIiz{TEIE 2 SnapMirrorfY&E8%. system node halt -node

@ <nodel>, <node2> -skip-lif-migration-before-shutdown true -ignore
-quorum-warnings true -inhibit-takeover true -ignore-strict-sync
-warnings true

0. NRBIMUTER, BERNEEPHNESMTHRBA Y
Warning: Are you sure you want to halt node <node name>? {y|n}:
10. ERFENMTHIRERE. AEETNBEFRTT.
T—HRHA?
KiiEhefE, EREEHIE"
S 75- AFF C80

HIERIAFF C80 AL IR FEEIRNERT, BERYIAE, BHIE BB ERES
MR E (PSU). BIRIKaIds. RERBIAAEUNERZENHEANS.

S EITFPSUR L

THTiERIgEZ A SREHNTHRAEENEIRIZEPSV). SMIRIZEHE. HTXEEFIErIRES MEHI2E
MEBAHEE,

p
1. #ITFEAPSU:

a. NRMEEREM, HIEREM,
b. MITHISRRIRPSU LR T EBIRL.

MRENRAERERBIR. BEFRRRSPSUNER,
C. Al LREFPSUFMLUGPSURIHITHIZE. 1R FPSUBIERE. SARRKPSUMITHIBRIRFHIH,

PSU%E, Always use two hands to support it when removing it from the controller
@ module so that it does not suddenly swing free from the controller module and injure
you.
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° TerracESEPSUBIE S

a. WHRPSUEE ERFPE,

2. HITFERLE:
a. NIEHISSRRPIR T RALG A UREAISFPHIQSFPIRIR(INIRFE). ERNEBELLERREPULH
HABFo

(D) omAms. mEfFEEs.
b. ISR TALEIRIGE. FEME—3.
T2 HTERZSRRRMIXEHES
MHAEERED FIEHIS8. 245 MHAERED FIRmHSE,

p
1. EENMEHISR R G EiEE4/5FRIRIEENVRAMKRSIE T @SB K. BHNVET.

° NVRAM JX7Z LED
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e NVRAMZ/RLED

° JNRNVRAM LEDIRK. BEHRET—D,

° Y0RNVRAM LEDIAINR. IEFRFANKMELE. WNRANFFRESEBE 578, BEKRTF KA. "NetApp 32

FRb R
2. ENT IR BRARIR

a. TR LRI BIEH B AR R T hed ™=l
b SR RIRE MALFE SR BB RS o

(1
2} e

a. @I HE A PUFIERISRRRB NG, AR ERETRRE L.
RiEH s R R0 HAFERT, IBHRESHHE R B3R IRBVERER.

b. 3T MTHIBEREE LRPE,
3. MFRIRENZE :

a. MRSIEERREH FER.
b. R FLED 75 Wk nhes FE AR TNER AR R H
C. BCIBFRETEITAMUE, UUEREIZEMPIRFEL, ARFREERE B HE,

WEpERN SHFED R, LUEB LA,

() Drives are fragile EIFUREHESET. EISLAIMF S ILIRESER, LU LRI,
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a. iIERE NIRRT, HR RSB R ELHBNFHEENR 75,
b. MFEFRERENBES WP E,

TR 3. ERAEHREAN
IR, RESWNGE, HEMTEREAN

p
1. T RIGHAE:
a. MERERE B,
b. gﬁﬁﬂﬁﬁ\Aﬁi—éﬂf‘%m\ REEENBEMRETESOREVRFINRSN LB, ARBEBRE—

2. REEMHFE:

a. AR AR—EARIEERANNAES I SERFGIESILEVNRPINRSN. NMEELERR
EHIRERSAEF,

b. KT 2BNIREVIRHARFAUES,
C. fERMZHWIAETE T BT FERI B E E 2 SV ARFNE,
3. MIREBIZHIZRRIRFT A, RHTHIZSRIR LRI ERAFEH

a. FiIERIS R —in SHERAOMNTT. ARRKEH SRR ENFET.

b. R HiE F i e FIBE I E.

C. NRFHAREMRELNAERREHWNERISERHL. FHRITILRF.
NREE TN RAEIREZ(QSFPHSFP). EiCFERTEE(,

RS BARERZ B,

4. BIKEhIS EF R E DN EEmAANIREN2S TS,
S BEFFAEINPSU:

a. AXNFEPSURISHFHSIERISRIRBIFF O T
b. ¥PSURREENITHERIR, EEIMERTFANENL

R L S PO SR TE B & B A B B
() HTRRRTREEES. WIERPSUBNRGER AT A,

6. FPSURBIRAEIMEEZIFIBE T MPSU,
a. {EAEIRAEERIGEIRLEEZIPSU,

MREEERER. BEEHSERTEEEENAETERBRRENERERIR. FHERERETTR
HIRZREEZIPSU,

ZERPSUHIMEMEG. 1ZH S EHUE AN EE,
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T—FEA?
FHEHNREHERREAMGE, "TalEER"

SR E - AFF C80

BFEERFE. BIEREETRR. AEEHEHHRELANetADpIERAFF CBOHAS
BTERIRE—-

TR BEEHISHHITEIRIZ(E

TE12H28 LB EIONTAPH ST B2 I IR E LU E F P BN,

TE

1. Check the console output:
a. MNRITHIZR BT E LoaderiR . BEAMRTEMBINITHIZE boot _ontapo

b. NREFBENEITHIEETR waiting for giveback. IBaRIEMITHIZE. ARERAGSKNEEHR
ERNEHEREE EERFHITIME storage failover shows

2. JITEISA:
a. BiITH B smiEiR IR XTI,
b. FEAMSRILITHIZE storage failover giveback -fromnode localo
$24 WIEEERFIEITRR
EHIBRRAETRE, FRUTHESRIERARENRNR "Active 1Q Config Advisor's fi#/RAZINBVEIRIR,
% 3 & KHFEZFHRE] NetApp

REBEMRHE RMA HEIRHIEERHHIRE NetApp o "HIHHEEFMERBXIFMAER. BESITH.

EHIZREM T (ER- AFF C80

FHQEIRAFF C80TFER S HRVITHIE. AERGTARRAZHITHIZR. H TH BRI
Z8. KRAFKEE. AREFEZRIVERRIELEIEH 2,

o "EEIEHISEERER"
BFERITHIZFEIR, ERIUH R EE R,

e "Shut down the impaired controller”
KATHEEZHITHISEE. LUETITIEBRIEHIZS M4 N R HI 28 F B R (AR,
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"B R 23"

;E;?ﬁ&?i*%ﬂ%%@?ﬁﬂ?ﬁ?ﬁﬁ%ﬂ%%\ RFRUAMZEERANEHISRIR. ARENEFREERATH R

"ERH IR RRE"
PIFEAIERIZRRARREE. AREFEENLERRKE.

"B RE F TR ER"
EERREITEE. R EERIRNFIE NS OB AT 2R,

e "Se ATl 8 E

JUiENetApp. FEEBIGITRL. ARSI HREIZELUN,

T 23R K- AFF C80

EEMRAFF CB80RLSHRVIEHISE 2Rl ISHARAE NI BT HISSFARIER, XEHER
IERZHHFIE EMAGERRERIET. RIEEE AR ERIVERIEHI28 USRI 2887
il el b RERIX A BEX

EEEIREHISRRIRNER,

* FREIRENERZRERNIE & T 1Fo
* RERIVIZHISR O IR BIRERE RIS (EAEFFRAZHRIERR) -
* BNERLGEHITIERISR AR B EEENEG SRR E HES,
* MREHFRGKBMetroClusterfR &, FEE "EEERIMERFI R RERSSRALERF.
* FAMNetAppU ZIRVIRIZ FTE R TT (FRU) BiREEA 7+,
© BHUTHISSRIREY, BEAERESHITRISRIR, BT AET ERITHIZSRRREARRY
* EUIRES, SRR ERIREZR SR RIEE R,
* BENREUTRAEENRSGERRIR b, EHITHIZSEIRE, TEBBRMILE.
* BEAORIZERBERISEAIE:
°© RBBIEH SR RIS IR AT HI 2R,
° BT SR R e B A PR 2R AT 25
° health =28 21517 IEH B 25,
* RIS REE & LR R A B EX .

X AR E LI IZH H B E AR M T 2R IER.
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EEFIRAFF C80IEHIBRMIENRG, EFE XHAZHIEHEE"

KR 15 25- AFF C80

EE?&?&? 25BT. KHAIAFF C8OTFfERFHRVITHIEE. LUBAIEBIBERRARRRLIRE

fE R LRI 2 — K Hl 2R 1R R
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TN . KRERARS

BXRARBIEHEE, EOMRELHRIVRTS, AELEMZERTIE, UEETEBTRISSSAEMNZ
BT Hl SR B R R,

KXFIES

* NREFEANEBSANRS, NHMENEZRITHIZZSCSITIFHEMHSHER cluster kernel-
service show, cluster kernel-service show #r < (TEpriva IR F) Al B/ BT R AR i
WS ZH R BEMERESURZT REETKS.

/1 SCSI IR RS S HEN SEBFHEMT RIRIFPER R, EREBIRZ A, BIALBRITE

8] &,

* If you have a cluster with more than two nodes, it must be in quorum. IR EE KA R ETITIRR
RFPIERIBSE R RIEI TR A EE T alse. MR AZHITH SR 2 AIE ERER ; FE0 "
RBoR5&RERD"

S
1. MNERB AT AutoSupport « M5&3d i B AutoSupport JH S22 1EBheI 2R

system node autosupport invoke -node * -type all -message MAINT=<# of
hours>h

LR AutoSupport JHEZE 1E B T2 25N

clusterl:> system node autosupport invoke -node * -type all -message
MAINT=2h

2. ZEBERIE
a. MERITHIZRAVIEH SN <

storage failover modify -node impaired node name -auto-giveback false

b. N 'y HIEEIRNEERETEZRAAMMER? i
3. ¥ZmiEHI2E 2R LOADER 12755 :

NRZIRITHZEEE. ... B4 ...

LOADER 2R BET—%,

[EEERFRE ¥ Ctrl-C , AREHIUERNEE vo
AFAIR AT IR R MIBITIEBEHI S E T EZHITHIZS

storage failover takeover -ofnode
impaired node name -halt true

-halt true B35 N\ Loaderig R i’
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IR 2 . $5EHIBSiI T MetroCluster #1

BXRARBIEHEE, COMRERLHSRIVRTS, AELEMZERTIEE, UEETERTHRISSSAEMZ
BTl SR B R R,

* If you have a cluster with more than two nodes, it must be in quorum. J1REEE KA R HEHITITIRR

RiFRERISSEARNBITINR S EE T alse. MAFIEXAZHITHISE 2 AIE ERTHR ; 550"
BrHR5KERD"

s BwsnIAE iR EMetroClusterfc RS, HETRATFEBAMEERKES:
metrocluster node show
g
1. YR ZA T AutoSupport « M@ JEHAutoSupport ;B 22 1E B &b eI ZRF:

system node autosupport invoke -node * -type all -message
MAINT=number of hours downh

LA FAutoSupport JEE 221 B ah el = 2= 61/ 6

clusterl:*> system node autosupport invoke -node * -type all -message
MAINT=2h

2. ZHBHRIE:
a. NEERIEHIZEAIERI QAL TR
storage failover modify -node local -auto-giveback false

b. N 'y HIEEIIR N EESETEZABMOIR? "AY
3. ¥ZRIEHI2E 2R N LOADER 127R4%F:

MNRZHITHIZRER ... B4 ...
LOADER &Rt BET—T,
EEFFRE ¥ Ctrl-C , ABREHIHMERFEE vo

AGHRTRERRTT WA MNSTEENEHSRENEERRERE:
RorEN)
storage failover takeover -ofnode
impaired node name -halt true

-halt true B #0&# N\ Loaderfe o

T—EfHa?
KiAEhlgEfE, BREE EiREHIE"
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ST 23- AFF C80

INRIEHHEFEEIRAFF C80RFTRIITHIZR, IR EERFR RIS, KAHE
EERAREHSE. RRBRANERISRUKRERBHNRS.

B 15 HTEHIZR R
TEE T I BRI IR B BT HIZRARIR ARV RS, (SR TUMANFE P E) T hl 2515 IR,

p
1. MR EAREM, BIEREM,
2. (RBtEHE N REE. EERETRFISELE. LUIHRVFETFE R EF EE EE R Lo

ST - BTN S5 51 A

= = <]

f—

-

A\

3. IRIERANRSKEITH SR IERNE:
a. EBETIEENEHSR L, REREFEEALTRERS. HERTHREREGHIRS:

storage aggregate show -raidstatus !*normal*

* INR&<IR[E] "There are no entries matching your query. #842# N F— PN FH 18, WEEZEFER
RHIIRTNER. o

* R ZELREEREMER, BN NMEREEWEEAutoSupporttiE, HEXZRNetAppS<HaBi 1A
BuE—F H B

system node autosupport invoke -node * -type all -message
'<message name>'

b. HKMEXHARANEARNRESFERKIEENFE)
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event log show -severity * -node * -message-name *disk.missing*

* INR&<IR[E] "There are no entries matching your query. 484Ei# N\ F—,

* R ZEREMEMEMER, EMENMEHIZZUEAutoSupportiitE, HEXZRNetAppSHrEfi 1 LAIR
B — #Bf,

system node autosupport invoke -node * -type all -message

'<message name>'

CEIRIAENVRAM , BRI THEEHISRIRE EEE 4/5 REPIRT LED 8K, FHNVEHT.

D

<

N

o -

|H\

° NVRAM X7 LED
9 NVRAMZRLED

° JNRNV LEDIER. BERET—D,

° YOSRNV LEDIAKR. IBFFANMFLE. MRALMFEEBIS 0. BRI FUIRGER.
- NREERESM, B IEREM,
MIZH SRR R BB R (PSU)_ L1k TEHI SRR IR B IR 2k

() unRemRsERERER. BHFRRASPSUNEE,
MBI R T R AL LU SFPRIQSFPIRNEBE). HIRMENERIE.
BUHAREAEERSES, NETERRESAEIRREN, SAHTIEF.

- MEERIZSE R EN P A EIRIR &,
- IR BEFS, SAERE TR B

e SR IR S MATLFE SR BRI4AS Lo



10. RiEhlgs g hylfE. ARREREFRNRE L,
ReEH SRR HAFERT, IBHRESRHE R SRR IRAVERER.

$£2%: BER

R IRTS E B AR BEH R,

p

1 IR AR T, LUEER THIE RENRE, LUK EBIRMIEHIZSRIRPHLH,

@ IR R MITHIZREIRPENHET, B ANFREE, LR ERAMEHERRPEH
BopH A ESEMRE.
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° TerracESEPSUBIE RS
(2] HR

2. JHERBENREHSER, ARREE.
3. ANFZERRNSHRBESEHSBEROAONT, ARFRFREENTHSERR, BFMERSTFA

BfiLo
IR e S NERER R EfiE S H R R BIE 2L,

() rmemrrmmEms, BIERERBARENANTA

B3F: BENE
R KRR IRIRTS 2 S A B H 8RR R,

p
1 @I ENBERMENME RS, AERENBERERMEHIZRRIR PR HRE T KBER,

(1] REHERS
(2] RUR R

2. BRBIEREEERISHIRER, REFLNSS5EHRERTIAONT, HSLBA, HASEI5E
PE— R NEML.

3. WHRNBIEREE FRTE,

Step 4: Move the NV battery

Move the NV battery to the replacement controller module.
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p
1 3T FHE RIS RIR P EIA B E . HEINVE I,

(2] NV EBt4R Sk

IR CHERSE, BRBREREIINGER, NVIRIRLEDSAMR. After the destage is complete, the LED
turns off.

2. &) EIRRRE B LIS E HE i Sk
3. FEBMERREAEFUMIEEPRERIEL. A5 NIEREPIR T BB L,
4. BEMMNESEBNTHIEERPIRE,
5. B ERMAB EFIRAITHIEER, RAERHERETERAITHIZERT:
a. T & AEHISERPHINVE BN E,
b. & ERMIESLIENIEEE. HIRIELBIE 2L,
. eI NIGIE, ABAARATREMA, URREMESIL
d. XFNVEBRHNTZSEE,

Step 5: Move system DIMMs

RiDIMMi5 = B A I 23R IR
p
1. 4T HIER TNER R IE HI 2R BN E .
a. FFEBAT[REETHRIMER,
b. IREET[EE. FHME LREERITUE,

2. (FERBRETREAIDIMMBRET R FE Mk LRI RS DIMM,
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TRZFE ST T DIMMAIMIE

1357 101214161719 21 23 26 28 30 32

(1] Z4:DIMM

B ™EES DIMM 8975 M), IAER]LUZIERARY A M4 DIMM Hl N\ B R AV 83 A& 3R R,
Z1€¥#EE) DIMM FRIBYFE D DIMM 38 -~E, R DIMM MIEREFRSEL, ZAfS% DIMM & G,

() /OBME DIMM B930%, BUBSEsT DIMM BB LRI HEMFE,

T EH RIS HI 2RISR _EHRIE R EDIMMAYIERE,
% DIMM EE i NEE,

DIMM REEEAEEMS, ERRESEN. MREH, 55 DIMM SiEEHXIFHEITIEN
()  BuKE DIMM , BBARISOXTHRSENEN,

INOTTAS B R DIMM Y _Eihsk, BEBEHSIRERAZG, RAZRGF DIMM MimHIERO £,
JTES DIMM £EE FRSE,

KHIEHBRE[EE.



556 BENIORIR
R I/ORIRTS ZE B FR RV 2R 1E IR,

pd
1. 3T B#5 10 R ERFTE R %,

BRERAXES AN EAREE, EEHEXELSLR B [,

2. M THEESLEEARM. HARRAEEEARMAMMIZME. AR TIEREE,

(1) VORI HIFT

3. MEEH SR IERARE T I/ORRIR ©
a. N BARI/ORIR I F B3R
b. i HIBim IR EREUE, X FKFRR, FORRAEITERR,
C. FFEmANDLEANTAOLN. ARRKRRILIEH SRR, MR KT H BER P E T,

HIRIRER I/0 HEIRFRTERVHEIE,

d. FEMRAYI/ORIRLETIE M ARITHIZRRIRP. FFEBRIOBERIZTRBANIEE. 20O FIBIF
1B5II0MIEIHIEE . ARRKIOLR A —ER L. LUFRIRBIE F{iL,
4. B8 FRPSE. BERIOEIR(FEFE6F 7R HIRIRFRIM IS = B H A AYITHI 2R R,
@ E MIBIECTN7IZBNI/OEIR, I B E X LEI/OEIRAVIEI MZHRIEH SR RIS o) B B A AY
EHIER IR R,
O. JFHEE6M 7R E S I/ORIRAVITIRE EEMARIEH SRR

a. HWTREFMEAMNFW_LARH,  RKRAENZHRERISRRFEFEL.. BEUERBIEHISS R IR FE1E
[E &N E R A RITHIZRIR,

b. BIZHIGFEIR e 2 NEIRARITHISER. BRI EBE L,
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B1L: BOIRFEERER
R RS ERIRIRE E E A RYITHIZREIR,

p
1. MNZHEHI SRR EI T RAERER

‘. RS EERROLFIB

a. BT RAEENRIZ,
b. [ FheF Mo
C. BFHEIANLRM. AERBEREZHIHAS,
2. BAFEEERREIZHITHI SRR R —1EE P I HI SRR A
a. BRABERRNWASERAFOXNTT. ARKHERHENTHISSER,
bﬁﬁﬁﬁﬁ%AﬁE\Eﬁ&%ﬂﬁﬁ%@m&%%%é\%E—Eﬁtﬁ%&%ﬂﬁu%ﬁﬁﬁiﬂ
o
%58 BTINVRAMIELR

FENVRAMIEIRS 2= B A Il S8 1R

p
1. MZHUEH BER P ET FNVRAMAER |
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N

|

ol

} B (e [o |
—/. & —L_ ‘J::f'_'
i [ |
] B

0 O HE R

9 DIMMB{E£E

a. T ORFBRHE.
R EHBEFE.

b. ¥R B E BT U E.

C. BE B FHEBALRIAAOFRNVRAMEBESRITHAE. MHAERET FNVRAMEER,
2. FNVRAMIER LI F) BT HI 2 R IR A EIE4/5

a. RS EE4/5P AT ORNIASII T

b. RIRREIZBNGEF. RO —Em L. LUSERBIE 2L,

Step 9: Install the controller module
BRI SERA BB,

p
1. B=SEER TIREZITUBHHUE. BRTESEET2XH.

B SIERISEREBIRTTT.
2. BiIERIBERNRIGESTEROAOXNTT, ARFEHSBEREREARAN—F,

@ BIRERSBRRTEIANET, BRIFRFIETIEXEF .
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3. EfRRLGLEEARM (MNREHT). BREREEALEMEETBAITHIE,

4. FizRl a4 4 AN EAITRISRRIITRI SR 0. ARRBHEMERRIZICAEM. UWEEERBIEI

IEHlaHER.
O. FERTHIBREIRAVEIR R
a. FITHISERFFEEANNE, EEICSFIREEHTEML,

BHISRESRILE, HEOHE LF.
() #EsIsERRANGES, BIRAEA, UGHRTEES.
b. SRR LA T AIE,

C. IANEIR, BREMER, THI28E BB i#N LOADER 125
6. ZLoaderi@/RATAb. N “show date’ U B REREHI2s LB ERFOIBYE], B EBFIBTIE| LAGMT 81l

() STmetianatetia, HIEALACMT. HL24EHERER.
7. AR SIREGMTHSAIEE set time hhimm:ss. HEATLUMERRT A date -u S HEVLAFIGMT,
8. RERENERALEIHTIE,
BRI T W& 22(QSFPIESFP). B ITiSIEERNLN B R T,
9. ¥ EBRLAIE R,
() wRoESRER FELHSERELEEEIETE. §RRREREEIEE,

TR
FIIRFMAFF C80 RHIBE, LRE: "TRASKRE" .

ERRHAHICIE RAECE - AFF C80

M HIZE A HARCEEAFF C8OFMA R T AT EEIRTREIERIETT. HWINRFERIE
227 T AR BIFR A R,

TERFAMETITZHE, BRIE HA BEEIREM#EETIR.

p
1. BohEHIFR:

boot ontap maint
2. Y#EF continue with boot? Bt HiN vo
WNEREEI_System ID Mismatch (RZIDALE)EEES, BHEA vo

3. 5N “sysconfig -v HiEKETARS.
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()  @R@EE pendis Mismatch. EBHAEFLH,
4. WIS syscontig —v. HIEEE-FIER SEREHISERIEM BT,
S. WIFFrEAHE R B RMERE HARE:
ha-config show
FRE A MR HA IRSEBN AR,
6. INRIEFIFERETHARARS S ENRKEERLE, BFHITIRE, HAITHIZEERAVIKES:
ha-config modify controller ha
HARSHERTUZRU TEZ—:
° ha
° mcc (F3ZHF)
° mccip(TEASARFAH AT 1)

° non-ha (F3Z#F)
7. FINEEBEN:

ha-config show

8. MHINIEFCER Y T B HERIERIE. storage show disk -p
NRZIMERBR. BOEREH ERRIES o

0. RHIMHFIEIL: halt

T EMH4?
WEFHIIEAFF CBORKMARREEG, EBFE TILITHIZE"

&= 25- AFF C80

TR RI S BEA B RITHS. WEAFF CB0ORAT IS E 35517, Eidre
IR R R ME AR AR LB ARREIEIE (OKM) M,
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system node autosupport invoke -node * -type all -message MAINT=<# of
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clusterl:> system node autosupport invoke -node * -type all -message
MAINT=2h
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system node autosupport invoke -node * -type all -message
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10. RiEhlgs g hylfE. ARREREFRNRE L,
ReEH SRR HAFERT, IBHRESRHE R SRR IRAVERER.

% 3% Fit DIMM
EFEMDIMM. BERHIZZNZRIEN]. ARRBISFENS BINE#ITIRE

p
1. MR EAREM, BIEREM,
2. FTFHEHIZR TRER AT HIZR BN E .
a. FFEBAZT[REETRIMET,
b. IREE=EE. FHE LERERZMUE,

3. ¥4 SRIRR_FAIDIMMHEHEE B ARDIMM,
FARITHIZEXNE FHNFRUSE B EIDIMMIERE,
4. Z\83#Esh DIMM FMIBYFE DIMM 38 £, & DIMM MiEfEss#d, SAER DIMM & HiEiE,

() /VDBME DIMM B930%, BUBHSEsT DIMM REAHR LRI HEMFE,
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1357 1012141617 19 21 23 26 28 30 32

" DIMM #1 DIMM 3438 F

5. MBrEFEEBIARTERH AN DIMM , £+ DIMM B8R H B E SIHRE 5,
DIMM #&E0 Z iB18YER O N S 45 FE PRI SSEERT 750
6. WfRiEIER LAY DIMM SRS RERFHAME, B DIMM EERBAGEE,
DIMM EXEIETHEET, BNREZEN. NIREH, B/ DIMM SHEEEFHMTHEMEAN.

()  Emes DMV, BEARISNFHERENEN,

7O EMEESD DIMM B9 B4k, BEEHB-RERAE, RAEITF DIMM FiRAIERC Lo
8. XHEHIBRTEE,

54T ENRERHIZEER

ENR RIS RRAENR R,

p
1. B=SEER THREZIFUBHDNUE. HRTESEETEXH.

BN EHSRIREBIRT T
2. BIEHIBERHRIRS AP ONTT, AEBEHSRREREARAN—F

@ BRI RISSRRTEBNNER, FRIERGHET IS,
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3. IRIERENFHRAREIHITAE.
SNRIEMIPR T U4 25(QSFPELSFP). BIBSEEANANEMREE .

HRIZH & B4 EEREIEEERITHIZSRRR, UETEMEIREIERIGHES. BEREHZRNE
TR RFRVIZHIZRRGHRIR. HETEE BRI RERBSR.

4. SERITHI B IRIRER R
a. FiIEhISRREFHEANGE, EEES5PIRBEHTEMIL
ISR TR G, BEFYS L.
REHSRRBANFER , BB, URBIFEZES.

a. BBEAIBA LR EIHEE.
5. MRREENTR. —BRRRE, BHERREREH.

MREEERBR. BEREFFERTLEEENETE. BBEFRREREEDBIR,
6. B REFEEZRITHIZRME ERIETT:

storage failover giveback -ofnode impaired node name(%X)
7. NRERABHRE. FEMBHTE:

storage failover modify -node local -auto-giveback true(EX)
8. YNSRI/ T AutoSupport. NER/BUEEELE B EhelE 2

system node autosupport invoke -node * -type all -message MAINT=END(%&X)

B 5% KHPEEHHIRE] NetApp
FREREHREMEY RMA 35 B3E S IEER4FRE] NetApp o "ZRFREIFER"EXRIFMES. HSNTHE,.

B SSDIXE2E—AFF C80

NRIBHEFH M TR FEFA LK. IEEMRAFF CBORFAHMIKENER, LI IZEIEHE K
IXzhas. REMGHITFURZEMIEEE. UBARSSIhRSEENRS R Ycithe.

BRI LATEI/ Oz THAIB TP M SE 4 & S PR RIS SDIR Bh 2R
When a drive fails, the platform logs a warning message to the system console indicating which drive has

failed.In addition, both the fault LED on the operator display panel and the fault LED on the failed drive are
illuminated.

FIaZ Al
* EERIKENRZ AT, BEERERMARERMRANEZINEE (DQP)

* Identify the failed disk drive by running the storage disk show -broken command from the system
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* T

console.

The failed drive appears in the list of failed drives.If it does not, you should wait, and then run the command
again.

ZIRXEh28 Al BE R B KIAEU NI A BE B R TE PR IR Th 28 51 R,
EEREHA SED 59 %WilE,

=
A BRI R IR TR NZRRIER A, WMREBAT SED SHWIE, NAHER " ( ONTAP 9 NetApp
MEERIER) "o XEWBRER T Bt SED ZHMZ EFHITRIMINS B,

* BIREHTEAZIFERAIRENEE, F "NetApp Hardware Universe's
* MRRAPIEEMARIERET, TN, BHIBERABAZH,

KFILAES
EE MR AR 2 RAAEIREEE L, WahBEF=BhEH (TR -

BEMSMEERNEN, RSN HRIERER R SN EREEREEZE. BDAFRFTOM. LUEFER

4t

REIBIRA R B TS TR,

TR AF oD ECIKEhRFAE N, ARTEIEESBPHEENE R BREEE 7 i

p

1.
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NRERF oD ECE RN BN BFAEN, WEERABDREIE WREBR) -
a. WIFRSESABMREIEENES: storage disk option show
TR LR E—IEHIZSRR Eh N <o
NRBAT BohIknn2d e, MM R "Auto Assign’ " FIFER on (W FEMEHIZER) -

a. NRBAT BohIFshes e, BEREZAE: storage disk option modify -node node name
-—autodassign off

A FIER MEHIZIARIR_EFEF B shik 28 2 Bco

IEffiE,
LR A N E PR IREhEs.

REpR R EWER, RASRARFITF QLR —FESHES, BERW MK LERE, thih, IREhRIRE
FRETER EMETR (KIAE) LED MRS,

@ WEEIKEhes LRVESD (@) LED AlRes=iE (RE=RE) , RREREEHE, BRNA
MR, XFR /O &N HIFEENEERE 1/0 EE.

- MR R IR T 2E -

a. T IREhEERE IR REEH T A ORIEF.
b. EAMIBF R BHEER, HES—RFIEERR.
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° BELFF TR, REBENERERE.
XiF, RERA LGRS HIKENEE ERMIER.

o

- FENEAIEENRS
a. EORIEFLATHIAUENERT, BRNFEANEREDSE,
b. #%, BEIIRzHEFLE,
c. B LMICIEF. FRMBTEEEEFRP. HELBFRAEL

BHUEIEMXADRIEF, EHESKERIERIERNTT.

~

- WIEIRThERAVER) (4R€) LED BE=IE.

NRIXTHAZRYER) LED RRE=E, NRTREENB[BEBEB, HIXEHIHVER) LED ANREY, RRIKEIZEEER
B /O EfE#1TH. WNRIEENEEFIEFEBEIER, N LED KA F.

o]

- IREBEMSE —IREER, FEELARDE,

: %lé%@&ﬁg% hRAT BB NI EFHREBRAEN. AEREZFEENRABEREED

a. BB RAERIREDES:

o

storage disk show -container-type unassigned
1SR ATEE— 1 HI B EIR ERINER <o
b. S ECENIREHES:
storage disk assign -disk disk name -owner node name
SR ATEE— 1T HI B IR ERING 2o
SR LUERBRR T — R P B2 K628,
c. MNRFE. EFMEABGIIFchEIED:
storage disk option modify -node node name -autoassign on
ST R MT S SRR _E B3 E A B oh IR ah28 7 .
10. IZEBEHREMTAY RMA 357 BRI H#EE SR 4R [E] NetApp o
1ZfR "NetApp ZIFNREFE RVA SIEHEIREFHVENIMER,

B X F1EIR- AFF C80

SNRAFF CBORGHBINBIRREIHEHIEITHRMR T, FERZNBRR. AAXS
TIARFBRMEBER R, BRIREEEXEEG S, BT TGS, ERNE. EMRE
1l 28 LU S SR R R [EINetAppo

83


https://mysupport.netapp.com/site/global/dashboard
https://mysupport.netapp.com/site/global/dashboard
https://mysupport.netapp.com/site/global/dashboard
https://mysupport.netapp.com/site/global/dashboard
https://mysupport.netapp.com/site/global/dashboard

$1F: XARBITHIZE
ER LTI — X SR E R IR H28.
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TN . KRERARS

BXRARBIEHEE, EOMRELHRIVRTS, AELEMZERTIE, UEETEBTRISSSAEMNZ
BT Hl SR B R R,

KXFIES

* NREFEANEBSANRS, NHMENEZRITHIZZSCSITIFHEMHSHER cluster kernel-
service show, cluster kernel-service show #r < (TEpriva IR F) Al B/ BT R AR i
WS ZH R BEMERESURZT REETKS.

/1 SCSI IR RS S HEN SEBFHEMT RIRIFPER R, EREBIRZ A, BIALBRITE

8] &,

* If you have a cluster with more than two nodes, it must be in quorum. IR EE KA R ETITIRR
RFPIERIBSE R RIEI TR A EE T alse. MR AZHITH SR 2 AIE ERER ; FE0 "
RBoR5&RERD"

S
1. MNERB AT AutoSupport « M5&3d i B AutoSupport JH S22 1EBheI 2R

system node autosupport invoke -node * -type all -message MAINT=<# of
hours>h

LR AutoSupport JHEZE 1E B T2 25N

clusterl:> system node autosupport invoke -node * -type all -message
MAINT=2h

2. ZEBERIE
a. MERITHIZRAVIEH SN <

storage failover modify -node impaired node name -auto-giveback false

b. N 'y HIEEIRNEERETEZRAAMMER? i
3. ¥ZmiEHI2E 2R LOADER 12755 :

NRZIRITHZEEE. ... B4 ...

LOADER 2R BET—%,

[EEERFRE ¥ Ctrl-C , AREHIUERNEE vo
AFAIR AT IR R MIBITIEBEHI S E T EZHITHIZS

storage failover takeover -ofnode
impaired node name -halt true

-halt true B35 N\ Loaderig R i’
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IR 2 . $5EHIBSiI T MetroCluster #1

BXRARBIEHEE, COMRERLHSRIVRTS, AELEMZERTIEE, UEETERTHRISSSAEMZ
BTl SR B R R,

* If you have a cluster with more than two nodes, it must be in quorum. J1REEE KA R HEHITITIRR

RiFRERISSEARNBITINR S EE T alse. MAFIEXAZHITHISE 2 AIE ERTHR ; 550"
BrHR5KERD"

s BwsnIAE iR EMetroClusterfc RS, HETRATFEBAMEERKES:
metrocluster node show
g
1. YR ZA T AutoSupport « M@ JEHAutoSupport ;B 22 1E B &b eI ZRF:

system node autosupport invoke -node * -type all -message
MAINT=number of hours downh

LA FAutoSupport JEE 221 B ah el = 2= 61/ 6

clusterl:*> system node autosupport invoke -node * -type all -message
MAINT=2h

2. ZHBHRIE:
a. NEERIEHIZEAIERI QAL TR
storage failover modify -node local -auto-giveback false

b. N 'y HIEEIIR N EESETEZABMOIR? "AY
3. ¥ZRIEHI2E 2R N LOADER 127R4%F:

MNRZHITHIZRER ... B4 ...
LOADER &Rt BET—T,
EEHEFTE & Ctrl-C , AREHIRTRREE vo

AGHRTRAEERRT AN NEBITERENEHIZSEESEEZhirhEs
RorEN)
storage failover takeover -ofnode
impaired node name -halt true

-halt true B #0&# N\ Loaderfe o

528 HITERIZRER
g
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1. NREERIEH, BIEMEM.
2. fERE S T RENE. EERTEIEFNSLE. BRI APRE RS EEEEEE IR L.

ST - HIA S5 53 A

0

= =<

f—

-

A

3. IRERGCRS K EITHIZRIREN2E
a. FIBTIEENEHR L, RERTFEEALTRERS. HERTHMEREIRS:

storage aggregate show -raidstatus !*normal*

* MR aLIR[E] “There are no entries matching your query. #k&5# N F— 7418, KMERTEERR
RHIREHER. o

* NRZepDREEREMER, BMRMEHIZEUEEAutoSupport¥ilE, FHEXRNetAppZHFERI LR
Hyi&_ﬁﬁgﬁj]o

system node autosupport invoke -node * -type all -message

'<message name>'

b. KEXHRFANEARNBREESFERKIEENEE:

event log show -severity * -node * -message-name *disk.missing¥*

* YR &<IR[E] "There are no entries matching your query.” #k4E# N F—#4,

* NRZELREEREMER, BN NMEHEEWEEAutoSupporttiE, FHEXFRNetAppsaHaBI 1A
BH—# B,

87


https://netapp.hosted.panopto.com/Panopto/Pages/Embed.aspx?id=2c46e4af-2c21-4f12-b065-b38b003d0ea2
https://netapp.hosted.panopto.com/Panopto/Pages/Embed.aspx?id=2c46e4af-2c21-4f12-b065-b38b003d0ea2
https://netapp.hosted.panopto.com/Panopto/Pages/Embed.aspx?id=2c46e4af-2c21-4f12-b065-b38b003d0ea2
https://netapp.hosted.panopto.com/Panopto/Pages/Embed.aspx?id=2c46e4af-2c21-4f12-b065-b38b003d0ea2
https://netapp.hosted.panopto.com/Panopto/Pages/Embed.aspx?id=2c46e4af-2c21-4f12-b065-b38b003d0ea2
https://netapp.hosted.panopto.com/Panopto/Pages/Embed.aspx?id=2c46e4af-2c21-4f12-b065-b38b003d0ea2
https://netapp.hosted.panopto.com/Panopto/Pages/Embed.aspx?id=2c46e4af-2c21-4f12-b065-b38b003d0ea2
https://netapp.hosted.panopto.com/Panopto/Pages/Embed.aspx?id=2c46e4af-2c21-4f12-b065-b38b003d0ea2
https://netapp.hosted.panopto.com/Panopto/Pages/Embed.aspx?id=2c46e4af-2c21-4f12-b065-b38b003d0ea2
https://netapp.hosted.panopto.com/Panopto/Pages/Embed.aspx?id=2c46e4af-2c21-4f12-b065-b38b003d0ea2
https://netapp.hosted.panopto.com/Panopto/Pages/Embed.aspx?id=2c46e4af-2c21-4f12-b065-b38b003d0ea2
https://netapp.hosted.panopto.com/Panopto/Pages/Embed.aspx?id=2c46e4af-2c21-4f12-b065-b38b003d0ea2
https://netapp.hosted.panopto.com/Panopto/Pages/Embed.aspx?id=2c46e4af-2c21-4f12-b065-b38b003d0ea2
https://netapp.hosted.panopto.com/Panopto/Pages/Embed.aspx?id=2c46e4af-2c21-4f12-b065-b38b003d0ea2
https://netapp.hosted.panopto.com/Panopto/Pages/Embed.aspx?id=2c46e4af-2c21-4f12-b065-b38b003d0ea2
https://netapp.hosted.panopto.com/Panopto/Pages/Embed.aspx?id=2c46e4af-2c21-4f12-b065-b38b003d0ea2
https://netapp.hosted.panopto.com/Panopto/Pages/Embed.aspx?id=2c46e4af-2c21-4f12-b065-b38b003d0ea2
https://netapp.hosted.panopto.com/Panopto/Pages/Embed.aspx?id=2c46e4af-2c21-4f12-b065-b38b003d0ea2

system node autosupport invoke -node * -type all -message
'<message name>'

4. KMBEIRHENVRAM , BRI THIEEHBIRIRE EIEE 4/5 PR LED K. FHNVEIT.

%

2SS
S EE

° NVRAM JXZ LED
9 NVRAMZE/RLED

° JNRNV LEDIER. BEERET—D,

° YNERNV LEDIAKR. IBFRNNMELIE. SIRIALMFRA BB D 8. BB RIASHF LIRS .
- NRIEERESM, BIEREM,
- MIEFIZRER IR (PSU) L1k T HI SRR B IR LK,

oo O

() nREHNRSEMERBE. B RRRSPSUIER,

~

- NIZHI SRR T RA L L AN SFPHIQSFPIRIR(MIREFEE). HiCREENERMUE,
REABERLEERET, UWEEERRELLEEREN, SERTIER,

[o¢]

- MIEHIBRIEIR P EN R4 B IR &
- BTERRATBEFS, ARRE IR F 8

[<e]

HEEHIZRARIR = MATAE RBE 175 o
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BB

BIEH

SHERRIRB LA, ARFEBEFRAERE L,

10. iz

1l 2R IR IRBYER SR

]
fu S

THISRIRIB LA, B RESS

K=

S 3. BN

BEEMNE, BHTRERENXNBRRAGHEERNHBIXERIR,

Sl B HHIRH B RIAE N E B XU IRIR
2. BEFFENBRRMENME RS, AERNBEREEM

*/

.
T

BIRE

®

ST BRI LR R U SRAED T XUB R IR,

T
T

REBEHERS
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e MU HRIR

3. W EHRAXBRIRIIN S SITHIZREIRAF OXTT, ARRKERANXBERBNIZHSEER, BFIHES
f)ﬁ —E)\:tu 'f_Lo

54T ENRETFIZSRIR
ENRREEHISRRRAERBE,

p
1. B=|REER THRRER AT UBHINUE. BRTESEETEXHA,

B SIERISRREBIRTTT.
2. BRI ERNRIGESTEROAOXNTT, ARFERSEREREARSN—F,

() ErEERSERELEAESR, RERGIETEZRY.

3. RIEEENFHRAREINHITRE,
MR TR T Uik 28(QSFPESFP). IR FEFER SN ERTEEN,

HRIZH G B4 EERZIEEERITHIZRRER. UETEEMEIIZRIERIGHEE. BERNEHZRNE
TR RFRVIEFIZRRGHRIR. HETER BRI RERSR,

4. SERITHI SRRV ER R
a. FiIEHISRREFHEANGE, EEES5PIRBEHTEMIL
IEHBERRT G, BMERMNS L.
REHISHRRBANIFER, B7ANEK, URBRITEZSS,

a. FeiE I sim Lie I E M E,
o BHIFAEBAEIR. —BERIRME, T MSEMBD.

MREEERER. BEREFSFERTLEEENETE. BEFRREREREDBIR,
6. B REFEEZRITHIZE M E ERIET:

storage failover giveback -ofnode impaired node name(%X)
7. NRERABHRIE. FEMBHE:

storage failover modify -node local -auto-giveback true(3&X)
8. AR B AT AutoSupport. MR R/BCEZE IEBEhEIEZRA:

system node autosupport invoke -node * -type all -message MAINT=E‘.ND(§+&3‘C)
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% 5% KHPESFHHIRE] NetApp

REBEMRHE RMA HEIRSEERHHIEE NetApp o "HHEEFERBXIFAER. BESITH.

E#NVRAM - AFF C80

G R MEFHESESHIMBIEHEEZARE, BEHRAFF C80 RFAHHINVRAM , EITTE
BEEXAZHAIEE 2. BiIEHIshi LT LISE 2B R. FENVRAMIEIR
ZINVRAM DIMM. B ECHLE, URISEPEEREFR[E]IZaNetAppo

FaZ Al
* RREEEETEREMT. S IER MNetAppit ZIRVEIRAA (R B IRA K.
* MREFERSETHFAEEMAMHFIERE!T, WMRKRIERIETT, BEKR "NetApp 25

$1F: XARBITHIZE
fER LUT Rz — X HER B R iiT 28,
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TN . KRERARS

BXRARBIEHEE, EOMRELHRIVRTS, AELEMZERTIE, UEETEBTRISSSAEMNZ
BT Hl SR B R R,

KXFIES

* NREFEANEBSANRS, NHMENEZRITHIZZSCSITIFHEMHSHER cluster kernel-
service show, cluster kernel-service show #r < (TEpriva IR F) Al B/ BT R AR i
WS ZH R BEMERESURZT REETKS.

/1 SCSI IR RS S HEN SEBFHEMT RIRIFPER R, EREBIRZ A, BIALBRITE

8] &,

* If you have a cluster with more than two nodes, it must be in quorum. IR EE KA R ETITIRR
RFPIERIBSE R RIEI TR A EE T alse. MR AZHITH SR 2 AIE ERER ; FE0 "
RBoR5&RERD"

S
1. MNERB AT AutoSupport « M5&3d i B AutoSupport JH S22 1EBheI 2R

system node autosupport invoke -node * -type all -message MAINT=<# of
hours>h

LR AutoSupport JHEZE 1E B T2 25N

clusterl:> system node autosupport invoke -node * -type all -message
MAINT=2h

2. ZEBERIE
a. MERITHIZRAVIEH SN <

storage failover modify -node impaired node name -auto-giveback false

b. N 'y HIEEIRNEERETEZRAAMMER? i
3. ¥ZmiEHI2E 2R LOADER 12755 :

NRZIRITHZEEE. ... B4 ...

LOADER 2R BET—%,

[EEERFRE ¥ Ctrl-C , AREHIUERNEE vo
AFAIR AT IR R MIBITIEBEHI S E T EZHITHIZS

storage failover takeover -ofnode
impaired node name -halt true

-halt true B35 N\ Loaderig R i’


https://docs.netapp.com/us-en/ontap/system-admin/display-nodes-cluster-task.html
https://docs.netapp.com/us-en/ontap/system-admin/display-nodes-cluster-task.html
https://docs.netapp.com/us-en/ontap/system-admin/display-nodes-cluster-task.html
https://docs.netapp.com/us-en/ontap/system-admin/display-nodes-cluster-task.html
https://docs.netapp.com/us-en/ontap/system-admin/display-nodes-cluster-task.html
https://docs.netapp.com/us-en/ontap/system-admin/display-nodes-cluster-task.html
https://docs.netapp.com/us-en/ontap/system-admin/display-nodes-cluster-task.html
https://docs.netapp.com/us-en/ontap/system-admin/display-nodes-cluster-task.html
https://docs.netapp.com/us-en/ontap/system-admin/display-nodes-cluster-task.html
https://docs.netapp.com/us-en/ontap/system-admin/synchronize-node-cluster-task.html?q=Quorum
https://docs.netapp.com/us-en/ontap/system-admin/synchronize-node-cluster-task.html?q=Quorum
https://docs.netapp.com/us-en/ontap/system-admin/synchronize-node-cluster-task.html?q=Quorum
https://docs.netapp.com/us-en/ontap/system-admin/synchronize-node-cluster-task.html?q=Quorum
https://docs.netapp.com/us-en/ontap/system-admin/synchronize-node-cluster-task.html?q=Quorum
https://docs.netapp.com/us-en/ontap/system-admin/synchronize-node-cluster-task.html?q=Quorum
https://docs.netapp.com/us-en/ontap/system-admin/synchronize-node-cluster-task.html?q=Quorum
https://docs.netapp.com/us-en/ontap/system-admin/synchronize-node-cluster-task.html?q=Quorum
https://docs.netapp.com/us-en/ontap/system-admin/synchronize-node-cluster-task.html?q=Quorum
https://docs.netapp.com/us-en/ontap/system-admin/synchronize-node-cluster-task.html?q=Quorum
https://docs.netapp.com/us-en/ontap/system-admin/synchronize-node-cluster-task.html?q=Quorum
https://docs.netapp.com/us-en/ontap/system-admin/synchronize-node-cluster-task.html?q=Quorum
https://docs.netapp.com/us-en/ontap/system-admin/synchronize-node-cluster-task.html?q=Quorum
https://docs.netapp.com/us-en/ontap/system-admin/synchronize-node-cluster-task.html?q=Quorum
https://docs.netapp.com/us-en/ontap/system-admin/synchronize-node-cluster-task.html?q=Quorum
https://docs.netapp.com/us-en/ontap/system-admin/synchronize-node-cluster-task.html?q=Quorum
https://docs.netapp.com/us-en/ontap/system-admin/synchronize-node-cluster-task.html?q=Quorum

IR 2 . $5EHIBSiI T MetroCluster #1

BXRARBIEHEE, COMRERLHSRIVRTS, AELEMZERTIEE, UEETERTHRISSSAEMZ
BTl SR B R R,

* If you have a cluster with more than two nodes, it must be in quorum. J1REEE KA R HEHITITIRR

RiFRERISSEARNBITINR S EE T alse. MAFIEXAZHITHISE 2 AIE ERTHR ; 550"
BrHR5KERD"

s BwsnIAE iR EMetroClusterfc RS, HETRATFEBAMEERKES:
metrocluster node show
g
1. YR ZA T AutoSupport « M@ JEHAutoSupport ;B 22 1E B &b eI ZRF:

system node autosupport invoke -node * -type all -message
MAINT=number of hours downh

LA FAutoSupport JEE 221 B ah el = 2= 61/ 6

clusterl:*> system node autosupport invoke -node * -type all -message
MAINT=2h

2. ZHBHRIE:
a. NEERIEHIZEAIERI QAL TR
storage failover modify -node local -auto-giveback false

b. N 'y HIEEIIR N EESETEZABMOIR? "AY
3. ¥ZRIEHI2E 2R N LOADER 127R4%F:

MNRZHITHIZRER ... B4 ...
LOADER &Rt BET—T,
EEHEFTE & Ctrl-C , AREHIRTRREE vo

AGHRTRAEERRT AN NEBITERENEHIZSEESEEZhirhEs
RorEN)
storage failover takeover -ofnode
impaired node name -halt true

-halt true B #0&# N\ Loaderfe o

$IE2: FEHNVRAMIZIREINVRAM DIMM

BB L THEMETTEENVRAMIEIRENVRAM DIMM,

93


https://docs.netapp.com/us-en/ontap/system-admin/synchronize-node-cluster-task.html?q=Quorum
https://docs.netapp.com/us-en/ontap/system-admin/synchronize-node-cluster-task.html?q=Quorum
https://docs.netapp.com/us-en/ontap/system-admin/synchronize-node-cluster-task.html?q=Quorum
https://docs.netapp.com/us-en/ontap/system-admin/synchronize-node-cluster-task.html?q=Quorum
https://docs.netapp.com/us-en/ontap/system-admin/synchronize-node-cluster-task.html?q=Quorum
https://docs.netapp.com/us-en/ontap/system-admin/synchronize-node-cluster-task.html?q=Quorum
https://docs.netapp.com/us-en/ontap/system-admin/synchronize-node-cluster-task.html?q=Quorum
https://docs.netapp.com/us-en/ontap/system-admin/synchronize-node-cluster-task.html?q=Quorum
https://docs.netapp.com/us-en/ontap/system-admin/synchronize-node-cluster-task.html?q=Quorum
https://docs.netapp.com/us-en/ontap/system-admin/synchronize-node-cluster-task.html?q=Quorum
https://docs.netapp.com/us-en/ontap/system-admin/synchronize-node-cluster-task.html?q=Quorum
https://docs.netapp.com/us-en/ontap/system-admin/synchronize-node-cluster-task.html?q=Quorum
https://docs.netapp.com/us-en/ontap/system-admin/synchronize-node-cluster-task.html?q=Quorum
https://docs.netapp.com/us-en/ontap/system-admin/synchronize-node-cluster-task.html?q=Quorum
https://docs.netapp.com/us-en/ontap/system-admin/synchronize-node-cluster-task.html?q=Quorum
https://docs.netapp.com/us-en/ontap/system-admin/synchronize-node-cluster-task.html?q=Quorum
https://docs.netapp.com/us-en/ontap/system-admin/synchronize-node-cluster-task.html?q=Quorum

1. FEHENVRAMIEIR
EFMNVRAMIEIR, BEVIFEIEE4/SPIRENZIER. REREBIFES BINF#1 TR

1. MNREEAREM, BIEREM,
2. (ERBEHE N REE. EERETRFIELE. LIHRVFETFRE RS EF EE EE R L.

WS - WINE U 53 AR

ol
WW%W
i il

= =<

O
0
L

3. IRIERSNRSKEITH SRR
a. EIEITEENERIZEL, BEFEEAATRERS. HERTSHREREGIRES:

storage aggregate show -raidstatus !*normal*

* R & <IR[E] "There are no entries matching your query. #£Ei# N F— N FH 1, MWEEESF
T_Ekgiﬂ’_]q[ﬁb%go o

* NRZMLIREMERIEMLER, EMFNMTHIZSUEEAutoSupport#iiE, FHEXRANetAppZ 13D
I JAIRBEGH— EE B,

system node autosupport invoke -node * -type all -message
'<message name>'

b. KWEXHRANE AR EEFERKIEENZEE

event log show -severity * -node * -message-name *disk.missing¥*

* YNR&<IR[E] "There are no entries matching your query. 4k£Ei#H# N F—#4,
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0o N O

* NRZELREEREMLER, BMRNMEHEWEEAutoSupportiifE, HEXRNetAppsHiaED
I JLGREN#H— 2 EE B,

system node autosupport invoke -node * -type all -message
'<message name>'

B RRET
ST HHIZ8A9 PSU.
() nREHNRSERERBR. B RRRSPSUIER
TS EORASEIS, FINE TR, AEREHSHH 3 54 BT,

- BRSBTS, HEARNMALEERTRENIIRE. REMR Tk,
- MANFERRRIER B4R NVRAM 3R

a. BT ORFBHRHE.
ORI EAE.
b. R i H B e BRI &
C. MHFEFREI T ZMNVRAMIEIR, 75 AR F RN O HIAT A O H R ARR AL A A8,

9 DIMMEE+&
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10.
1.

12.

13.

14.
15. 3

16.

17.

RENVRAMIEIRBIERS ERVRE Lo

MEZHNVRAMIEIRAZ—EIFDIMM, RER/FERESFEAINVRAMIERS,
REIRAR NVRAM IR R EEEINFEF

a. BRI S HHE4/5RAFEFT OMEE 75,

b. FERBRRBNEEP. REEOREPM—Em L. DUSERESIE FI0L
EMREITHIRRR, THISTESENGIRERNE.

a. FIThISEREREANE, BT SPREEH TS

BHISERELRE, HEIHE L.
() #EsIsEsBIES, BIBAEA, UGHRREES.

a. FEFBim Liedt R e &

EBRAIENBIR
(D) uReEDRER, EEERRAEREENER
IR AR B,

BRI TFEEZIRITHIZSME EEIE1T: storage failover giveback -ofnode
impaired node nameo

MREEZRAEHRE, BENBETE: storage failover modify -node local -auto
-giveback trueo

WRBA T AutoSupport, NRR/EVEZIEBRNEIESREA]: system node autosupport invoke
-node * -type all -message MAINT=ENDo

1%&I2: FHENVRAM DIMM
BFEHNVRAMEIRFFINVRAM DIMM. A EI FNVRAMIEIR, RAEBERBRDIMM,

1.
2.
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3. IRERANRSKEITH SRR
a. EETERNERIS L, RERSHFERMLATRERS. HERSHHERERVRE:

storage aggregate show -raidstatus !*normal*

* R & <IR[E] "There are no entries matching your query. #£Ei# N F— N FH B, MWEEESF
T_ﬁ;egiﬁqu[ﬁb%go o

* NRZGBLIREMERIEMER, EMFNMEHIZSUEEAutoSupport#iE, FHEERNetAppZ 13D
TLGREH — 2 53 B,

system node autosupport invoke -node * -type all -message
'<message name>'

b. KWEXHARANEARNBREESFERKIEENEE

event log show -severity * -node * -message—-name *disk.missing¥*

* YN8 &< IR[E] “There are no entries matching your query."#842# N T —%5,

* NRZALREMEMEMER, EMENMEHIZRUEAUtoSupportiitE, HEXZENetAppzHap
I JLGREN#H— 2 EE B,

system node autosupport invoke -node * -type all -message
'<message name>'

4. FIEREER.
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S R THEHIZEE) PSU.
() nREHNRSEMERBE. B RRRSPSUIER,

6. RTEHE ENAmOERS, FNETREMR NI, ARRBITHISShIHL 3 5 4 X7,
7. BRI E IR MRV @ IR TSR, | T hRIZIEAR.
8. MHFEHRMIERE T NVRAM 153R

a. TR,
O IEHBEFE.

b. R i H B BRI &
C. MHAERRETTINVRAMIRIR, F5AR R FHem A LI AAT A O KRR AL A4S,

o M BEIRH
9 DIMMB{E£E

9. ENVRAMIEIR M IERE EMIRE Lo
10. #EINVRAMIEIRAEE HAIDIMM,

() ESANVRAMBAIENFRUREEE., LREDIMMER1AI280(IE.

1. @ TFEDIMMBIE R EHIEDIMMMIGIERIZE. LUEITRDIMM,

12. ZEFMRAMN DIMM , 757AZR DIMM SHEEXITT, AER DIMM B NGE, BIMERSHE



EiL,
13. ¥ NVRAM 1RIRLIEEHFGP

a. FRREZBAGE. BEOEHABFRSI0ONRENE. AE—EHR _LheiE RS LSRR B
EELo

14. ERREEHERIR, FHET2BNGILEENBD.
a. FITHISSERFFHEANE, EEICSTIREEHTEML
ISR e A, MEABS LA,

() #EsIsERBANGES, BIRAEA, UGHRTEES.

a. FPiEF M Lied R iE &,
15, KRR,

() nResERER EEERAEREEIGRE

16. L EIRIER M LiEd R XA E.

17, B RIFFHEEZRITHIZR M E IEBIET: storage failover giveback -ofnode
impaired node nameo

18. NREZAEBERE, BEHBHETE: storage failover modify -node local -auto
-giveback trueo

19. W1RF AT AutoSupport, MIEE/EUEZIEEEIEZRG]: system node autosupport invoke
-node * -type all -message MAINT=ENDo

Step 3: Reassign disks
B IE B ThiTHIZR B IARAIDER. AERIERE ELMLILES,

(D oarEEsNRAVEREA BEEHSEHE. TREMTNVRAM DIMMEL,

p 3
1 MREFIBLTEIPRR (7 >12TH) , BH4HAEH#N LOADER 271!

halt

2. NI ERMBEFRTAR. BihizhlzE. HFERRAEARARIDFRLAMRTEESRSIDIEBEA_Y o

3. FIFMIBERAITHISTH B LETRSE/RICEE, RAENEENEHIZREIIEEEBo i SENE
R4 ID:

storage failover show

Eomfhdd, BZER—FKERE, REZHITHIR LNARS ID EEN, HESRIEMRBIB ID fMH 1D, 7
UTFREIF, a2 B5EmEi, HFAEBHMIEAS ID 151759706,
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nodel:> storage failover show

Takeover
Node Partner Possible State Description
nodel node2 false System ID changed on
partner (0Old:
151759755, New:
151759706), In takeover
node?2 nodel = Waiting for giveback

(HA mailboxes)

4. RFIT IS
a. MEERRIEHIZEP, VAIFIREIRMITHIZBZNEMETIE): + storage failover giveback -ofnode

replacement node name
B R EIEFMEH BT
MRATFRLKIDALEMBREBEZRSKID. MRBEA_y o
MRRELE R, ERIUEEBELT R,
BXREMER, BBN "FRiban < HES R
a. ERRIEE. FIAHAKEI TR RF BRI LUH{TIZE . storage Failover show
storage failover show HVMIEAREE System ID changed on partner JH S,
S. IR REEIEHSE:
storage disk show —ownership

BFiEHes RN B RN ARSKID, ELUTRAIF. node1ifENEEZIMEE RIFAIARSZID 151759706
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nodel:> storage disk show -ownership

Disk Aggregate Home Owner DR Home Home ID Owner ID DR Home ID
Reserver Pool

1.0.0 aggr0O 1 nodel nodel - 151759706 151759706 -
151759706 Pool0
1.0.1 aggr0_ 1 nodel nodel 151759706 151759706 -

151759706 Pool0

6. MNRAZFKFBMetroClusterfii &, B EITITHIZRAIRTZ . nnode show MetroCluster
8RS, MetroCluster EEEFRZE/ LW A BEMEFEERS, L, SMIHIBRETEBEERS, HE
DR BE&HERIEE®EI, The metrocluster node show -fields node-systemid command
output displays the old system ID until the MetroCluster configuration returns to a normal state.

7. SNR¥HISEX A MetroCluster BRE, MIAEHE MetroCluster IR, MRFIAFFE E S RMLL S _FAYIEHI2E,
BWIE DR * ID FERE S B nMENRIGFIEE.

SNREISAE TR, MBFHITICRIE:

° MetroCluster B2 & &b FHIHEIR S,
o SR AL FHAR R NEIFRE S,

20 "7 = MetroCluster BBEH, HMEFIENSTE HA ZREH MetroCluster tIRHAE & F&"
ﬁ?&ﬁ,ﬁﬁmu

8. MBI RS HEAMetroClusterfit . 1BRIEEREEEESTMNMTHIZE: nnode MetroCluster show - fields
configure-state

nodel siteA::> metrocluster node show -fields configuration-state

dr-group-id cluster node configuration-state
1 nodel siteA nodelmcc-001 configured
1 nodel siteA nodelmcc-002 configured
1 nodel siteB nodelmcc-003 configured
1 nodel siteB nodelmcc-004 configured

4 entries were displayed.
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S WIFSMTHIBR B S FETHANE

vol show -node node-name

10. SIRBATFEME. NBFERINEE
N BRI ERIRIT RS E EBIETT:

storage failover giveback -ofnode impaired node name(%&X)
2. (IRELAEHRE. FEHBHE:

storage failover modify -node local -auto-giveback true(®&X)
13. NERB AT AutoSupport. NIRR/BGHZE 1IEBThEIE =G

system node autosupport invoke -node * -type all -message MAINT=E‘.ND(§+&3‘C)

%45 BHIRLHHRE NetApp
RIBERIE RVA SIS HRE NetApp o "SMFREFMER BXFMER. BB NRE
EHENVEEth- AFF C80

HAFF C80RLHMINVE M IR R ABES A EHREN. IFTFLUEMR. RAEHTTEESE
HAEMR B R BAZIE, BHLIREEEXAZFIEH . H TG SRR, BERNVEh,
B REERIZIRIR UG PE SRR [EINetAppo

RGPRFRE EMAGRIERIRTT; SN, ERIERRRAZ.

$1F: XARHITHIZE
fER LT EI Z —XHEiE B R hEs.
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TN . KRERARS

BXRARBIEHEE, EOMRELHRIVRTS, AELEMZERTIE, UEETEBTRISSSAEMNZ
BT Hl SR B R R,

KXFIES

* NREFEANEBSANRS, NHMENEZRITHIZZSCSITIFHEMHSHER cluster kernel-
service show, cluster kernel-service show #r < (TEpriva IR F) Al B/ BT R AR i
WS ZH R BEMERESURZT REETKS.

/1 SCSI IR RS S HEN SEBFHEMT RIRIFPER R, EREBIRZ A, BIALBRITE

8] &,

* If you have a cluster with more than two nodes, it must be in quorum. IR EE KA R ETITIRR
RFPIERIBSE R RIEI TR A EE T alse. MR AZHITH SR 2 AIE ERER ; FE0 "
RBoR5&RERD"

S
1. MNERB AT AutoSupport « M5&3d i B AutoSupport JH S22 1EBheI 2R

system node autosupport invoke -node * -type all -message MAINT=<# of
hours>h

LR AutoSupport JHEZE 1E B T2 25N

clusterl:> system node autosupport invoke -node * -type all -message
MAINT=2h

2. ZEBERIE
a. MERITHIZRAVIEH SN <

storage failover modify -node impaired node name -auto-giveback false

b. N 'y HIEEIRNEERETEZRAAMMER? i
3. ¥ZmiEHI2E 2R LOADER 12755 :

NRZIRITHZEEE. ... B4 ...

LOADER 2R BET—%,

[EEERFRE ¥ Ctrl-C , AREHIUERNEE vo
AFAIR AT IR R MIBITIEBEHI S E T EZHITHIZS

storage failover takeover -ofnode
impaired node name -halt true

-halt true B35 N\ Loaderig R i’
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IR 2 . $5EHIBSiI T MetroCluster #1

BXRARBIEHEE, COMRERLHSRIVRTS, AELEMZERTIEE, UEETERTHRISSSAEMZ
BTl SR B R R,

* If you have a cluster with more than two nodes, it must be in quorum. J1REEE KA R HEHITITIRR

RiFRERISSEARNBITINR S EE T alse. MAFIEXAZHITHISE 2 AIE ERTHR ; 550"
BrHR5KERD"

s BwsnIAE iR EMetroClusterfc RS, HETRATFEBAMEERKES:
metrocluster node show
g
1. YR ZA T AutoSupport « M@ JEHAutoSupport ;B 22 1E B &b eI ZRF:

system node autosupport invoke -node * -type all -message
MAINT=number of hours downh

LA FAutoSupport JEE 221 B ah el = 2= 61/ 6

clusterl:*> system node autosupport invoke -node * -type all -message
MAINT=2h

2. ZHBHRIE:
a. NEERIEHIZEAIERI QAL TR
storage failover modify -node local -auto-giveback false

b. N 'y HIEEIIR N EESETEZABMOIR? "AY
3. ¥ZRIEHI2E 2R N LOADER 127R4%F:

MNRZHITHIZRER ... B4 ...
LOADER &Rt BET—T,
EEHEFTE & Ctrl-C , AREHIRTRREE vo

AGHRTRAEERRT AN NEBITERENEHIZSEESEEZhirhEs
RorEN)
storage failover takeover -ofnode
impaired node name -halt true

-halt true B #0&# N\ Loaderfe o

528 HITERIZRER
g
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1. NREERIEH, BIEMEM.
2. fERE S T RENE. EERTEIEFNSLE. BRI APRE RS EEEEEE IR L.

ST - HIA S5 53 A
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f—

-

A

3. IRERGCRS K EITHIZRIREN2E
a. FIBTIEENEHR L, RERTFEEALTRERS. HERTHMEREIRS:

storage aggregate show -raidstatus !*normal*

* MR aLIR[E] “There are no entries matching your query. #k&5# N F— 7418, KMERTEERR
RHIREHER. o

* NRZepDREEREMER, BMRMEHIZEUEEAutoSupport¥ilE, FHEXRNetAppZHFERI LR
Hyi&_ﬁﬁgﬁj]o

system node autosupport invoke -node * -type all -message

'<message name>'

b. KEXHRFANEARNBREESFERKIEENEE:

event log show -severity * -node * -message-name *disk.missing¥*

* YR &<IR[E] "There are no entries matching your query.” #k4E# N F—#4,

* NRZELREEREMER, BN NMEHEEWEEAutoSupporttiE, FHEXFRNetAppsaHaBI 1A
BH—# B,
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system node autosupport invoke -node * -type all -message
'<message name>'
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° JNRNV LEDIER. BEERET—D,

° YNERNV LEDIAKR. IBFRNNMELIE. SIRIALMFRA BB D 8. BB RIASHF LIRS .
- NRIEERESM, BIEREM,
- MIEFIZRER IR (PSU) L1k T HI SRR B IR LK,
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() nREHNRSEMERBE. B RRRSPSUIER,

~

- NIZHI SRR T RA L L AN SFPHIQSFPIRIR(MIREFEE). HiCREENERMUE,
REABERLEERET, UWEEERRELLEEREN, SERTIER,
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- MIEHIBRIEIR P EN R4 B IR &
- BTERRATBEFS, ARRE IR F 8

[<e]
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a. FHMEBKIENRAIRIEE, HHRIELSE (L,

b. YeathiBIANIEIE, AERMTREMA, UHBRAEZL,

& ENVESEES.

B RISk BE TEHRIE .

54T ENRETFIZSERIR
ENR RIS RRAENR R,
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R=[EER FEZAUBHIIE. BRESEETEXH.
BN EHISBRIRE BIRT T
REHSRRORIESHRAFRFONTT, ARRKEHSERERENRSEN—F

() amREsISEREL EAIER, BIERGIETEXRN.

RIEEENEFERARETEITRE.
SNRIGMIPR T WA 28(QSFPELSFP). RIZSEEANSANERRTEE .

HRIZH S BA EERZIEEEREHIZRER. UETEEMEIINZRIERIGHES. BERNERZRNE

TR RIFBIZHIZRRBER. HETE2ENEEIEFIRERRR.

FERHT RIS IRIR BT 2

a. FTHIZEIREFEANE, EEIESPREEH TE2MIL
IEhSEERT G, MERMNS L.

REHISRRBANIFER, B7ZANEK, URBRITEZES,

a. FEFBim Liede R iE &

- BHEREENER, —ERRME, EHBMIENB.
MREEERER. BEEHSEERTL2EERNAETRE. BERREMERZBIR.



6. BERE M ER T HIRME ERIETT:

storage failover giveback -ofnode impaired_node_name(ﬁf()
I MREZRABEMRE. BFEHBRAE:

storage failover modify -node local -auto-giveback true(g"&j()
8. MNRFA T AutoSupport. MER/BUEZELE B Ehel 256!

system node autosupport invoke -node * -type all -message MAINT=END(3X)

58 5 & FHFEEMHIR[E] NetApp
KEREAREME RMA RIS FEER RO NetApp o "EHREFEREXIFMAER. BEINTHE.

/0 1&IR

AN EHRI/OREIR LR - AFF C80

AFF CB0RZR] LIR ALY RENEHI/OIR, LUEIRMAHEZMt6E. EHRMAETIRE
FRRPEARIRET . RINEERI/ORIREXR B E,

ERTLUSAFF C807FfiE R 4erh & EMIERYI/OIRE M N EREILEE B/ OIRE R ER R BYI/ORIR, EIER] LA
R I/ORRRAINE BB THEIERN RS,

* AN INI/ORRER"
ANEZERA LR RE. BMTFHERE—RREIMEE. RAENATESET.
* Pk 110 1RIR"

i&?ﬂi}ﬁ /0 IRRAVFIEERRARFERIIT N N EREFERIR, MR AREME ISV BIH R RS A

* "EERI/OEIR"
A EHREN/OERAI LR RASAEREI HRERITRE

OGRS
AFF C801zHl28 LBII/OE/EAR S A1EI11. W TFEFATR,
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ANNOTEIR- AFF C80
B/ORRARNEIAFF C80& S, LUEEWMLIERZHY BRARWIBELUERENEE .
WMREFE NS S A IEEIYETeET . el LUEI/ORBURINEI R F A,

XFIAES

MRFE, EALITAEEMARMUEER) LED. UHBBELYEBAREMNZEMNEERS, FHASSHER
EIBMCH I “system location-led on' &5 <%

FERSGEBMMIELED. 8 MEHIZS E—1. Location LEDs remain illuminated for 30 minutes.

4TTLXEHU)\$@3|§E9€I‘7E system location-led off. WIREFHELEDERSEERIEXN. ATLIRING
EFEHRKES system location-led showo

SR RAZIREHIERER
fEF LA 2 — K BR B R H 8RR,
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TN . KRERARS

BXRARBIEHEE, EOMRELHRIVRTS, AELEMZERTIE, UEETEBTRISSSAEMNZ
BT Hl SR B R R,

KXFIES

* NREFEANEBSANRS, NHMENEZRITHIZZSCSITIFHEMHSHER cluster kernel-
service show, cluster kernel-service show #r < (TEpriva IR F) Al B/ BT R AR i
WS ZH R BEMERESURZT REETKS.

/1 SCSI IR RS S HEN SEBFHEMT RIRIFPER R, EREBIRZ A, BIALBRITE

8] &,

* If you have a cluster with more than two nodes, it must be in quorum. IR EE KA R ETITIRR
RFPIERIBSE R RIEI TR A EE T alse. MR AZHITH SR 2 AIE ERER ; FE0 "
RBoR5&RERD"

S
1. MNERB AT AutoSupport « M5&3d i B AutoSupport JH S22 1EBheI 2R

system node autosupport invoke -node * -type all -message MAINT=<# of
hours>h

LR AutoSupport JHEZE 1E B T2 25N

clusterl:> system node autosupport invoke -node * -type all -message
MAINT=2h

2. ZEBERIE
a. MERITHIZRAVIEH SN <

storage failover modify -node impaired node name -auto-giveback false

b. N 'y HIEEIRNEERETEZRAAMMER? i
3. ¥ZmiEHI2E 2R LOADER 12755 :

NRZIRITHZEEE. ... B4 ...

LOADER 2R BET—%,

[EEERFRE ¥ Ctrl-C , AREHIUERNEE vo
AFAIR AT IR R MIBITIEBEHI S E T EZHITHIZS

storage failover takeover -ofnode
impaired node name -halt true

-halt true B35 N\ Loaderig R i’
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3%1512: MetroClusterft &
()  REORARFNS A MetroCluster BE, W/NEMILBIES B,

BRAZHIEHRE, CRIRERRISIRES, AELBEEIREESR, WESTESNERSHREMT
iz hl 2R R R,

* If you have a cluster with more than two nodes, it must be in quorum. J1REEFIAZIHEHZI TR
RFNIERIRER R TR A E E R alse. MAEXAZHITHI I 2 AIE ERBER ; FE0 "
BhHRS5&ERD"

* YNREFEEBIE MetroCluster BLE, MATIAEEE MetroCluster FeERE, HFETRATFERH
BIFERIRES (MetroCluster node show) o

TE
1. MNER BT AutoSupport. Ni&EZ A AAutoSupportts S22 1F EEIRIEZER]: system node

autosupport invoke -node * -type all -message MAINT=number of hours downh

A FAutoSupportip SR 2 IE BB RIS clusterl:*> system node autosupport
invoke -node * -type all -message MAINT=2h

—_,—

2. NBITIEERIEHIZSSRIEHI A2 ABMASE:. storage failover modify - node local
-auto-giveback false

3. ¥ZRIEHI2E 2N LOADER 18R 4%F:

MNRZHITHIZRER ... B4 ...
LOADER &Rt BET—%,
EEFFRE ¥ Ctrl-C , ABRTEHIMERNEE vo

AGRTARERRTAT N EERBRERSIMSTERRNEHSZEIITHISE. storage

RoEN) failover takeover -ofnode impaired node name

LY RiEI2E 7R Waiting for giveback... BY, 3% Ctrl-C , ZAfS[E]
%
= Yo

828 FIIFREINORIR

MREERFZEE A BIEE. BRNI/OBRRREIHP— ] BifEH. NRFAEEEYESH. FEHTH
BIOERRUEE=TE. AELREMER,
FIaZ H

* 1Z "NetApp Hardware Universe" LUIRFTEVI/ORIR S BRI EME R A IEIETEIZITAIONTAPAR AR Ao

« If multiple slots are available, check the slot priorities in "NetApp Hardware Universe" and use the best one
available for your I/O module.

* HRFFE Bt A IEBIE1T.
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NRIGHREM, BIEREM,

M e A BIRFR. HARNSISLEIRITRANE R, ARM The,
MFEZR LEIT BARBE= BRI

a. BT EEEREBER ER OB

b. 3 AL H BRI REIT B ARIR

C. FFEmANCLEANTAOR. AERRKRRILAME. MR MAFERE T,
L5 1/0 1RIR:

a. FFI/ORRSHEHEIEFF CIRILS X 750

b. FEIRIZFZHIBNIGE, EETDBANGE, AERORAN—Em LR, WRBERSIE

(R OB BIE T
() wRFaREREN 10 BPRET S8, LA IS,

R BB R A LR EI XA E,
MLoaderf@ R i, EFBHTR:

bye
() BB ERAKIOBRTIE AL, AREI BT M.

MECHE 2R 3T eI 2S
storage failover giveback -ofnode target node name

izhles B E8 RS R
AEITRARFNT R E. MRFERTBHRE. BREER:

storage failover modify -node local -auto-giveback true
YR B AT AutoSupport. MR RBoheI 225

system node autosupport invoke -node * -type all -message MAINT=END

RUORRA MBI T IRTHN RS
TR LUB T E F A /ORR AT E U E REMB/ORIR, KI/OBIRAFNNEI TR ETHI R TR,

KFUIES
HRET BRSO N E e 2 H TN R AR LU T IER .
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NICEINIC (IwO%AERE) LIF S EHEITHIZ R X AN BT,

NICEINIC (IR ARE) BEENESAREHRIRIIEMERO, EXEFMAEE. BFSR T
% LIF"

1BENICIEZ EITZHEI/OIEIR f£F8 System Manager ¥ LIF ;K ATHEIRENE RO, 0FFHR "
T LIF"

HIE

1. INREEARESM, FIEFEEM,

&R TBER /0 #BIR LA B L.

M TS EIRIER. HEARSIALERIERANENIZE. AREM TiEE.
MANFERE T B4R 1/0 1=3R:

a. # e BiRH.

b. R AL FI SR BT AT B ARIR

C. BFmANLRAMAOR. ARRKRRIEAE. MR MAFEFRE T,

A w0 Dd

HRIRERER 1/0 #RIRFRTEBIEE.

O. I/ORIR L FE I AERH BAREE !

a. FHRIRSH BB QRIS TFo

b. RIRREZHBNIGE, EETDBANNME, AERORAY—Em L, MRBERHEL,
ERG LR O IREREEE IR E.

ESRHMRED BB HITHISI R EMRIR,

R B R M et B XA B,

MINEEFRTR: _BYE_EHERNTHIZE
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R PR EF R PCle RMEMAH. HEHBIHT R

@ NREEEFHBIHAEER PSR . 15S W "BURT 1494308 -FE#I/OfEIRERAIE] AT 6E
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10. MECIH=HISR3TIE 1T HI2E
storage failover giveback -ofnode target node name
. MMRERRAEHRE. BEBALLIEE:
storage failover modify -node local -auto-giveback true
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° WNREET TNIC /OEIRFHLEET FHHINIC /ORIR, EXE MmO Fnetworkdn < :
storage port modify -node *<node name> -port *<port name> -mode network

° YNRIGEIT TNIC /ORRRHALE T FEI/ORIR, IBFIRIBAFTIR L ENS224 B IR H N E L IR
ITAER"

13. 31523 B EE LIRS R

ik 110 1=3R - AFF C80

gN2R AFF C80 TFERLHRRILIKM I/0 IR LE, HEFERIHEFTE ONTAP kit
REXR, MWETBERZIRIR,

ERIEIR 110 IR, BHREERAEZITHRE ONTAP 9.18.1 GA REBEIRA, HEEFFMERSAM 110 &R, #
IR IV RERIRIR, EEHARIREA, BFMERSME R ERIRE, FHRHIMEERIEIEE] NetApp,

XFIAES

EERHIEER 1/0 BRZH], TERITFERE,

* EPGHIRERENG an < N A T IEHRRVITHIZEA 1/0 HEAE !

° _RHuEHas_REEEMR 1/0 RIRAVIEHER.
°© _RERIEHIE_BRIITHIZRAT HA (K.

* BRILITAERASRUE (B6) 15517, UBBKREMZZMIFHERY. €A SSH &R BMC Hia

A “system location-led on' &35
ZEEAREE=MIE LED: — MR EAETERL, — M EESMEHIZE L. LED RIF=IE 30 28,

R LR NG S EH KX system location-led off, MIRERHHELEDESEILEIEKN. A AR NG
SRWBEBERE system location-led showo

TE1 BREFERRBERRFER
EFERALIRE, BNEERALITIEIT ONTAP 9.18.1 GA XEBIRAE, HEEHNEFERALITNHEFMBEER,

@ INRIENFHERLARITIT ONTAP 9.18.1 GANESIRAE, NI EAERIEE, EHMER "Eift

/0 BIRIZF"o

* BIEERERERERERILORN /0 #81R, ZIGEEERTER. HANZFRRENERKOLAS, HEAE

LR 1O 1RIR, FIETEER I/0 HEIRAEY,
BB FFM#EK MetroCluster BYim ALK /0 EIRA Bl HdER.

c BHERRS (ERENBIRENERRE) AT UEEERAASIFINERHENT 2.
s EBFHFRIE T RAN TSI TIEREIRY ONTAP iz (ONTAP 9.18.1GA S EEhk4s) mXiz{T+ERE ONTAP hk
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* FEAGTHES ST UL T UTREZ—
° MMMEHIZRER A LUSEIHIZTT 10 (RRIEHHE)
° IIRHERHEER /0 RIR5 |2y, AATRERMAEESET, WE—IZRISHTELTZRER

[s3Ye)

AERLEBRT, BT /O RIRKFE, ONTAP RILIBEIREE—ITHIs. Fa0, RBIKLERN /0 1RIR
BEFERERDO (ZEHE LOPTEREIHEEIEXA) , ONTAP ZERITERE,

* FREARDNEHMARFROIIERIZT, MRKRESETIT. BEKR. "NetApp HAEBHEIT

2o
SR 2. ERFHERSM V0 BRIRIEE
HEEFFERREMN /0 RIRIERE, UERI R 2HEN T HIEKFER 1/0 #8IR:

pg
1. IEffatEt,
2. fREBBGLURBIENRIRIR, ARMBIR I/0 BRIRIKR TFE B L.

/0 FRRW H IR (OGS TFREBEXARS) ; B2 tﬂ%&ﬁ%%i?ﬂ?ﬂk &, ARE
@ Nes&E— 1T EBETHNERRO, MU??E'F%@L‘C%%EZQEEJJE%

RTHREEFFADH, URRTHEMEREDN LIF SETR, ARHSLITRE,

3. WIRB AT AutoSupport . M3&EZ i AAutoSupport JHEZ 1B RhBIEZRG:

system node autosupport invoke -node * -type all -message MAINT=<number of
hours down>h

5140, LATFAutoSupportid S =HIHI B 5hZ 5 eIE /) e :
node2::> system node autosupport invoke -node * -type all -message MAINT=2h

4 MREBFUHTNFEREE, WRERRABLEIER:

i B4 ...
?:E%T?c IEHIZREIZREE SR BRBMRE:

a. MEEHSFENHMNIZRISENER SMALU TG

storage failover modify -node local -auto
-giveback false

b. #HN 'y HIEEIRR BRAEEIER? iy

M MR EREHIEITII0 (| BET—%,
TR fAtERE)
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O WREMIER /0 RIRMARS PIEFRHXABIR, LUEEHFE:
a. A<

system controller slot module remove -node impaired node name -slot
slot number

b. HN 'y HEFIRREARLLEET?

Fan, LUTFaSEERTR 2 (RUTHIR) LRYEE 7 PRSERIREER, HET—FAUL2BEG

RIHS:

node2::> system controller slot module remove -node node2 -slot 7

Warning: IO 2X 100GBE NVDA NIC module in slot 7 of node node2 will be

powered off for removal.

Do you want to continue? {yln}: vy

The module has been successfully removed from service and powered off.

It can now be safely removed.

6. IOIE& MR 1/0 HEIREXHARIR:
system controller slot module show

MR TR " powered-off TEPEIRIR N ELAGHIER S HY “status' 51,

TR 3. BREIKFER /0 1RIR
R IR ERRY 1/0 HEIREMAFHH 1/0 1RIR,

p

1. R RN, BIERREM,

2. M FIEESALEEREITR. HARNMELAEEEITRENIAVIR. ARR Tk,
3. MIZHIZRHEIRAE T I/OEIR |

(D) TESRTHTATMNSE IO R BE, BREBE—1 10 Bk,
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a. | IF PR,
b. &M BIR A REIm B IRIR,
C. BFIB NIRRT AOL. AEBERAIHIEHIZEIR. MMEER M IEHIZHEIRPET,
IRER 1/0 MR TR MEE S,
4. 3% 1/0 BHRMIE—=,
5. BB AMI/OBIRLE T BiRERET:
a. ¥ 1/0 R EIHEEDEITTT.
bﬁ&mﬁﬁw%Aﬁﬁsaﬁ%Q%Aﬁﬁﬁﬁms%Eﬁ&%ﬁﬁ—aﬁtﬁﬁ\uﬁﬁmﬁiﬂ
o
6. FI/OER L%,
7. B BRI DI PIENE,

PR 4: {EFEHR 1O {RIREXA

REEHRAY 1/0 #EIREXA, JOIE /O #RIRIFOEMINANIAN, WIHGEEEER, FARKIE /0 HIREBENHKIR

Al

KFUIES
FEH /0 BERARKIROMEREFIRERE, LIF FRERERR 1/0 iR,

P
1. BEEHR 1/O HEIREEN :

a. MALUTHS:

system controller slot module insert -node impaired node name -slot
slot number
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b. BN 'y HEFIRREARLLEET?
WM ERIA 1/0 BRIRERINEL (FFHl. IR HRNER)
flan, AT fET R 2 (RiIEHER) LRVEIE 7 B, AERIZIREEMNTRER:

node2::> system controller slot module insert -node node2 -slot 7

Warning: IO 2X 100GBE NVDA NIC module in slot 7 of node node2 will be
powered on and initialized.

Do you want to continue? {y|n}: "y

The module has been successfully powered on, initialized and placed into
service.

2. BHE 1/O R EMNE MmO BT ERIIIEL:
a. NZIEHIZRRERI QAL TR <:
event log show -event *hotplug.init*
()  EAFRENEAERRSONAK BRSNS S,

BN ER—1EZ 1 hotplug.init.success EMS E4H hotplug.init.success: 1E "Event 5, 38R
/0 &R LS RO E RIFIE .

g0, ARSI ER /0 i e7b # e7a BYFIIA1LELIA:

node2::> event log show -event *hotplug.init*

Time Node Severity Event

7/11/2025 16:04:06 node?2 NOTICE hotplug.init.success:
Initialization of ports "e7b" in slot 7 succeeded

7/11/2025 16:04:06 node?2 NOTICE hotplug.init.success:
Initialization of ports "e7a" in slot 7 succeeded

2 entries were displayed.

a. NRIHOFIBUKIK, BEE EMS HEUTREXRBNEESE,
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3.

JOIE /0 tRIRIEIE S BB H EEMLE:

system controller slot module show

RN 2 RGBSR powered-on, EIt /0 RRATLIETT,
i /0 BREEANH BT A,
MEHIE ISR AEHI S RN <

system controller config show -node local -slot

slot number

S0 1/0 BRBRERINEAHAHBIRG], MiaHFETR /0 RIRER, SEHENKOES.

g0, xFHEE 7 FRY /O RR, ENIZERIFRINT LA TARSAYREL

node2::> system controller config show -node local -slot 7

Node: node?2
Sub- Device/
Slot slot Information

e7a MAC Address: d0:39:ea:59:69:74 (auto-100g cr4-fd-

CISCO-BIZLINK
L45593-D218-D10

QSFP Serial Number: LCC2807GJFM-B
e7b MAC Address: d0:39:ea:59:69:75 (auto-100g cr4-fd-

7 - Dual 40G/100G Ethernet Controller CX6-DX
up)
QSFP Vendor:
QSFP Part Number:
up)

QSFP Vendor:
QSFP Part Number:

CISCO-BIZLINK
L45593-D218-D10

QSFP Serial Number: LCC2809G26F-A

Device Type: CX6-DX PSID(NAP0O000000027)
Firmware Version: 22.44.1700

Part Number: 111-05341

Hardware Revision: 20

Serial Number: 032403001370

TR 5. MEFERARIERET

B mERENEHISRREAFEMETE (RIEFRE) . MEADER RIEFE) . Wk LF UTFHEERO LMK
E#/E A AutoSupport BEIEFIGNE, BEMERSMEREETITIRS.

p

Z3

1 REEHFERAIEIEEITH ONTAP WRASURIZRIZRAVIAS, ERIREIEHE EREFHEAME B

r:
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& BA ...

%E%E—E%‘J%%Eﬁbﬁ'éﬁéfﬂk a. BIZEHFMETE, KERENERIRMEERET:

storage failover giveback -ofnode controller
that was taken over name

b. MIRIEE BT HIRRYIEH & R E BBl

storage failover modify -node local -auto
-giveback true

A ERIZBSEEBIFHIEIT /0 (| BET—%,
TRIHEE)
2. BFPEEORERMEF T aMiEORE: network interface show —is-home false

ﬁﬂ%ﬁﬂLUNﬁ'Jjjfalse\ EBEARBIEFIFKO: network interface revert -vserver * -1if

3. YNR B T AutoSupport. MR [R B EheI 22

system node autosupport invoke -node * -type all -message MAINT=end

5 6 . FHIEEFIRE] NetApp

RIREMHEMEY RMA IRBRREEFEERHIRE] NetApp o "ERfHREIFIER " EXFMER. FERNNHE.

§8i% 1/0 1=IR - AFF C80

HIEBYAFF C80 R4EHRY I/0 BIR R EMIENFEBEARLUSHFE S RIIEREMIINTHEER ,
TBEERIZ 110 IR, E?ﬁx_hﬁjﬁéél?ﬂ? Shilgs. EERPRRY /0 RIR. EFBEHERIZE,
AR FEER IR [EINetApp, ERT LUK I 75 75 BB T8 R e S2 5 AP B ONTAPRRZS,

FIaZ Al

B IEE T ERER .

* MIREFERSTRIPIE EMtAMHIYEREIT;, BN, BERARAZF.
£1F: RARBUTHIE
ERUTERZ — XA SR E RinEHeE.
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TN . KRERARS

BXRARBIEHEE, EOMRELHRIVRTS, AELEMZERTIE, UEETEBTRISSSAEMNZ
BT Hl SR B R R,

KXFIES

* NREFEANEBSANRS, NHMENEZRITHIZZSCSITIFHEMHSHER cluster kernel-
service show, cluster kernel-service show #r < (TEpriva IR F) Al B/ BT R AR i
WS ZH R BEMERESURZT REETKS.

/1 SCSI IR RS S HEN SEBFHEMT RIRIFPER R, EREBIRZ A, BIALBRITE

8] &,

* If you have a cluster with more than two nodes, it must be in quorum. IR EE KA R ETITIRR
RFPIERIBSE R RIEI TR A EE T alse. MR AZHITH SR 2 AIE ERER ; FE0 "
RBoR5&RERD"

S
1. MNERB AT AutoSupport « M5&3d i B AutoSupport JH S22 1EBheI 2R

system node autosupport invoke -node * -type all -message MAINT=<# of
hours>h

LR AutoSupport JHEZE 1E B T2 25N

clusterl:> system node autosupport invoke -node * -type all -message
MAINT=2h

2. ZEBERIE
a. MERITHIZRAVIEH SN <

storage failover modify -node impaired node name -auto-giveback false

b. N 'y HIEEIRNEERETEZRAAMMER? i
3. ¥ZmiEHI2E 2R LOADER 12755 :

NRZIRITHZEEE. ... B4 ...

LOADER 2R BET—%,

[EEERFRE ¥ Ctrl-C , AREHIUERNEE vo
AFAIR AT IR R MIBITIEBEHI S E T EZHITHIZS

storage failover takeover -ofnode
impaired node name -halt true

-halt true B35 N\ Loaderig R i’
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I 2 © 1228 TF MetroCluster H
()  REORARFNS A MetroCluster BE, W/NEMILBIES B,

BRAZHIEHRE, CRIRERRISIRES, AELBEEIREESR, WESTESNERSHREMT
iz hl 2R R R,

* If you have a cluster with more than two nodes, it must be in quorum. J1REEFIAZIHEHZI TR
RFNIERIRER R TR A E E R alse. MAEXAZHITHI I 2 AIE ERBER ; FE0 "
BhHRS5&ERD"

* YNREFEEBIE MetroCluster BLE, MATIAEEE MetroCluster FeERE, HFETRATFERH
BIFERIRES (MetroCluster node show) o
T
1. MNER BT AutoSupport. Ni&EZ A AAutoSupportts S22 1F EEIRIEZER]: system node

autosupport invoke -node * -type all -message MAINT=number of hours downh

A FAutoSupportip SR 2 IE BB RIS clusterl:*> system node autosupport
invoke -node * -type all -message MAINT=2h

2. NBITIEERIEHIZSSRIEHI A2 ABMASE:. storage failover modify - node local
-auto-giveback false

3. ¥ZRIEHI2E 2N LOADER 18R 4%F:

MNRZHITHIZRER ... B4 ...
LOADER &Rt BET—%,
EEFFRE ¥ Ctrl-C , ABRTEHIMERNEE vo

AGRTARERRTAT N EERBRERSIMSTERRNEHSZEIITHISE. storage

RoEN) failover takeover -ofnode impaired node name

LY RiEI2E 7R Waiting for giveback... BY, 3% Ctrl-C , ZAfS[E]
%
= Yo

2 BHALEHIERIORIR

EEIRIOMR, BERHBRRTHREIZLIR, RERI NS B E TR,
SR

1. MRIEHRIEH, W,

2. FFCEMLURIIENIBNIE, AEMEHR U0 BB FATE B4,

3. IS EITELR, BRI BIERNERE. AEH T,
4. MRS HRSPED FIIOBR:
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() TESTTHTATMES VO BR. B, GRABHR— 10 Bk,

S

o ORI

a. O FBiRE,
b. &M BIR AT REIT B AEIR,
C. BFEBALKIAATFOL. AREERAHITHIZSEIR, NI ER NI HI2SEIRFET,
ERER 1/0 FRIR(ALF IR NEE T,
5. ¥ 1/0 HRRIE—5=,
6. FEHAMI/OEREZ LR B irfEiET:
a. ¥ 110 1R R SIEEN S TT
bﬁﬁﬁﬁ%%ﬁkﬁﬁxaﬁ%é%AEﬂ%ﬁm\%Eﬁ&%ﬂﬁ—éﬁtmﬁ\uﬁﬁmﬁiﬂ
o
7. RIOEIRER %,
8. B LSRR R B ENE,
$3%5: EFEnhiTER
BEE/ORIRIG. MBS ohIEHI2E,

p
1. MINHAZF R AT E N R ohiTH2s

bye

() =St BB ORI AL,

2. BERE M ER TR M E ERIETT:

125



storage failover giveback -ofnode impaired node name
3. MIETTIRR REF R HIZRAYIZHI S E R B 5h30E |
storage failover modify -node local -auto-giveback true

4. MR ZFA T AutoSupport. MIiER B EheIEESEF):

system node autosupport invoke -node * -type all -message MAINT=END

B 4. BEIHIEE NetApp

RIREEREME RMA 35BS IS SR E NetApp o "SHFEEIFM B A X¥MEL. B8 NAHE,

SR ]R- AFF C80

AFF C80R LA AmEl B BRI &= (PSU) IR PE Sy H I FERY. 15 F LA E#R. LU
RAGZPREIRERETITEAENER,. BRI IEGIEMABIEPSUS BIRIIERE. IRTHE
Rk, BMBEPSU. REBEEMEEEEIR,

BESTRN, HETMER, ERUEREESREER PSU,

KXFIAES
IRES B BA—REBR—PPSUMEREE B,

()  EERSESETRRMALLTENPSU. HRLGEIER,

BIRIEEPSULEL AN AVIZIES R | ACEDC,
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BRI 1. PUERITR IR
EFEMATMPSU. BEFRHRUATHE,
PR
1. ARG RIEH, B IEREM,
2. IRIEIEH SR EEHPSU LA BHIELEDHE EEHMAIPSU,
3. BRFFPSURYESE:

a. yTAEREEES. AREMPSURTEIRZ.
4. [ ERERFR. HTBERE. AERKPSURLLIEHISRIR, LU TFPSU,

PSURR%E, Always use two hands to support it when removing it from the controller

@ module so that it does not suddenly swing free from the controller module and injure
you.

o TerracESFPSUSIEES

O. RSP REZRAPSU:

a. ANFXEFEAPSURNSHEHESEHISSRRIFA O,
b. EPSURRIENITHISBEIR, HEIBEFERANENL

HRRAE S NEEESIEfiEa HERBE DL,
N7 B GIIRNEREIERR . IBTEEPSUB ARG BT A,
6. EIEZEPSUML:

a. FERAEMEEEIPSU,
b. i BIRAEE B BIREEERIPSU,
EPSUMEHEBIE. IKELED NLRE,
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7. ZEREMFEMAY RMA SRR SR SRR E] NetApp o "M IREIF EHREXFMAER. IBSNNH,

I 2: AIEIREREIR
EFMEMPSU. BRERUTTE,
B
1. NSRRI, BRI,
2. RIEEHI A HEIRHE B RPSU_LMA GHELEDHREE T IRAIPSU,
3. WFFFPSURYESE:
a. fEAEL EMBEAIRETIT T D-sub DCAI&IE E25,
b. MPSUIR T4 L& HIGEHKTE—5S.
4. B LREREFR, RTHE RS, AERKPSURILIEHIZSER. UETFPSU,

PSUR%Z, Always use two hands to support it when removing it from the controller
(D module so that it does not suddenly swing free from the controller module and injure
you.

° BERRET

9 D-subBE R BIRPSULi 4L 151528
9 BERFAR

o HEEPSUBIERS

O. TEfEHIBRIRPREZRAPSU:

a. ANFEFERAPSURNSHFEHE SEHISFRRIFA O,
b. ¥PSURREHENIZHERIR, EFIMERTRANENL

BIRRAES N EREZSR ERES H R RBE 2L,
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() HTRERTREEES. BIERPSUBNRAER AT A,

6. E|FNEED-sub DCEIRL:
a. JFERE&IERRIBEAPSU,
b. fERERARTRBIRLEE ZIPSU.

EPSUMEHEBIE. IKELED NLRE,
7. ZEREMFEMAY RMA BB SR SRR E]l NetApp o "SMFREIF SR EXIFMMER. 1BSNIHE,

SEHRSCAY A EE - AFF C80

EHAFF C80RLtRRISLEIAY 3R (RTC) (B EINAMAZEM). LUHARKH T /EREITEE
THRRS N AR RFIERIETT

FaZ Al
* FER. BRI RS SHFHIFTE ONTAPAR A fE A LT 12,
* BREASPHFAEAMAMHIEREIT, BN, EUMEKRZIARSZF .

$1F: XHARBITHIZE
fER LUT Rz — X HEHR B R iiTH2s.
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TN . KRERARS

BXRARBIEHEE, EOMRELHRIVRTS, AELEMZERTIE, UEETEBTRISSSAEMNZ
BT Hl SR B R R,

KXFIES

* NREFEANEBSANRS, NHMENEZRITHIZZSCSITIFHEMHSHER cluster kernel-
service show, cluster kernel-service show #r < (TEpriva IR F) Al B/ BT R AR i
WS ZH R BEMERESURZT REETKS.

/1 SCSI IR RS S HEN SEBFHEMT RIRIFPER R, EREBIRZ A, BIALBRITE

8] &,

* If you have a cluster with more than two nodes, it must be in quorum. IR EE KA R ETITIRR
RFPIERIBSE R RIEI TR A EE T alse. MR AZHITH SR 2 AIE ERER ; FE0 "
RBoR5&RERD"

S
1. MNERB AT AutoSupport « M5&3d i B AutoSupport JH S22 1EBheI 2R

system node autosupport invoke -node * -type all -message MAINT=<# of
hours>h

LR AutoSupport JHEZE 1E B T2 25N

clusterl:> system node autosupport invoke -node * -type all -message
MAINT=2h

2. ZEBERIE
a. MERITHIZRAVIEH SN <

storage failover modify -node impaired node name -auto-giveback false

b. N 'y HIEEIRNEERETEZRAAMMER? i
3. ¥ZmiEHI2E 2R LOADER 12755 :

NRZIRITHZEEE. ... B4 ...

LOADER 2R BET—%,

[EEERFRE ¥ Ctrl-C , AREHIUERNEE vo
AFAIR AT IR R MIBITIEBEHI S E T EZHITHIZS

storage failover takeover -ofnode
impaired node name -halt true

-halt true B35 N\ Loaderig R i’
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IR 2 . $5EHIBSiI T MetroCluster #1

BXRARBIEHEE, COMRERLHSRIVRTS, AELEMZERTIEE, UEETERTHRISSSAEMZ
BTl SR B R R,

* If you have a cluster with more than two nodes, it must be in quorum. J1REEE KA R HEHITITIRR

RiFRERISSEARNBITINR S EE T alse. MAFIEXAZHITHISE 2 AIE ERTHR ; 550"
BrHR5KERD"

s BwsnIAE iR EMetroClusterfc RS, HETRATFEBAMEERKES:
metrocluster node show
g
1. YR ZA T AutoSupport « M@ JEHAutoSupport ;B 22 1E B &b eI ZRF:

system node autosupport invoke -node * -type all -message
MAINT=number of hours downh

LA FAutoSupport JEE 221 B ah el = 2= 61/ 6

clusterl:*> system node autosupport invoke -node * -type all -message
MAINT=2h

2. ZHBHRIE:
a. NEERIEHIZEAIERI QAL TR
storage failover modify -node local -auto-giveback false

b. N 'y HIEEIIR N EESETEZABMOIR? "AY
3. ¥ZRIEHI2E 2R N LOADER 127R4%F:

MNRZHITHIZRER ... B4 ...
LOADER &Rt BET—T,
EEHEFTE & Ctrl-C , AREHIRTRREE vo

AGHRTRAEERRT AN NEBITERENEHIZSEESEEZhirhEs
RorEN)
storage failover takeover -ofnode
impaired node name -halt true

-halt true B #0&# N\ Loaderfe o

528 HTEHIZRIR
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1. NREERIEH, BIEMEM.
2. fERE S T RENE. EERTEIEFNSLE. BRI APRE RS EEEEEE IR L.

ST - HIA S5 53 A

0

= =<

f—

-

A

3. IRERGCRS K EITHIZRIREN2E
a. FIBTIEENEHR L, RERTFEEALTRERS. HERTHMEREIRS:

storage aggregate show -raidstatus !*normal*

* MR aLIR[E] “There are no entries matching your query. #k&5# N F— 7418, KMERTEERR
RHIREHER. o

* NRZepDREEREMER, BMRMEHIZEUEEAutoSupport¥ilE, FHEXRNetAppZHFERI LR
Hyi&_ﬁﬁgﬁj]o

system node autosupport invoke -node * -type all -message

'<message name>'

b. KEXHRFANEARNBREESFERKIEENEE:

event log show -severity * -node * -message-name *disk.missing¥*

* YR &<IR[E] "There are no entries matching your query.” #k4E# N F—#4,

* NRZELREEREMER, BN NMEHEEWEEAutoSupporttiE, FHEXFRNetAppsaHaBI 1A
BH—# B,
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system node autosupport invoke -node * -type all -message
'<message name>'

4. KMBEIRHENVRAM , BRI THIEEHBIRIRE EIEE 4/5 PR LED K. FHNVEIT.

%

2SS
S EE

° NVRAM JXZ LED
9 NVRAMZE/RLED

° JNRNV LEDIER. BEERET—D,

° YNERNV LEDIAKR. IBFRNNMELIE. SIRIALMFRA BB D 8. BB RIASHF LIRS .
- NRIEERESM, BIEREM,
- MIEFIZRER IR (PSU) L1k T HI SRR B IR LK,

oo O

() nREHNRSEMERBE. B RRRSPSUIER,

~

- NIZHI SRR T RA L L AN SFPHIQSFPIRIR(MIREFEE). HiCREENERMUE,
REABERLEERET, UWEEERRELLEEREN, SERTIER,

[o¢]

- MIEHIBRIEIR P EN R4 B IR &
- BTERRATBEFS, ARRE IR F 8

[<e]

HEEHIZRARIR = MATAE RBE 175 o
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10. RiEhlgs g hylfE. ARREREFRNRE L,
ReEH SRR HAFERT, IBHRESRHE R SRR IRAVERER.

53 EM|RTC HEith
T REHREHRTCEM., ARTEERARIRTCEM,
W BERLZIARIR RTC B,

p
1. $ T2 TN AR RIE HI 2R BN E

a. FFEBAT[REETRIIMET,

b. {REE=EE. FHB LERERZMUE,
2. REIE[E- T HRRTCAEM,
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0 RTC BEtAISh=

S FEMREHEREME, KHEIRRHEME, AEBEMEBEPEL,

C) MEBHZRRRER L BSHEY, IEEREMAIRMY. BMRENS, SHERRERESRT, Bit
FESSIARIINS BT ER BB E,

4. MBHEREEIT IR AN R A FE it

. 18K RTC BMBIRIE, ARRKBEMAFRIH R TH, FEEANERBERF,
6. B ERE, BEREET2REREBRED, FERMER.
54T ENRETRISRIR

B R RERIZSRRRAENR R,

p
1. B=SEER TIREZI T UBHHUE. BRTESEET2XH.

B SIERISRIREBIRTTT.
2. BiIEHIBERHRIGESTEROAOXNTT, ARFEHSEREREARAN—F,
@ BIRHERISRREEENFET, FFIFRGHET XM,
3 RIEEFENFMAREMHITAE.,

NRIEMIER T WAk 28(QSFPELSFP). BICREERANANRNERRZEEN].

HRIZH G B4 EEREI BRSNS RR. UETEMEIREIERIGHES. BEREHERNE
TR RFRVIZHIZRRGHRIR. HETEENEEILEFRERSR,

4. SERITHI SRRV EIR R
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a. iz sRRFEFENNFE, B ESPIREEH T2
IEHSEER TS, BEFSS EH.

REHIZR RSB NIGERY, B7AIEKR, URBFEES.

a. RHEFBim L siEuE.,
S. BERLAIENEIR, —BEBERINE, EHIBNSEHB.

MREHEERER. BEEHIEERT2EEENETGE. BRRRENMEETBER,
6. BYRAFEEZIITH R ME ERIETT:

storage failover giveback -ofnode impaired node name(%X)
7 NRERABDRIE. FEHMBHTE:

storage failover modify -node local -auto-giveback true(3X)
8. YNRZA T AutoSupport. NER/BUEZLEBahelE 2R

system node autosupport invoke -node * -type all -message MAINTzENDGﬁﬁZ)

54 . FEEITHIZE_ERIRYE)F0 B EA
Fif RTC B, ARSI FEREH#HITE X BIOS EEG, BEEIUTHEIZESR:
RTC date/time error. Reset date/time to default

RTC power failure error
XEEH SIS TARRY, @R A4St iE,

TR

1. {8 “cluster date show @<, + MNRENARFEBIFEMZIE, 15ERE "Reboot node' HE H IiERAY
BE y, SAE#% Ctrl-C B5h%E) LOADER

a. (EBEnEHIEE EMBIREFRRAL. FAGSIOENEMBE cluster date showo
b. INBEME, JEFA set date MM/dd/yyyy iR EREHA.
C. MNEME, JEMEM set time hh ! mm : ss BLTE GMT HigERTEl,

2. WA BRI 28 LR B ERRBTIEL

3. EMHREFR TN, WN_BYE_SBHNIAKPCle R EMA M. REEMBNITHIE.

55 6 . FHFEEMHIR[E] NetApp

EREMREME RMA IR FEE3 RO NetApp o "EHEREFEREXIFMER. BEINTH.
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PR A EIEIRIR- AFF C80

SNRAFF C80RZHR AL ERRR MK EHEE HF. 1HIFHER, BHRIIZEE
KAERIZE. EMEAEHRENRAERER. EMEohITHIE. EMTANERRURRER
F R FERIER R [E45 NetAppo

BRI R R EIRER,

1. FRBEHNES I RaE. BEEREIEEFISLE. UBARNFERIPTA IR 28 E8 2 E it E E £ ik L.

a]

= =<

[

2. I RNVRAME SERUEE. ARBHLEE, LUNVIEIR ERLEDIE AT, NVRAME#HA#ER, MNSRLEDAF. 15
ERFINIRELE. INRNIRIFEMEBES . IBBRAR AR IFLUIKSEEE,

RES

N

) =

|H\

NVRAM K7 LED

NVRAMZ/RLED
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° WMRNV LEDIEX. BEET—%,

° YNSENV LEDIAKR. BEFANREL, MRNIFFHENEBISH . BRI AR RFIUREER.
- RENAEE. NREEKE, HEREH,
- IR TEHIZEH PSU,

A W

() nRENRSGERERER. BT ERRSPSUIER,

()]

- BTERIZE LRV BUEF S, REE R FS, AR IERIZRAIEL 3 5 4 =T,
- BT IRRSAEIERR. HIERASHALEIRITRAMMNBEE. AR T et

R TERIAREERRIFIE B, WREBSNERUEN EFE. UEEEMRERRIGHERD
IERBRYIR .

N O

(1) RS EIRBIR O I

8. PR RS EIRRIR:

a. HTFREEELRLH, M BENE.

b. & TR LE Ao

C. BFEIRANLEIT. ARKBIERERAH RS,

d. BRSBEEERKEMFHBE L. UERILUFRBRN o
S. BRINERBEBNRFEERER:
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a. WTHEEMERH. B/ EiERm LiEkE.
b. m_ iRk BEhNT B, FEB LG,
C. EERAREEERPRERIN:

L BRI RNASSEEINENTT, AEREREERNEE,

i BTRERTEEN R, EERSHERTNS. WELE. HTHEEIE.
0. RERSEDIGR:

a

b

-_

RERABNAREERRVLGS RAEFOMNTT. AERHEREENTH SRR,

: ﬁ’fﬁﬁiﬁéfﬁ)\?ﬁ% HIMRFSABEI/OLKRENS. AF—EHRA LIEFE MR FIS USSR B E R
Ao

. ERNAKERRRHAITEE,

12. EFREITHBRRR, FHIRTRENGILERBR.

o BIEHISRRERRANGE, BIE5PRAERTSMIL
BHISRESRILE, HEAHE LF.
(D) BEnsERBINES, BIBNIA, NERFEES.

a. FFPE FBim e B e L &
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AFF C80 FYEE:&

LI 2AFF C80 MIER 9 #4&. /IRl "NetApp Hardware Universe" (HWU) FREXAFF C80

M ESIR, WA RRNER SR BEX.
AFF C80 H T EHH&

F&ECE: AFF C80 BHFE HA 3t

RARIABE: 14.7360 PB

M7z: 512.0000 GB

SMEERST: 4U #1F8, BCE 2 1 HAIEHIZEAN 48 DNIKRhEHEIE
ONTAP}RZS: b_startONTAP: 9.16.1P2b_end

PCle # ®#&: 18

E{EONTAPRRZS: ONTAP 9.16.1RC1

R BRKE

Egit) HA %t [FIeRE

NAS 12 176.8 PB/157.0 PiB
SAN 6 88.4 PB/78.5 PiB
HA %t 14.7 PB/13.1 PiB
BN
RE 10

TAREL 10 #iE,

210

Y il
LA 200 Gbps 24
LAAM 100 Gbps 36
AR 25 Gbps 56

BARM 10 Gbps 56
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Jt4TiEiE 64 Gbps 56

NVMe/FC 64 Gbps 56
0
EIRiRO
Y i [

AR 1 Gbps
RS-232 115 Kbps
USB 600 Mbps

NEENN

PRI AERILS

CIFS; FC; iSCSI; NFSv3; NFSv4.0; NFSv4.1; NFSv4.2; NFSv3/RDMA; NFSv4/RDMA; NVMe/FC
; NVMe/TCP; S3; # NAS BY S3; SMB 2.0; SMB 2.1; SMB 2.x; SMB 3.0; SMB 3.1; SMB 3.1.1;

ARIVEIE
%8 B] FARVIF IR 4

Compliance

* EMC/EMI 3AIE: AMCA. FCC. ICES. KC. EE&Ef. VCCI

* RLINE: BIS. CB. CSA. G_K_U-SoR. IRAM. NOM. NRCS. SONCAP. TBS
* £2/EMC/EMBAIE: EAC. UKRSEPRO

* JMEL2L/EMC/EMI/RoHS: BSMI. CE DoC. UKCA DoC

* 7 EMC/EMI: BS-EN-55032. BS-EN55035. CISPR 32. EN55022. EN55024. EN55032.
EN55035. EN61000-3-2. EN61000-3-3. FCC % 15 853 A 2. ICES-003. KS C 9832, KS C 9835

* fEZR L ANSI/UL60950-1. ANSI/UL62368-1. BS-EN62368-1. CAN/CSA C22.2 No. 60950-1
. CAN/CSA C22.2 No. 62368-1. CNS 15598-1. EN60825-1. EN62368-1. IEC 62368-1. IEC60950-1
. 1S 13252 (% 1 Z%)

S
EFURRMBERERITH 2R (BMC) FONTAPEIRIEN; NIARPURIRITHIZE, TRAIERSBIR;
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