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system node autosupport invoke -node * -type all -message
MAINT=number of hours downh

LA AutoSupportss < A | B ah 2= 812 /) \BY -

clusterl:*> system node autosupport invoke -node * -type all -message MAINT=2h
2. MRRRIETERRYITHI A B2 BRI

storage failover modify -node local -auto-giveback false

3. BZHiiTHIsE £ LOADER #2RfF:

MRZHITHIZRER ... B4 ...
LOADER &7~ T BET—%,
EEFHRE .. ¥ Ctrl-C , ZARELRIMERIEE v,

AGHRTAEERRTT AR METEBNEH S RENEERRIEH .
A )
storage failover takeover -ofnode
impaired node name -halt true

X “-halt true” 2EREHEFH N LOADER #2715,

$2%: FNNFHBIORIR

MNREFERFAEG O BIEE. EEMNIOBRLEREP— A BifiE R, NRFAEEIESE LA, EHTH
BIOERUBE=TE. AGELEMER,
FF?IL‘Zﬁﬁ

* 17 "NetApp Hardware Universe"HR{RFTEY 1/0 iR S EMEERAFIONTAPIRASFE S,

« If multiple slots are available, check the slot priorities in "NetApp Hardware Universe" and use the best one
available for your I/O module.

* HtRFTE Bt A MY IERIETT.
* HRIGHE MNetApp UL BRI IR A K,
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a. T EREEREBER ER ORI,
b. 3 AL F BRI BEIT B ARIR
C. FFEmANDEANTAOR. ARRKRRILAME. MR MAFERE T,
L5 1/0 1R
a. FFI/ORRSHEHEFEFF LI RILS X 750
b. BRI EHIBNIGE, EETDBNIE, AEBORHM—Em EiEE, DRRRSIE L,
- ERSERIORRIEREIEE IR &

() wRFaREREN 10 BPRET S8, LA IS,

R BB R A LR EI XA E,
MLoaderf@ R i, EFBHTR:

bye
() BB ERAKIOBRTIE AL, AREI BT M.

LiTH| & HE IR, #&<enter>,

° NRTEE login_ e, BERIET—F,

c MRESEFRIERRET, BERISHFUHFT =
{R[E]R A override-destination-checks IEIAYAR :

storage failover giveback -ofnode impaired-node -only-root true -override
-destination-checks true

@ TSI IZMEXANR A TRl B, BXNIREFINELZER, BE2H"T
fEONTAP CLI sr S BIN R A"

NRBEIFIR, BERR "NetApp 325"
EMERSTHEFRHIDH. ARNERERBRSHNMERTS:

storage failover show ' # ‘“storage failover show-giveback

() TR R ARSI T AT


https://docs.netapp.com/us-en/ontap/system-admin/administrative-privilege-levels-concept.html
https://docs.netapp.com/us-en/ontap/system-admin/administrative-privilege-levels-concept.html
https://docs.netapp.com/us-en/ontap/system-admin/administrative-privilege-levels-concept.html
https://docs.netapp.com/us-en/ontap/system-admin/administrative-privilege-levels-concept.html
https://docs.netapp.com/us-en/ontap/system-admin/administrative-privilege-levels-concept.html
https://docs.netapp.com/us-en/ontap/system-admin/administrative-privilege-levels-concept.html
https://docs.netapp.com/us-en/ontap/system-admin/administrative-privilege-levels-concept.html
https://docs.netapp.com/us-en/ontap/system-admin/administrative-privilege-levels-concept.html
https://docs.netapp.com/us-en/ontap/system-admin/administrative-privilege-levels-concept.html
https://docs.netapp.com/us-en/ontap/system-admin/administrative-privilege-levels-concept.html
https://docs.netapp.com/us-en/ontap/system-admin/administrative-privilege-levels-concept.html
https://docs.netapp.com/us-en/ontap/system-admin/administrative-privilege-levels-concept.html
https://docs.netapp.com/us-en/ontap/system-admin/administrative-privilege-levels-concept.html
https://docs.netapp.com/us-en/ontap/system-admin/administrative-privilege-levels-concept.html
https://docs.netapp.com/us-en/ontap/system-admin/administrative-privilege-levels-concept.html
https://docs.netapp.com/us-en/ontap/system-admin/administrative-privilege-levels-concept.html
https://docs.netapp.com/us-en/ontap/system-admin/administrative-privilege-levels-concept.html
https://docs.netapp.com/us-en/ontap/system-admin/administrative-privilege-levels-concept.html
https://docs.netapp.com/us-en/ontap/system-admin/administrative-privilege-levels-concept.html
https://support.netapp.com
https://support.netapp.com
https://support.netapp.com
https://support.netapp.com
https://support.netapp.com

. IR HA EESREMT, BREME:
system ha interconnect link on -node healthy-node -1link O
system ha interconnect link on -node healthy-node -link 1
12. BRREFREEZTITH RIS ERIET:
storage failover giveback -ofnode impaired node name

13. f1%H28 B EE LIRS
14 FETWRARFNT R L. IREAT BoIRE. BREER:

storage failover modify -node local -auto-giveback-of true
15. 4NR BT AutoSupport. AR B &hel 224

system node autosupport invoke -node * -type all -message MAINT=END
RO T IHTHI RS
ERI LB E T I A /ORRH T H AL B REFHAI/ORIR, HI/ORRAFIMESTRIETH RS o

KFIES
HRRET BRSO IR e 2 E TN RFRILL T IER .

= FEWNITIRE
NICEINIC (%O #48[R) LIF BEEITHIZER X AT B ahiE .
NICEINIC (IO ARE) BAENEGRANER RIEMTRO, BXFMEE. 5L T
% LIF"
B NICIEZEITFAEI/OREIR fEF8 System Manager ¥ LIF ;K ATHEIREEIRD, 0FFmR "
T LIF",
SIE

1. IR RN, BIEREM,
2. IR N BHF 110 B3R ERIFRE L.
3. MTIREALEIERE. FEARIHALBEIEIERNENIZRE. AREM TiEE.
4. MHNFEHEIT B4R 1/0 fRIR:
a. T ORFBRE.
b. R AL F SR ETREIT B ARIR
C. BFmANLRANTAOR. ARRKRRIEAE. MR MAFEFRE T,

FAIRERER 1/0 1EIRFRTERVIEE.
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R IOEIR L ERINEFRI B REIER
a. FFRRSH BB O RNAZI 7T

b. R RIZEHBNIGE, EETDBANIGE, ARRBORHM—Em EiEE, LRRRSE R,

ERS LG ORREZTIIEEIRE.
BEIRANRES B L F R HI 28 EL thiRiR,
BoRAEIERRE LR X AE,
MINEIEFIRTRAT: BYE _EH/EmNTHIZE
IR EE EMVBLPCle FMEMAHE. HEFHBIIT R
Yizh & HBELER, FK<enter>,

° YNREEFEE login_EmR, BEIT—D,

c NREKEERIERER, BERISFEUHET =
{R[EIE A override-destination-checks JEIRAYAR :

storage failover giveback -ofnode impaired-node -only-root true -override

-destination-checks true

@ AT e LI HIREARE S TR H. BXNREFNNESZER, BEH"T
fEONTAP CLI 852 BITRZR A"

WRIEEIFEIR, BEXR "NetApp 25"

EmERETHEFEINH. ARKNEREEBRSMMERE:

storage failover show'# ‘storage failover show-giveback
() TR R ARSI T AT

9NR HA EEsERERTA, BREME:

system ha interconnect link on -node healthy-node -link O

system ha interconnect link on -node healthy-node -link 1

BT R FE R TR E IEEEIT:

storage failover giveback -ofnode impaired node name

NREZRBBIRIE. BRALINEE:

storage failover modify -node local -auto-giveback-of true

HITUU TR EZ—!

° WNRIEFEFRT 745 /0 BRHLETHH NIC /0 IR, BEXRENMHOFHUTRERS:
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storage port modify -node <node name> -port <port name> -mode network

° MNREFERT NIC I/O BRHAZE T 1F48 1/0 IR, 1BREE NX224 HRRZRHAHMmL, W'HUARN
NX224 128",

17. 341428 B E8 LRPE

FAEIR 110 1EIR - AFX 1K

NRIERB M EFH BFERFHEFTE ONTAP IRAER, MAILATE AFF ATK FERSE
Rl AR 1/0 153K,

ERIEIR 110 IR, BHREFEERAITITIRE ONTAP 9.18.1 GA RERIRA, HEEFFMEARSAM 1/0 1&EIR, A
R HIEERRIR, EERIEIREAY, REERAMSZIESRE, FHFHIEERRIRIEE NetApp.

XFUIES
* EEMHIIMEER /0 BIRZ AT, TFEHRITFNEE,
* ERGRIEARENG an < N A T IEHRYIZHIZEA 1/0 HhAE:
° _RITHIsE_REEEIR /0 RIRAVITHIER.
° _RERIEHIER_BRIITHIZRAT HA (K.
* BRILITAEREARUE () 15717, UBKRREMRZMIFHERY. £A SSH &R BMC Hia

A “system location-led on' &<
BEFEAREIE=MIE LED: —MIIRMERETERL, —MESMZHIZE L. LED REF=IE 30 2.
BRI VN SR EL XA system location-led off, MREARHWELEDERELZISK. AILURMNG
SHRWEEIRS system location-led showo

TR HBREFERAREREFEKX

EFRALERE, ENFERALIUETIT ONTAP 9.18.1 GA RESA, HEENFERAMLIUHEFIBEEK,

@ INRENEFERLGRIZIT ONTAP 9.18.1 GA NEShA, WEEERLLSTE, EOAER "Eif
/0 BIRIZF"s

* SIEEREIREEERRILAN 1/0 R, ZiEEEARTEE. HANBEPRNERKROAS, HEE
FHEY 1/0 1RIR, TIRE LR 1/0 HIREEL,

BB B FF6E3 MetroCluster BiH OB LR 1/0 #&RARA] A dER

* BREFHERY (TRBIRERECE) AIUABFHASSIFNERRENT <o

* SEBRBVFRE T R B SUSTTAERIAY ONTAP hrZs (ONTAP 9.18.1GA U E=hRA) ZiE1T4E[E ONTAP hit
REAREH T Falo

INREBRFHTIREBITARAY ONTAP hrzs, MRAESHRAEER:, RSZ5RGER 1/0 1RIR,
* FEASTHE ST UL TUTREZ—:
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° WMERISEE A LUBshHE1T 110 (RHEUE)
° IIRIHERHBER /0 RIR5|i2ny, AATREREMSEESE!T, NE—IZHSHAgLTZRER

=
I1CANO

EFLERT, BT /O RIRKFE, ONTAP RILIBEpREE—IzHI2E. FIi, WNRBIMHKFER /0 RIR
BEMMERSRD (ZTHISE ERPTEEEERERIEXH) , ONTAP ZBMHIITIEE,

* FHRASPRAEAMAGTOAEREIT, MRREBET. BEEKR. "NetApp ZH"ARBHREIT

2
IR 2. HERFERSEM /0 BIRIGE

EEFEHEREMN /0 EIREE, LUERT UL 2HE T HILEREER /0 iR

p
1. IERAREEM,
2. fREBGLURRIENRIRIR, AREMBIR I/0 BRIRIR TFE B L.

/0 BRRNM B IR (RONSTHEXERS) ; B8, ORERDLTIIRS, HEE
C) MNessRE— T EREITHERKRO, MR TBEASMABNEE,

KRTBGEFFADH, UBRSTRIEMZED LIF MR, ARSSITEE,

3. WNREFA T AutoSupport . i@ 8 AutoSupport JHS 2 1E B Ehe 26

system node autosupport invoke -node * -type all -message MAINT=<number of
hours down>h

%0, LLFAutoSupportiH B 21NEI B shZ G162 K/ .
node2::> system node autosupport invoke -node * -type all -message MAINT=2h

4 MRESEUAHTNFEREE, WRERABLEIER:

& B4 ...
Eiﬁ—@ﬂ%ﬁﬂ%ﬁﬁéﬁﬂ HREBEMRA:

a. NEREHSEUHIIERISENER SMALU TSR

storage failover modify -node local -auto
-giveback false

b. HN 'y HEEIRTEEEERZAEHMER? "H

M MERIZREEREHIETII0 (| BET—H,
RMIE)

O BREHFEN /0 BIRMIRS PREFFHXHRIR, LUESIFE:
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a. BALITan<:

system controller slot module remove -node impaired node name -slot
slot number

b. HN 'y HEFIRR ERLLEET?

Flan, UTFeEERTR 2 (RIGITHIZR) LRYHEME 7 RRVBIERIRERR, HET—FAIUREBHEG
HIHS:

node2::> system controller slot module remove -node node2 -slot 7

Warning: IO 2X 100GBE NVDA NIC module in slot 7 of node node2 will be
powered off for removal.

Do you want to continue? {yln}: vy

The module has been successfully removed from service and powered off.
It can now be safely removed.

6. IOIF& £ HPER /10 R E XFBIR:
system controller slot module show

WML RN ER powered-off TEHIEIEIR N HIGHER S HY status 517,

IR 3: PUER R EERER 10 1RIR
R EMIEE VO IR S ZIHY 1/0 BHRAIER,

p

1. IR RN, JBIEREM,

2. M TFHERALEIEIER. HEARNMBLEIERTRENIIRE. REMH ThEk,
3. MIZHIZREIRAE T I/OEIR ©

(D) TESTTOTATMEL VO BR. B, BREBHR— 10 Bk,



o OB

a. # e BiRH.
b. R A F] SR ETREIT B ARIR
C. RBFEmANLEANTAOL. ZARRKRRILEH SRR, MTTISER K= H 2R R E T,
ERER 1/0 #RIR(L T MEE .
4. 110 BRIIE—3,
S. WEMARI/ORIRL FE BATEE !
a. 3§ 110 IR S HREIAS I TFo
b. FIRRE B ANIEE. HEETDBNERBER, ARKORAM—Em L. LUSERBIEE!

il
6. HIIOBIRME L,
7. B BRI R E U B,

ST 4. FEHR /0 EIREXH,
EEHRE 10 FEREH, I8IE /O RSB OB RINGK, WiTFEEEEE, ABRIE /0 MRESEHNFAWIR

Al

RFUIAES
FEH /O BRARKIROMEFEFIRSRE, LIF BIREZIERD /0 1R,

S8
1. (R /O HEIREEH :

a. BALITFan<:

system controller slot module insert -node impaired node name -slot
slot number

b. BN 'y HEFIRREARLLET?



WM HRIA 1/0 BRIRERINEHL (FFHl. IR HRNER)

flan, AFepfETIR 2 (RiIEHER) ERVEIE 7 B, AERIZIBEMNTRER:

node2::> system controller slot module insert -node node2 -slot 7

Warning: IO 2X 100GBE NVDA NIC module in slot 7 of node node2Z will be
powered on and initialized.

Do you want to continue? {y|n}: "y

The module has been successfully powered on, initialized and placed into
service.

2. BH3E 1/0 R LB MmO BT ERRIIAIEL:
a. NZHUTHIZRRVITHE QAL T <!
event log show -event *hotplug.init*
()  EAFRENEAERRSONAKTERES e,

BN ER—13Z 1 hotplug.init.success EMS ZE4#0 "hotplug.init.success: 7£ "Event 5|, 15/
/0 &3k LS im O E R INHIE K.

fFlan, LUITFHEIEESR /0 w0 e7b 1 e7a BIFIIRICEIN:

node2::> event log show -event *hotplug.init*

Time Node Severity Event

7/11/2025 16:04:06 node?2 NOTICE hotplug.init.success:
Initialization of ports "e7b" in slot 7 succeeded

7/11/2025 16:04:06 node?2 NOTICE hotplug.init.success:
Initialization of ports "e7a" in slot 7 succeeded

2 entries were displayed.

a. NRIHOFIBUKIK, BFEFE EMS HEUTREXRBNEESE,
3. IOIE 1/O BIRIEIEE MBS

system controller slot module show

10



N B EREIRTSA powered-on, EItL /0 HIRA]
4. HIA /0 HRIREEHH FIIRF o
MEHIEHRER SMAG <!

system controller config show -node local -slot

S—=

ZE1To

D

slot number

g03R 1/0 HRIRERINEANHBIRG, Wi ER /0 RRER, SEHEERNROES.

1R
IANY

5190, XFHEHE 7 PEY /O HBIR, TR

node2::> system controller config sho

Node: node2
Sub- Device/
Slot slot Information
7 - Dual 40G/100G Ethernet Cont
e7a MAC Address: dO
up)
QSFP Vendor
QSFP Part N
QSFP Serial
e7b MAC Address: d0
up)

QSFP Vendor

QSEFP Part N

QSFP Serial
Device Type:
Firmware Version:
Part Number:
Hardware Revision:
Serial Number:

TE,S5. MEFERARESETT

BERBEENEHIZRMAFEETE (RIEEE) . mER
B2 AutoSupport BaIEGIEIE, BEERAMEERILE
PSIE

1. 1R
i’

1

15N

BT AT AR

w -node local -slot 7

roller CX6-DX
:39:2a:59:69:74 (auto-100g_cré4-fd-
CISCO-BIZLINK
1L45593-D218-D10

Number: LCC2807GJFM-B
:39:€a:59:69:75 (auto-100g crd4-fd-

umber:

CISCO-BIZLINK
1L45593-D218-D10
Number: LCC2809G26F-A
CX6-DX PSID(NAPO0O0O0O000027)
22.44.1700

111-05341

20

032403001370

umber:

)]
)

[g

m (RIEFE) .« ¥IE LIF I FEFEHO LMK
RS

(i

M ERRIEEEITH ONTAP hiRZA LAKAEHIZRBVATS, ERIZRERVIZHIEE LA RE BEIR
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& BA ...

%E%E—E%‘J%%Eﬁbﬁ'éﬁéfﬂk a. BIZEHFMETE, KERENERIRMEERET:

storage failover giveback -ofnode controller
that was taken over name

b. MIRIERE BT HIZRAYIEH & R E BRIk

storage failover modify -node local -auto
-giveback true

A ERIZBSEEBIFHIEIT /0 (| BET—%,
TRIHEE)
2. BIFPEEOREREF T aMiEORE: network interface show -—is-home false

ﬁﬂ%ﬁﬂLUNﬁ'Jjjfalse\ EBEARBIEFIFKO: network interface revert -vserver * -1if

3. YNR B T AutoSupport. MR [R B EheI 22

system node autosupport invoke -node * -type all -message MAINT=end

% 6 & KEFEIHR[E] NetApp
REBEMHMEMEY RMA i3 B SIEER4HRE] NetApp » "EMFIREIFIFR"EXRIFMES. S ITH,

i 1/0 1=RIR - AFX 1K

HIRR B IR, FHAFX 1K FERSFRY /0 1RIR, BHLIRREEXAERIZE. B
MERFER 110 RN, EFEwhERIER, U EFEERFREINetApp,

BRI LA TR R ST S2 11 BYF B ONTAPhR AN A It ad A2
FHEZ Al
* BRIUEE T ERER T
* BREFERATHFIEEMAMHIERET, BN, BERARARZ .
F1Y: KARBTR
KHIRERIRE 28,

BXAZIIEHE, CRIHEREHRIORES, HELVERNITITHISRNFERIERSIES, UERRINEY S
HRER M IR SRR TR (AR,

KXTFULES
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* NREMEFEGOENULENT R, WERTAEEZEAR. BEEEEXRTRERER, BEEA cluster

show %, BX ‘cluster show 5%, BEH'"EEONTAPEE T R F4EE"

* MREBHFABTEEALL, HETAITFHIE (RBITHISERIN) NERERRHERETAHEIR, WBHRAEX

AR Z A Bz, B R TRSEERD"

S
1. YNRZA T AutoSupport . NI JEEAutoSupport ;B 222 1F Eah eI ZRA:

system node autosupport invoke -node * -type all -message MAINT=<# of hours>h

A FAutoSupport B S22 1E B Eh IS IR/ B :

clusterl:> system node autosupport invoke -node * -type all -message MAINT=2h

2. NEHIEHSRRITR S A EhRIE:

storage failover modify -node impaired-node -auto-giveback-of false

()  ueEsEEEMamERG? B, BRA v.

a. JNRETITHRZONTAPHRZ 9.17.1, HERBIERISBTZRMEERIEE, NI M IEBERIZRETF

HA BiEs%RR, AGBRBIEHITHIZE. XA LB LEZHiEH2shiTBEIRE,
system ha interconnect link off -node healthy-node -1link 0

system ha interconnect link off -node healthy-node -link 1

3. BRITHIZE B R/ LOADER $&7R%F:

NRZHEHIBET ... BA ...
LOADER 127 %F BET—%,
RS T B RTRAT MERIEHBHEENFIERIITHIZE . storage failover

takeover -ofnode impaired node name -halt true

-halt true ZERFZHTI =B N LOADER 7R o

$28: BREEHFRIORIR
EERIOBRR, EENEFHIIZER, ARRBRES BIRFHTRIE

1. MR EAREM, BIEREM,
2. IR FBHF 110 B3R ERIFRE AL,

()  wRmIesEEnnE, WEEERREERIEEI IS EROE,

3. M TR ERITR. HARNMSAAEIRIERAMKEMANIRE. ARMATIREFS.
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() TESFTOFNTKFNSHIORR, 4. ERRETF— IO,

o /04 IFI Bt

ERRAXEREN ERE, WEERIEXLHLRB ML,

4. MAIERREDT B 4RI/ORRIR :
a. T ERER RO,
b. LRI BIR ATREIT BRI,
C BFEBALRAATAOR, ARRKERAIEAE. MITRRRMAFERE T,
HRRERER 1/0 1RIRFRTERVEE.

5. ¥ 10 HEIRBIE—F
6. G EHARI/ORR LR FIMAE
a. FFRRSH BB ORISR TFo
b. FiERIZEHBNIGE, EETDBANIGE, AEFORAM—Em EiEE, DRRRSIE L,
7. ERTIERE 1/0 1RIR,
8. LA BRI M LR B XIAUE,
$£3F . EFBIEGIZE
BHU/ORIRfE. WIMERNBEHITHIZE.
1. MINBAEFF R AT BT B BT RS -

bye
()  EFEsSRRsISTRERA LI ORI AL,
2. HiIEH&HBELER. &<enter>,

° ﬁﬂ%,‘@g:ﬁt”_logln_ﬁﬂ_’\, iﬁgggu—F_io
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c NBIFEEERIERER, BEREAEUHET S,
3. GR[EAA override-destination-checks JEIFHAIIR :

storage failover giveback -ofnode impaired-node -only-root true -override
-destination-checks true

@ U T REIZERIUN R RS TR . BRNRERINESES, 1BSH" T HEONTAP CLI
an L HIRBRER A"

NRIBEFHIR, BEXR "NetApp S2Hf'
4. EMERSTEHEFFNH. AEREHEEBRSHMERES:

storage failover show'# “storage failover show-giveback

() TR R ARSI T AT

S. IR HA SR EMA, BREME:

system ha interconnect link on -node healthy-node -link O

system ha interconnect link on -node healthy-node -link 1
6. MREXAEHRE. BFEWBHE:

storage failover modify -ofnode impaired-node -automatic-giveback true
7. BEREEFEEZRITRISE M E EEIETT.

storage failover giveback -ofnode impaired node name
8. MIBTTIR REFRVIZHISRBUITHI 8RR B EN3E |

storage failover modify -node local -auto-giveback-of true
9. WNR B AT AutoSupport. MER/BGEZEIEBEhEIEZRA:

system node autosupport invoke -node * -type all -message MAINT=END

% 4% KEEEFIERE NetApp
RIBREFREIIE RMA SIS AHRE NetApp . "HHEEM BN BX¥MEE. FENRE,
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