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system node autosupport invoke -node * -type all -message "MAINT=2h Replace
chassis"

S. WEFRR ST RAISPEBMCHhIL :

system service-processor show -node * -fields address


https://kb.netapp.com/on-prem/ontap/OHW/OHW-KBs/What_is_the_procedure_for_graceful_shutdown_and_power_up_of_a_storage_system_during_scheduled_power_outage
https://kb.netapp.com/on-prem/ontap/OHW/OHW-KBs/What_is_the_procedure_for_graceful_shutdown_and_power_up_of_a_storage_system_during_scheduled_power_outage
https://kb.netapp.com/on-prem/ontap/OHW/OHW-KBs/What_is_the_procedure_for_graceful_shutdown_and_power_up_of_a_storage_system_during_scheduled_power_outage
https://kb.netapp.com/on-prem/ontap/OHW/OHW-KBs/What_is_the_procedure_for_graceful_shutdown_and_power_up_of_a_storage_system_during_scheduled_power_outage
https://kb.netapp.com/on-prem/ontap/OHW/OHW-KBs/What_is_the_procedure_for_graceful_shutdown_and_power_up_of_a_storage_system_during_scheduled_power_outage
https://kb.netapp.com/on-prem/ontap/OHW/OHW-KBs/What_is_the_procedure_for_graceful_shutdown_and_power_up_of_a_storage_system_during_scheduled_power_outage
https://kb.netapp.com/on-prem/ontap/OHW/OHW-KBs/What_is_the_procedure_for_graceful_shutdown_and_power_up_of_a_storage_system_during_scheduled_power_outage
https://kb.netapp.com/on-prem/ontap/OHW/OHW-KBs/What_is_the_procedure_for_graceful_shutdown_and_power_up_of_a_storage_system_during_scheduled_power_outage
https://kb.netapp.com/on-prem/ontap/OHW/OHW-KBs/What_is_the_procedure_for_graceful_shutdown_and_power_up_of_a_storage_system_during_scheduled_power_outage
https://kb.netapp.com/on-prem/ontap/OHW/OHW-KBs/What_is_the_procedure_for_graceful_shutdown_and_power_up_of_a_storage_system_during_scheduled_power_outage
https://kb.netapp.com/on-prem/ontap/OHW/OHW-KBs/What_is_the_procedure_for_graceful_shutdown_and_power_up_of_a_storage_system_during_scheduled_power_outage
https://kb.netapp.com/on-prem/ontap/OHW/OHW-KBs/What_is_the_procedure_for_graceful_shutdown_and_power_up_of_a_storage_system_during_scheduled_power_outage
https://kb.netapp.com/on-prem/ontap/OHW/OHW-KBs/What_is_the_procedure_for_graceful_shutdown_and_power_up_of_a_storage_system_during_scheduled_power_outage
https://kb.netapp.com/on-prem/ontap/OHW/OHW-KBs/What_is_the_procedure_for_graceful_shutdown_and_power_up_of_a_storage_system_during_scheduled_power_outage
https://kb.netapp.com/on-prem/ontap/OHW/OHW-KBs/What_is_the_procedure_for_graceful_shutdown_and_power_up_of_a_storage_system_during_scheduled_power_outage
https://kb.netapp.com/on-prem/ontap/OHW/OHW-KBs/What_is_the_procedure_for_graceful_shutdown_and_power_up_of_a_storage_system_during_scheduled_power_outage
https://kb.netapp.com/on-prem/ontap/OHW/OHW-KBs/What_is_the_procedure_for_graceful_shutdown_and_power_up_of_a_storage_system_during_scheduled_power_outage
https://kb.netapp.com/on-prem/ontap/OHW/OHW-KBs/What_is_the_procedure_for_graceful_shutdown_and_power_up_of_a_storage_system_during_scheduled_power_outage
https://kb.netapp.com/on-prem/ontap/OHW/OHW-KBs/What_is_the_procedure_for_graceful_shutdown_and_power_up_of_a_storage_system_during_scheduled_power_outage
https://kb.netapp.com/on-prem/ontap/OHW/OHW-KBs/What_is_the_procedure_for_graceful_shutdown_and_power_up_of_a_storage_system_during_scheduled_power_outage
https://kb.netapp.com/on-prem/ontap/OHW/OHW-KBs/What_is_the_procedure_for_graceful_shutdown_and_power_up_of_a_storage_system_during_scheduled_power_outage
https://kb.netapp.com/on-prem/ontap/OHW/OHW-KBs/What_is_the_procedure_for_graceful_shutdown_and_power_up_of_a_storage_system_during_scheduled_power_outage
https://kb.netapp.com/on-prem/ontap/OHW/OHW-KBs/What_is_the_procedure_for_graceful_shutdown_and_power_up_of_a_storage_system_during_scheduled_power_outage
https://kb.netapp.com/on-prem/ontap/OHW/OHW-KBs/What_is_the_procedure_for_graceful_shutdown_and_power_up_of_a_storage_system_during_scheduled_power_outage
https://kb.netapp.com/on-prem/ontap/OHW/OHW-KBs/What_is_the_procedure_for_graceful_shutdown_and_power_up_of_a_storage_system_during_scheduled_power_outage
https://kb.netapp.com/on-prem/ontap/OHW/OHW-KBs/What_is_the_procedure_for_graceful_shutdown_and_power_up_of_a_storage_system_during_scheduled_power_outage
https://kb.netapp.com/on-prem/ontap/OHW/OHW-KBs/What_is_the_procedure_for_graceful_shutdown_and_power_up_of_a_storage_system_during_scheduled_power_outage
https://kb.netapp.com/on-prem/ontap/OHW/OHW-KBs/What_is_the_procedure_for_graceful_shutdown_and_power_up_of_a_storage_system_during_scheduled_power_outage
https://kb.netapp.com/on-prem/ontap/OHW/OHW-KBs/What_is_the_procedure_for_graceful_shutdown_and_power_up_of_a_storage_system_during_scheduled_power_outage
https://kb.netapp.com/on-prem/ontap/OHW/OHW-KBs/What_is_the_procedure_for_graceful_shutdown_and_power_up_of_a_storage_system_during_scheduled_power_outage
https://kb.netapp.com/on-prem/ontap/OHW/OHW-KBs/What_is_the_procedure_for_graceful_shutdown_and_power_up_of_a_storage_system_during_scheduled_power_outage
https://kb.netapp.com/on-prem/ontap/OHW/OHW-KBs/What_is_the_procedure_for_graceful_shutdown_and_power_up_of_a_storage_system_during_scheduled_power_outage
https://kb.netapp.com/on-prem/ontap/OHW/OHW-KBs/What_is_the_procedure_for_graceful_shutdown_and_power_up_of_a_storage_system_during_scheduled_power_outage
https://kb.netapp.com/on-prem/ontap/OHW/OHW-KBs/What_is_the_procedure_for_graceful_shutdown_and_power_up_of_a_storage_system_during_scheduled_power_outage
https://kb.netapp.com/on-prem/ontap/OHW/OHW-KBs/What_is_the_procedure_for_graceful_shutdown_and_power_up_of_a_storage_system_during_scheduled_power_outage
https://kb.netapp.com/on-prem/ontap/OHW/OHW-KBs/What_is_the_procedure_for_graceful_shutdown_and_power_up_of_a_storage_system_during_scheduled_power_outage
https://kb.netapp.com/on-prem/ontap/OHW/OHW-KBs/What_is_the_procedure_for_graceful_shutdown_and_power_up_of_a_storage_system_during_scheduled_power_outage
https://kb.netapp.com/on-prem/ontap/OHW/OHW-KBs/What_is_the_procedure_for_graceful_shutdown_and_power_up_of_a_storage_system_during_scheduled_power_outage
https://kb.netapp.com/on-prem/ontap/OHW/OHW-KBs/What_is_the_procedure_for_graceful_shutdown_and_power_up_of_a_storage_system_during_scheduled_power_outage
https://kb.netapp.com/on-prem/ontap/OHW/OHW-KBs/What_is_the_procedure_for_graceful_shutdown_and_power_up_of_a_storage_system_during_scheduled_power_outage
https://kb.netapp.com/on-prem/ontap/OHW/OHW-KBs/What_is_the_procedure_for_graceful_shutdown_and_power_up_of_a_storage_system_during_scheduled_power_outage
https://kb.netapp.com/onprem/ontap/os/How_to_perform_a_cluster_health_check_with_a_script_in_ONTAP
https://kb.netapp.com/onprem/ontap/os/How_to_perform_a_cluster_health_check_with_a_script_in_ONTAP
https://kb.netapp.com/onprem/ontap/os/How_to_perform_a_cluster_health_check_with_a_script_in_ONTAP
https://kb.netapp.com/onprem/ontap/os/How_to_perform_a_cluster_health_check_with_a_script_in_ONTAP
https://kb.netapp.com/onprem/ontap/os/How_to_perform_a_cluster_health_check_with_a_script_in_ONTAP
https://kb.netapp.com/onprem/ontap/os/How_to_perform_a_cluster_health_check_with_a_script_in_ONTAP
https://kb.netapp.com/onprem/ontap/os/How_to_perform_a_cluster_health_check_with_a_script_in_ONTAP
https://kb.netapp.com/onprem/ontap/os/How_to_perform_a_cluster_health_check_with_a_script_in_ONTAP
https://kb.netapp.com/onprem/ontap/os/How_to_perform_a_cluster_health_check_with_a_script_in_ONTAP
https://kb.netapp.com/onprem/ontap/os/How_to_perform_a_cluster_health_check_with_a_script_in_ONTAP
https://kb.netapp.com/onprem/ontap/os/How_to_perform_a_cluster_health_check_with_a_script_in_ONTAP
https://kb.netapp.com/onprem/ontap/os/How_to_perform_a_cluster_health_check_with_a_script_in_ONTAP
https://kb.netapp.com/onprem/ontap/os/How_to_perform_a_cluster_health_check_with_a_script_in_ONTAP
https://kb.netapp.com/onprem/ontap/os/How_to_perform_a_cluster_health_check_with_a_script_in_ONTAP
https://kb.netapp.com/onprem/ontap/os/How_to_perform_a_cluster_health_check_with_a_script_in_ONTAP
https://kb.netapp.com/onprem/ontap/os/How_to_perform_a_cluster_health_check_with_a_script_in_ONTAP
https://kb.netapp.com/onprem/ontap/os/How_to_perform_a_cluster_health_check_with_a_script_in_ONTAP
https://activeiq.netapp.com/
https://activeiq.netapp.com/
https://activeiq.netapp.com/
https://activeiq.netapp.com/
https://activeiq.netapp.com/
https://activeiq.netapp.com/
https://activeiq.netapp.com/
https://activeiq.netapp.com/
https://activeiq.netapp.com/
https://activeiq.netapp.com/
https://activeiq.netapp.com/
https://activeiq.netapp.com/
https://activeiq.netapp.com/
https://activeiq.netapp.com/
https://activeiq.netapp.com/

6. JRHiEEfShell:
exit
7. ER E—FiaE Ay HaE R T SRIP#IEET SSHE REISPHBMC LA EIEHE,
NREFERNZEFIG/ECABR. BERABRNEREEREREERIITHIZ.
8. MNP NI R

system node halt -node <nodel>,<node2> -skip-lif-migration-before-shutdown
true -ignore-quorum-warnings true -inhibit-takeover true

3t FE B TEStrictSynciR =, FIiz{TEIE 2 SnapMirrorfY&E8f. system node halt -node

(:) <nodel>,<node2> -skip-lif-migration-before-shutdown true -ignore
—quorum-warnings true -inhibit-takeover true -ignore-strict-sync
-warnings true

0. MRHIMUATER, BAEBEPNEMTHBEMN Y
Warning: Are you sure you want to halt node <node name>? {y|n}:

10. ER/GNEHREE. ARETMBEEFRTN.

IR 2 1 EHFINT = MetroCluster B E IS HI2S

BRAZFITH R, BOTHEERISRANS, AECENIHUEE RS, UESITESEHIZRSS MRS
EafF g HE (IR,

KFUIES
* BUTTEIIRED R REREFBEFRATIIRS, UENBITESIZH MR,

g
1. #0& MetroCluster RS LUHEZHRITHIZR 2 E B B EIZTIEFRITHI2E . MetroCluster show

2. IRIERBRET BENR, KR TRESIRME:

NRITHIZZ T2 ... A4 ...

2 5ol PYEHITT—D,

NSk MIBTTIE B RUITHISEHMITITRIAIIRIE(E: MetroCluster
switchover

FETHIR, E=iAER BEELSRER, NR0EE, BERRRATERAER, WRITEMRRBE

i
MetroCluster switchover &5 @R[, BEXAR AL
LHITUNR, HEVIRERE R

3. EBITIEERERBPIBZIT MetroCluster heal -phase aggregates 3%, UEHRTEIERS,



controller A 1::> metrocluster heal -phase aggregates
[Job 130] Job succeeded: Heal Aggregates is successful.

MNRBEWT IR, ERILIER ° override-vetoes” 2 E#H A MetroCluster heal 83, WREALLA]
EBE, NWRFEEZTAEIEBERIENIRE R,

4. £/ MetroCluster operation show &SI 1ERE B 5o

controller A 1::> metrocluster operation show
Operation: heal-aggregates
State: successful
Start Time: 7/25/2016 18:45:55
End Time: 7/25/2016 18:45:56

Errors: -

5. ffH storage aggregate show SR ERESIIRE.

controller A 1::> storage aggregate show

Aggregate Size Available Used$% State #Vols Nodes RAID
Status
aggr b2 227 .1GB 227 .1GB % online 0 mccl-a2

raid dp, mirrored, normal...

6. f£F MetroCluster heal -phase root-aggregates I BERES.

mcclA::> metrocluster heal -phase root-aggregates
[Job 137] Job succeeded: Heal Root Aggregates is successful

NREBEWE R, Eo]LIfER -override-vetoes ¥ EFM A H MetroCluster heal 8%, WREALLA]
TS, WRSEESTMEILEBEIRIENIRER,

7. B REEF L{FH MetroCluster operation show SRS WIHEEIRIERTETMK:



mcclA::> metrocluster operation show
Operation: heal-root-aggregates
State: successful
Start Time: 7/29/2016 20:54:41
End Time: 7/29/2016 20:54:42

Errors: -
8. TEZHITHISEIR £, BiFFEBIR,
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R, BEREIBEMEFIZERMZENESEMTIAE. AERRENAEERANSZH
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#£15: HTEHEER
BB, BTMIBHAERE THRHISIER,

1. MBEHRE, BERED,
2 BHERAERER, AEMERPE TS

3. PRSI L L EIRIGE LIRS, AENEHRSBER ERTRALEN SFP (IRFE) , HE
ERA A RERR I E

REABERLEERET, WEEERTRESLAEEREN, SEAIERF.

4. MR ERNEERNE TALAERREHERE 3.
o [ TMEMMMEFD, ARRRE TN,

R SR IR = MATLFE R BB I4AS Lo
6. REHIZRERIB HAAE.
Rri=h SRR LAFERT, IBHRESHHE R SR IRBYERER.
7. BEHSERRELSNUE, ANETNS —MIRISEREEXEDE,

F2%: BN
BEFRAFERERNBIEREEERIE, EOTRIT—RIEENES.

1. NRE W RIEH, BIEMEM.

2. MERE, BFRARIFMEERE—NNAD, AERKENRAE, BEIERMIFEER ERIIKAZRE ERNF
» MITIET TR,

3. M TRRBEEIROICIEF ERRREIH, AER T O .
R RIRZ MAFEFB H— =0



4. BRBERMAEREERL, BREATHZERFEEZER, EERSMYERER,
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R B RRBTE—

MERFIBENBRREE ERT R,

RRBEREFOXNTT, ARKEBAGE, NMEEBNERYE.

BAI#ENEERRORIEF, EET2EEZNAET.

© N o O

REBERTER G, LEIBFBHAS.

0. BORIBFH LRFIHEHASGMUE, HERABIEFERABEAIUEMLE.
10. WEHANBEREE ERPE,

% 3T MIRENRHARGAEREIRAAE
EBREMRENRRASHUERE TIENG, AR ERESRNE.

1. MY RERENTIEET,

2. AR BNFEREREVETIEEVZRPIIVIZRSH, RERTER.
3. WIRE R, BIEFEM,
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% 4T REREGIHRER
BIEHISIEREREENAEE. BERDE,

X TFER—HEFAERMEHISFRIRN HA X, ZREEHBERNIMFLHEE, RA—BERET2ENE
, EMERRNEREE.

1. RIS RIS SR OIXTF, SRR RRERAE N RGN —E,
(D) wosasmmRE BT, RIERGIETERER.

2. BIEHl e EMERITHIBER, AREMERERRD.

3. FERITHISRIRILE
a. FHEFEENBR, ENTERRANER, ARRKEREREEIR,
b. EABE RS IEHISRRIREFEANGE, BEBEABFR L



() #EsIsERRANAES, BIRAEA, UGHRTEES.

C. KSiE Bl Lhete, EEMMLIERFRIER, KiEHSSERTEENFER, ARFHEHBikEED
ENE.

IR B R BRIEHASR, HATHARD, EERIEmIR.
d MEHREHRRRALEDLE, FERRELLE.
e % ctrl-c hMTERRahdi2H B5E) LOADER .

() MRRGEBERDREAR, BEREHE LOADER T,

f. 72 LOADER JER4L, A bye LB PCle EAIE AL,
0. # cerl-c RUT T TRH EREIMER IR,

MRBRGEBERDREL, HAEEHT LOADER BT,

4. BEERSE, BB MEHBREHHIET

SERIA R E RIS FE- ASA C400
1A TR R A I BRMATR BRI N S B HAR S FE S R 2R R E144 NetAppo

%1% WIEFIgEVMEN HA RS
BTN HA RS, HELXENERIILRESUTRENRARE,

1. EEPET, WE—ITHISRIR B R AT HIS EIRMMFEN HAKZ . ha-config show
PRB AR HA KSERR AR R

2. NMBRANBEETHNARARSSENRRRERILER:
a. KBV HAJRZ: ha-config modify chassis ha-state

ha-state_ BIERIIAZUTFEZ—:

* ha
" mcc
* mcc-2n
* mCCIP
* non-ha
b. #INEEEEN: ha-config show
3. MIREARITILIRME, BEMMNARANHERE D HITHL,.
4. EMRERAIEEIIER,



$2% . 7IXWT S MetroClusterfit & H1)[o] B2
I ESXRE A= T = MetroCluster BC &

T
1. BT R BT enabled IRA: MetroCluster node show

cluster B::> metrocluster node show

DR Configuration DR
Group Cluster Node State Mirroring Mode
1 cluster A
controller A 1 configured enabled heal roots
completed

cluster B
controller B 1 configured enabled waiting for
switchback recovery
2 entries were displayed.

IEPRE SVM EMEFRIP BEESM . MetroCluster SVM show
WIHEERMEIEEHITMEMBS LIF T2 2B EMINTEM: MetroCluster check 1lif show
EETEENEEDINERT = EFH MetroCluster switchback e8<HITYIEL,

IIEYIEIRER T ESE . MetroCluster show

@ > w N

HEBAT waiting for-switchback IRKESE, YIEHE(EDEEIT:

cluster B::> metrocluster show

Cluster Configuration State Mode
Local: cluster B configured switchover
Remote: cluster A configured waiting-for-switchback

YEBT normal IRESET, YIEIRIEEM. -

cluster B::> metrocluster show

Cluster Configuration State Mode
Local: cluster B configured normal
Remote: cluster A configured normal



WNRYIEIEERKESE) A 8ETER, R LIEA MetroCluster config-replication resync-status
show SRR EEEHITHELIKRE.

6. EFTEIL1EE SnapMirror B¢ SnapVault BEEE.

% 3 & KBEFEIRHR[E] NetApp
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