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boot recovery -partner

FEEETRUTHR:

Starting boot media recovery (BMR) process. Press Ctrl-C to abort..
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key manager is configured.
Entering Bootmenu Option 10...

This option must be used only in disaster recovery procedures.

you sure? (y or n):

a. HN 'y EiRTRBIAEE S E G OKM EdiE,
b. HIURTREY, FRAVEHZAEIEZ,

C. HIMHIARTE, BEXIMARN,

d. HIETEY, MAFERZAEERNEHEE.

RE R E D BIERREVRA

Enter the passphrase for onboard key management:

e mIEMEEE, BElmMHTR]

e NN AIS o
mEdETRE, TREEHRBE. UTMEERBMERIN:

Trying to recover keymanager secrets....

Setting recovery material for the onboard key manager
Recovery secrets set successfully

Trying to delete any existing km onboard.keydb file.

Successfully recovered keymanager secrets.

f TRERG, RERAREMETEAHERIET.

Are
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0 BERIAFEERIIEH R ME EREIETT!
storage failover giveback -ofnode impaired node name
h. ZHF TR BHHARRMEERS G, RS EFHFN OKM ZA:

security key-manager onboard sync

AIfE EHE A EIRIEIRE MRERER T

HSNEREREREETESE (EKM )
RARTUTHEHF BRI TR EIED 11:

key manager is configured.
Entering Bootmenu Option 11...

a. HIEREY, BERAEKMEEEIRE:
L JERABPIRIEBIIAZR, /cfcard/kmip/certs/client.crt X4 :

BREFIREPAETTA

i. IBMANEFIRZEXHNAZS, /cfcard/kmip/certs/client.key {4 :

BTREPIRERXHFABEIRG

iii. MIATFRIEN KMIP ARS8 CA(s) XHHRIAR: /cfecard/kmip/certs/CA.pem’ SXi:

ERKMIPARSS 28 X (A A R



V. B NBRSSESECE XA /cfcard/kmip/servers.cfg X 14 :

ERIRSBEREXHRBE R

XXX XXX . XXX .XXX:5696.host=xxXxX.XXX.XXX.XXX

XXX XXX . XXX .Xxx:5696.port=5696

XXX .XXX.XxXX.xxx:5696.trusted file=/cfcard/kmip/certs/CA.pem
XXX .XXX.XXX.xxXX:5696.protocol=KMIP1 4
I1xXxXX.XXX.XXX.xxx:5696.timeout=25

XXX . XXX .XXX.XxXx:5696.nbio=1

XXX .XXX.XXX.xxxX:5696.cert file=/cfcard/kmip/certs/client.cr
t

XXX .XXX.XxX.xxx:5696.key file=/cfcard/kmip/certs/client.key
XXX XXX . XXX .XxX:5696.ciphers="TLSv1.2:kRSA:!CAMELLIA:!IDEA:
!RC2:!RC4:!SEED: !eNULL: !'aNULL"

XXX . XXX .XXX.Xxx:5696.verify=true

XXX .XXX.XXX.xxX:5696.netapp keystore uuid=<id value>

V. INRBIIER, BN NET SBIONTAPERE UUID, EaUERAUTHSMKET ST
B UUID: ‘cluster identify show #5%

ERONTAPEEE UUID 127

Notice: bootarg.mgwd.cluster uuid is not set or is empty.
Do you know the ONTAP Cluster UUID? {y/n} y
Enter the ONTAP Cluster UUID: <cluster uuid value>

System is ready to utilize external key manager(s).

vi. IIRBIERT, BRATRRIENNEZEOMLE:
" IR 8y 1P itk
" IR R LB
= FAIARIRAY 1P it

&
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BRIGES EIR B R

In order to recover key information, a temporary network
interface needs to be
configured.

Select the network port you want to use (for example,
'eQa')
e(OM

Enter the IP address for port : xxx.xXXX.XXX.XXX
Enter the netmask for port : xXXX.xXXX.XXX.XXX

Enter IP address of default gateway: XXX.XXX.XXX.XXX
Trying to recover keys from key servers....
[discover versions]

[status=SUCCESS reason= message=]

b. FIFEAMEIRE:
- WNRIREZE kmip2_client: Successfully imported the keys from external key server:
XXX XXX XXX.XXX:5696 HIHERE TR, EKM BREEMIIME. ZIEMNET RIREHERAY
HHEBRT R, #HET—D,
" MRZFPMERY, RARELGTHETREIRZEMESES. M LOADER IR EHEITE

U = boot recovery -partner



ETRERREERNE S HENRA

ERROR: kmip init: halting this system with encrypted
mroot...

WARNING: kmip init: authentication keys might not be
available.

KA KK AR A AR A AR A KA A KR A AR A AR A AR A AR AR A ARk A A A A A A A A A ARk, Kk

W ATTENTTION e
* *
& System cannot connect to key managers. 23
* *

R b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b g

ERROR: kmip init: halting this system with encrypted
mroot...

Terminated

Uptime: 11m32s
System halting...

LOADER-B>

C TRERR, RIERREEMEELHEREIT.
d. B RIEFEEITHIR M E EEIETT:

storage failover giveback -ofnode impaired node name

AITE EHE A ETIREIEE NRERERT -

o WIRBRABNRE, FEHBA:

storage failover modify -node local -auto-giveback true

6. ANR B T AutoSupport. NEE B &he 22

system node autosupport invoke -node * -type all -message MAINT=END

2178
EIXRONTAPBME BT mIEE T THIRMEIER, ErRILISHIEEHEEI4NetApp”s

BRI BT RER IR [E]4A NetApp - AFF C80

WNRIZEIAFF C80 IFERAHHNENAM REMIE, B IEEHIR[EIZANetApp. IBEIH
"EMRIREIFI E R TIE A RENE 5 Bo
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BRohiRIR - FopihE

B AFohiE TERFE - AFF C80

FohihE BohiEEEF A USB XSS ISONTAPEFH LR E|AFF C80 RSB
k. AT MNetAppZiFih = FEENAIONTAPIRE MG FIE ES HIE USB IXEN28.
RE, FERERITE USB IXohasiTIMER(E, BRAMEIEREBITIRE.
MBEHWRFIETHEONTAP 9.17.1 RBESMA, BER EHEDHNERS" .

B, REMEER, XHEHISE, BRERAE, €A USB RasEmRG, HELENERNAIMNER

B
o "BERBNTREKX"

BEEMBMNTRNER,

9 "M BN ASHFIRE"
MERSEEAT RERAEEREEWEEHTT 7N,

e "Shut down the impaired controller”
FEFEMBEENERMN. EXEAETER.

o "R R

MRS EERRPIEHERHT . KERERBIHNER. ARERUSBAFIREIZR T RIONTAPIR G,

e "BEIRERE"

MUSBIRTH2S S EIONTAPIUE., REXHRFEHIIIIMET S,

e "E

MONTAPE B B E R Z A ERSRE B S IMNIE IR E SR,

o "R SR IR (E] NetApp"
RREMRMB RMA 35BS SEER 4R E] NetApp o

FrIBIRIAMEREX - AFF C80
EEMAFF C80RLGIHRHBEINTRZAN. BRRFEMNERNLEENR, XEERHRE
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HUSBAFREIZAREINFRHE. ARIIEESATERNERBINIRS.
IMREMRGIZITHRONTAP 9.17.1 REBIRA, BEM BHEDMERE"

USB AE&
* WREE— MR FAT32 BY USB [AfFIKEDES.

* USB AIEH EBMEHEREREH \image_ xxx.tgz' X5,

XHEE
EH \image_xxx.tgz XA EHZ| USB INTFIERNER. £/ USB IAZIREZREZ HONTAPBRE I ER LS o

HEEIR
fEFINetAppieHAYEE 4R 4 SR B R B PE A 15

=HI23IR5
BT MNBEhNTRE, BaSHAIERNEFREXEE:

© IR REEERTARIEHIE.
© RIS RIS HA Tk,
T-#Rftur
EETHIISNENERS, ERERERHNFLOMBRHLIRE",

WEFHRBIIREMERINESZS - AFF C80

EWIRAFF CB0OFMHAR LHEHIER 2. BFEWIEREEIN EJ:E’J?JDM‘M‘%HS'H%?FD%,_\O
ﬁ’e‘ﬁi"ﬁE’JONTAPH&ZIS% 552 FiNetAppBHINE(NVE). KAERIZEZ A0, BRERAEIES
SR TF AR,

NRERIRFITITRIRONTAP 9.17.1 REShAS, BER"BoIEHMERRF" -
S 1. 12F NVE ZHH THIEFHBIONTAPIRE
FATE fEBIONTAPhR AN B 55 32 FiNetAppBEINE (NVE), LUBIERI LT IEFMAIONTAPRREG SR BT 7T B

g
1. EEHONTAPKR A B S 2 INZE .

version -v

SNRHEH E4E 10no-DARE, NMERIEBARARZFENVE,

2. FHTE NVE ZIFHIONTAPH (% :
° YRLH NVE: THFHENetAppEMNEZHIONTAPIME
° YNRAZHF NVE: THATNetAppEINZHIONTAPBRE
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@ MNetApp3z /UL T EHONTAPIRREIIER) HTTP 3¢ FTP ARSSsEaiAstth >3k, £k
Bt R RES, ERFE ARG

EXAHEIERISRZ R, BRIERAEERCEHENVERS.

p
1. MELNARG LERT WM ERERS:

ONTAP iz BTl
ONTAP 9. 14. 15 EShREK security key-manager keystore show

s NRBATEKM. EKM NE&EGSHEFTIH,
* MNREEATOKM. "OKM M&tEdr< it H5H,

* MNRKBAZIHEIEE. "No key manager keystores configured®
N=FEmR<LHEFTIH,

ONTAP 9.13.1 Z{E Rz security key-manager show-key-store

* MRBHATEKM. ‘external M&Ed<HE 7 H,
* NRBATOKM. ‘onboard N&7Ed< it HTE,
* MNEBREAZAEIER. "No key managers configured NS TE#D

LTI,
2. RBAZHESHE T BAEIER, FITUTIREZ—!
MRKREEZAEIESS:
eI LR et X MRS HIZs, HASEHMITXIIIER.
NREE T HHEIESE (EKM Z OKM) :
a. WALUTERGS, EFEREERPEHEIERAIIRS:
security key-manager key query

> ERGERFOEACNIE. Restored 7. UPHETEBEDR (EKM 5 OKM) HHHHITE
PRTEHNE

3. BIREENEAEER LA THEN RS E.
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HNEREZEAETESS (EKM )
RIESESTH UL T, "Restored I F,

NRFAERBEHER true EBIRE !
BRI R XA EEGIEE, HASHITIIIER,
NREFARETHERRE true’ E“BIRE"FIH:
a. BN EIRAERIAME D ERHPHFE TR
security key-manager external restore
INRABSHITERY, TBEXRENetAppZ s,
b. HIAFRE S IIEZBHEMES
security key-manager key query
Haik "Restored SRR “true & A FFIE S HRIEER.
C. MNRPIERAMEME, WrJUAREMKFAHEITHIEFHUSEHITRNIZR,

IREZEAEIEE (OKM )
RIESESTH U TS E, Restored I+,

NRFIERBEER true T BIRE"FIH:
a. &1 OKM 58
L PR EI S RAPRIER :
set -priv advanced
BNy SRR ERRT,
. BRBAEEEMER:
security key-manager onboard show-backup
ii. &5 B8 HIEI R IRA S B E XX,
MREEHRIRPEEFHNE OKM, EEBELENHES.
i, 13 [O]EIE ST
set -priv admin
b. R UL LMK IEITEIEE, HYLERITRIIER

NREFIRERRERZE true T EME"7H:
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a. EFIRFEREES:
security key-manager onboard sync
HIRREY, BN 32 MFEENFERFAHSHNBRREERT,.

C) XEEERVEE EHZRAE RSN ENEESTERBEE, NRELEIERD
5B, BB RENetAppziF,

b. IBEHINFIE B IIEERHEME
security key-manager key query

1A Restored ' FIEB/R “true WFAIEBMRIEZEAFM "Key Manager RERE

*onboards
c. &% OKM 55
L PR EI S RAPRIER :
set -priv advanced
BNy HIRRAREEET,
. ETREREESEMER:
security key-manager onboard show-backup
ii. Y& BB RIRAS 3R B E S,
MREERIREPZEEFHME OKM, EREBLENHEE.
iil. JREEIEGIET
set -priv admin

d. eI T et XAHMEIETEE, HBRERITXIER.

T—HRH4?
SRR EWERERSIRES, CRE XARHS

KAFE SR AT F BT R E - AFF C80

5tk NVE i NSE £5/5, EFEEXRHARIIERSE. ERERTENEENZREDE XA
R ER BT 2R,

NRERIRFITITRIRONTAP 9.17.1 REShAS, BER"BoIEMMERRRF" -
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TN . KRERARS

BRAZBEHEE, EOMRERLHRIVRT, AELEMZERGIE, UERTEBITRISSSAEMNZ
BT Hl SR B R R,

KXFIES

* NREFEANEBSANRS, NHMENEZRITHIZZSCSITIFHEMHSHER cluster kernel-
service show, cluster kernel-service show #r < (TEpriva IR F) Al B/ BT R AR i
WS ZH R BEMERESURZT REETKS.

/1 SCSI IR RS S HEN SEBFHEMT RIRIFPER R, EREBIRZ A, BIALBRITE

8] &,

* If you have a cluster with more than two nodes, it must be in quorum. IR EE KA R ETITIRR
RFPIERIBSE R RIEI TR A EE T alse. MR AZHITH SR 2 AIE ERER ; FE0 "
RBoR5&RERD"

S
1. MNERB AT AutoSupport « M5&3d i B AutoSupport JH S22 1EBheI 2R

system node autosupport invoke -node * -type all -message MAINT=<# of
hours>h

LR AutoSupport JHEZE 1E B T2 25N

clusterl:> system node autosupport invoke -node * -type all -message
MAINT=2h

2. ZEBERIE
a. MERITHIZRAVIEH SN <

storage failover modify -node impaired node name -auto-giveback false

b. N 'y HIEEIRNEERETEZRAAMMER? i
3. ¥ZmiEHI2E 2R LOADER 12755 :

NRZIRITHZEEE. ... B4 ...

LOADER 2R BET—%,

[EEERFRE ¥ Ctrl-C , AREHIUERNEE vo
AFAIR AT IR R MIBITIEBEHI S E T EZHITHIZS

storage failover takeover -ofnode
impaired node name -halt true

-halt true B35 N\ Loaderig R i’
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IR 2 . $5EHIBSI T MetroCluster #2

BXRARBIEHEE, EOMRERLHSRIVRTS, AELEMZERTIE, UERTEBTRISSSAEMZ
Bl SR B R R,

* If you have a cluster with more than two nodes, it must be in quorum. IR EEE KA R R IITITIRR

RIFp RIS EARNEITINR S EE R alse. MAGIEXAZHITHISE 2 AIE ERTHR ; 550"
BrHR5KERD"

s BwsnIAE iR EMetroClusterfc RS, HETRATFEBAMEERKES:
metrocluster node show
g
1. YR ZA T AutoSupport « M@ JEHAutoSupport ;B 22 1E B &b eI ZRF:

system node autosupport invoke -node * -type all -message
MAINT=number of hours downh

LA FAutoSupport JEE 221 B ah el = 2= 61/ 6

clusterl:*> system node autosupport invoke -node * -type all -message
MAINT=2h

2. ZHBHRIE:
a. NEERIEHIZEAIERI QAL TR
storage failover modify -node local -auto-giveback false

b. N 'y HIEEIIR N EESETEZABMOIR? "AY
3. ¥ZRIEHI2E 2R N LOADER 127R4%F:

MNRZHITHIZRER ... B4 ...
LOADER &Rt BET—T,
EEFFRE ¥ Ctrl-C , ABREHIHMERFEE vo

AGHRTRERRTT WA MNSTEENEHSRENEERRERE:
RorEN)
storage failover takeover -ofnode
impaired node name -halt true

-halt true B #0&# N\ Loaderfe o

TSR A?
RASHIRE, ERE ERENR
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BB A EEFEEHRE - AFF C80

AFF C80 RLHRIETHN Bl T EEREHMECERIE. BMIBEEEBKRASKERR
R, BIRBITHEISNR. KEBRBIHNHR, ARER USB INEFIRENZFFONTAPRE

FopfEREI BB,

MREHNARRIZITHIRBONTAP 9.17.1 RESIRA, BER"EoIEmMERRE" .
Step 1: Replace the boot media

BEINT R T RSGERERNE. @M RGHRE FRIRFKAR,

ST
1. BRENEEE. MREHKRE, HERE,
2. IR IEHIZER PSU,

() nRENRSHEMERER. BT RRRSPSUIEE,

a. R FERIRAFERRRIFIE RS, BFSUERANERUEN LS. UEEERTEERIPEE

EREEIEAIR O,
b. A IS EIRITR. HEBNMSLAEIRERAMNMHNAYIZE. AR TIEEFRS.
C. WTAZERMCIRH, MBI,
d BRI —Em T, ARMNEHRSERPE T RAEEER,
e BARAFGEERRBIEHFFER L. UERILUARBEIN .
3. MNEERIEIRPHIBREIN R

~ ’5777777 -
75 w—— E
T =
e
N s [: (Bl
o | n

T sl
e
Sa—)
-

(1] RAEIBEROLIIB
(2] BEN RS
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(3] BRI

a. BT EEMERE.

b. m_EiERREINTE. BEMEERBH. AERE—S,
4. BERBINREEI ARG EERIRF:

a. BRMNHNASSHEINRXNTT, ARFHEEEEENGE,

b. FABIEIRH TS MIA FHEAX B ENIT o

C. T HIER. M TIRRITERNR. ARMAERE.
S. EMMRERFEIERIR:

a. FHA BRI M ek B XA E,

b. BN RAEIEERATTIE.

Step 2: Transfer the boot image to the boot media
BRENERBEINTFUSBEONTAPIRE, &R LUSHENAIONTAPARSSIEM THEIUSBNEIKEIZE. AGHE T
HEBRB TR, MTISONTAPBRGZ E] "NetApp 254 = "BRBENTT .
FHaZal

* B AB— BRI 32 [l USB AFRENEE, HFEREZE/1V N 4GB,

* FHSSHEHI2REETTHMERRZSTERIFONTAPRIEIZS, &8 LAMNetAppszFih s " "Downloads"&R
P TEHABNAIREG, FH version -v S EREHONTAPRAZR T HIFNVE, NRGSHEET
*<10no- DARE>, MZAIONTAPHRZATRZIFNVE,

° YNRERIONTAPHRASZFINVE. B1RER T HIRH AR, ERNetAppEINE TR K,
° INRAZHNVE. BB TEIRH PRI T H A HNetAppEMNZBIIRE,
* IREHNRFRHAX . NATIEEHISEHT R Bl O (BE He0MER ) Z B I MAERE,

p
1. NTFEHABENRRS MG EES "NetApp sZHFih =" BIUSBIAFEIREHER,

a. MTAE LBY"Downloads"(T &) S AR S5 IR G N HEIZE 104 AN LBV TIE==1El,
b. fRE4EARSSIRR,

@ SNREREMA Windows RENAR, B0 WinZip IREVKE R E, EAEMIRIT
B, 530 7-Zip 3% WinRAR .

USBINIfZIREh28 N A A T K28 IETEIZ1TRVAERZONTAPER R,

a. MEICAEBRNTPENLH USB IEFIERES.
2. RUSBAFIR S ENA RS EIRIEIR EBIUSB-AlR,

HtREE USB MFIKNSR REEIRE USB g iEEH, MARE USB iEHainOH,

22


https://mysupport.netapp.com/
https://mysupport.netapp.com/
https://mysupport.netapp.com/
https://mysupport.netapp.com/
https://mysupport.netapp.com/
https://mysupport.netapp.com/
https://mysupport.netapp.com/
https://mysupport.netapp.com/
https://mysupport.netapp.com/
https://mysupport.netapp.com/
https://mysupport.netapp.com/
https://mysupport.netapp.com/
https://mysupport.netapp.com/
https://mysupport.netapp.com/
https://mysupport.netapp.com/
https://mysupport.netapp.com/
https://mysupport.netapp.com/
https://mysupport.netapp.com/

3. BERAIGNEIR, —BBRINE, EHIRNIEHBH.
@ NREEEREIR, BRBRREMEED BIR,
4. ¥ Ctrl-C 7£ LOADER #R7RFHMELE, LUIFRBTEENETE,
MRKREBRUMHES, 1§#% Ctrl-C , EEEDUIBEIEIHIFRI, AREEERIZRUShENEER.
T—FEHA?
BB, BRE BEIIMERE"
M USB IEzh2s FahiE B ohiE (s - AFF C80

EAFF C80 2GR MBI TR EE, ErRILIM USB IRThas FohiEah iSRG A
MEFRHFT RIRERE.

NRERIRFEITITRIRONTAP 9.17.1 REShA, BER"BoIEMRERRF" -

FaZ Al
* BRG] B EE R MR SR,
* FRINEIRE E S E RGNV,
* MELHNRARSEAME. EPE 3, EFEREZSERANERERENBED,

p
1. EtKFEITHI2RA9 LOADER 2R T, M USB INTFIRENZR B o RS RE

boot recovery
MEHREX M RMUR T AT,

2. HIRTEY, MABREIFEHIZ Enter BIFEZES P ETHERIABR R,
3. BERIEATIEAIONTAPRRAHI S BINE var XIF RS
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ONTAP 9.16.0 S{E R A2
W ZFUTHIAMESIEIERIATR U T B :

a.

EHERESIZE L. T v HREE ‘Do you want to restore the backup
configuration now?

EHfEIERIsR L MNREIMRTR, I8 Y B /etc/ssh/ssh_host_ecdsa_key.
EREIERIZE £ BRI FIZRINRE S B NSk

set -privilege advanced
TEEHIEHIZR £ BEITMESE DG

system node restore-backup -node local -target-address
impaired node IP address

() mREINTFRMEANHE, B RENetAppIIS,

TEafETHIs L REIEERRT:
set -privilege admin

EHEESIZE L. T v HIREE ‘Was the restore backup procedure successful?

EfEIEHIZS L BT vy HIREE .would you like to use this restored copy
now?

FifEERlEE L BT Y HIRRERN, # Cil-C HIEERIBmREN,
TRt hlEs . AT T g EZ —!

* RRSAERNE, BMEEIFREREE E 1 EFBE

" IRRSERAME, BREREME"

ONTAP 9.16.1 S{E = kR4
I HIZS TR A TS B

a.

e.

ERSERTERENEREN. & Yo

mEIERE, RERUTHER: syncflash partner: Restore from partner
complete

Y SRTIAMRE SR,

B Y HRSRTERMENEERN.

BY SRGRTERT RN,

Y SAGIRTHEXERN, 15K Ctrl-C 8B R BB,

f ITUTRIEZ—:
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" IRRSERAME, B REME"

4. izl a4 AiE R B EC TR,
O W RIEFEEEHSBRME EEET:

storage failover giveback -fromnode local
6. NREERATBNREIRE, BEMBRAE:
storage failover modify -node local -auto-giveback true

7. 9NRBA T AutoSupport. NERE&helES5:

system node autosupport invoke -node * -type all -message MAINT=END

TS RHtA?
BEEREE, SBE EEHN R ENMNE,
FrEohkEERENNEZH - AFF C80

EAFF CBORGHYE MBI LMEMNE, URRSHRMBMIERF, BRJEaREN
IEZSART A BN AMERE UL BIERNZ 2151,

NRERIRFEIZITRIRONTAP 9.17.1 REShAS, BER"BoIEMIRERRF" -

RIECHNZRAERSEXEE, TAENNTRUMERSNE, NRETHEECNRAEAB N EAEIERS, 171E
BEERHN RERI R RIERNILE,
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IREZAEIEEE (OKM )
MONTAP S Eh3R SR R AR 3 2 tA E 1288 (OKM) e &L

FaZ Al

BRAREEESEFUTER:
* ERANEECENEEEIEN "EREREAEE"
* "IREEAEIESENFNER"

* EAUTARRIEHERSRE ERMEEIEM & iiE:

RIEIE 2

P

X T SRITHI2S:

1. BRI A S BRI H 28 L

2. MONTAPEEhFEH, EFMEN YLD

ONTAP hRrZs priz 21 gvll
ONTAP 9.8 SR EShRZS IR0,
BB ERA

"SNAIIIEAR E A SR E IR R () AL EEEERY

Please choose one of the following:

all disks.

1) Normal Boot.

2) Boot without /etc/rc.

3) Change password.

4) Clean configuration and initialize

5) Maintenance mode boot.

(

(6) Update flash from backup config.
(7) Install new software first.

(8) Reboot node.

(9) Configure Advanced Drive
Partitioning.

(10) Set Onboard Key Manager recovery

secrets.

(11) Configure node for external key

management.

Selection (1-11)2? 10
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ONTAP (R i1yl
ONTAP 9 7R ERhRZA EFRPRIAIN recover onboard keymanager

7/

BB ERA

Please choose one of the following:

(1) Normal Boot.

(2) Boot without /etc/rc.

(3) Change password.

(4) Clean configuration and initialize
all disks.

5) Maintenance mode boot.

(

(6) Update flash from backup config.
(7) Install new software first.

(8) Reboot node.

(9) Configure Advanced Drive
Partitioning.

Selection (1-19)7?
recover onboard keymanager

3. WIS, EHINERSEMREMELIZ:
BRRHRTRET

This option must be used only in disaster recovery procedures. Are you
sure? (y or n):

4. MNEESCENERZIEM X,
MNEEEY, EHafRREMEBARS.
BRI
Enter the passphrase for onboard key management:

Enter the passphrase again to confirm:

o BHANEMEER:

a. ¥E5M5M BEGIN BACKUP 17ZI END BACKUP 1THIFRERS, SIERITS,
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BRI

Enter the backup data:

—————————————————————————— BEGIN

BACKUP————————————— -
01234567890123456789012345678901234567890123456789012345678901
23

12345678901234567890123456789012345678901234567890123456789012
34
23456789012345678901234567890123456789012345678901234567890123
45
34567890123456789012345678901234567890123456789012345678901234
56
45678901234567890123456789012345678901234567890123456789012345
67
AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAARAA
AA
AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAA
AA
AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAARA
AA
AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAARAA
AA
AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAA
AA
AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAARA
AA
AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAARA
AA
AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAA
AA
AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAARA
AA
AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAARA
AA
AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAARA
AA
AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAA
AA
AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAARA
AA
AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAA
AA
AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAA



AA
AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAARAA

AA
AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAA
AA
AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAARARA
AA
01234567890123456789012345678901234567890123456789012345678901
23
12345678901234567890123456789012345678901234567890123456789012
34
23456789012345678901234567890123456789012345678901234567890123
45
AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAA
AA
AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAA
AA
AAAAAAAAAAAAAARAAAAAARAAAAAAAAAAAAAAAAAAAAAAAAAAANAAAAANAAAAANAA
AA

——————————————————————————— END
BACKUP--————————— = —————

b. M ANRBLERE, BRREER,
mELETN, FETUTHES:

Successfully recovered keymanager secrets.



BRI

Trying to recover keymanager secrets....

Setting recovery material for the onboard key manager
Recovery secrets set successfully

Trying to delete any existing km onboard.wkeydb file.

Successfully recovered keymanager secrets.

R b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b db g
khkkkkhkhkkhk ki hrkkhkkhkkkkkhx

* Select option " (1) Normal Boot." to complete recovery process.
*

* Run the "security key-manager onboard sync" command to
synchronize the key database after the node reboots.

R b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b i b b b b b b b b b b Y

R b b b b b b b b b b b b b b b b o d

@ MRETHHHERAEUTARS, B7N#HEEIE{E. Successfully recovered
keymanager secrets . H{THPEHIFRULEEIR,

6. 3R 1" MBI B4R R ThiH NONTAP,



10.

BRI

R b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b g

R IR I e I b dh db I b I b db b Ib b 4

* Select option " (1) Normal Boot." to complete the recovery

process.
*

R R i e S i b I b b b b 2h b b dh b Sb b 2 dh b b S b dh b b S b dh b b dh b db b db db b b b b 2h b b dh b db b b db b b Sb i db b 4

R b b b b b b b b b b b b b b b b b

(1) Normal Boot.

(2) Boot without /etc/rc.

(3) Change password.

(4) Clean configuration and initialize all disks.
(5) Maintenance mode boot.

(6) Update flash from backup config.

(7) Install new software first.

(8) Reboot node.

(9) Configure Advanced Drive Partitioning.

(10) Set Onboard Key Manager recovery secrets.
(11) Configure node for external key management.

Selection (1-11)2 1

A Hlgg TR e EmUTMER:

Waiting for giveback..(Press Ctrl-C to abort wait)

KT ERINFIERIZSE

AR IR -

storage failover giveback -fromnode local -only-cfo-aggregates true
KT RIIEHIRE:

{XfEMR CFO BERMfE, AP EAEESSE:

security key-manager onboard sync

HIGRREY, WMAERSCERRSEAEIESRTEE.
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1.

12.

13.

14.

BRI

Enter the cluster-wide passphrase for the Onboard Key Manager:

All offline encrypted volumes will be brought online and the
corresponding volume encryption keys (VEKs) will be restored
automatically within 10 minutes. If any offline encrypted
volumes are not brought online automatically, they can be
brought online manually using the "volume online -vserver

<vserver> -volume <volume name>" command.

(D NRED AT, MREISEHETRT, FESHEMES. MRRAPKY, NTEREISEE
R ZAIETHEIRERS. B7HERE, HEHRGEILERRPRIIALE,

HIAFREZRYIERY .

security key-manager key query -restored false

ZE R AMNREERER, MREMERER, BFEERTHS, BEIRBEERELENLL,
KT AR HIZE:

AR 2R

storage failover giveback -fromnode local

NRFERT Bk, WERE:

storage failover modify -node local -auto-giveback true

SR B AT AutoSupport. MR ER B &hIEEZRA]:

system node autosupport invoke -node * -type all -message MAINT=END

SNEBZIAETEES (EKM)
MONTAPE o ER RN R IAEIRSALE,

Friazal
MB—PEET REEDPREUTXHE:

p

*Icfcard/kmip/servers.cfg X {43, KMIP AR5 28tk Alim O
*/cfcard/kmip/certs/client.crt' XX (& FiIiE+H)
*/cfcard/kmip/certs/client.key X4 (Z P IHZEH)
/cfcard/kmip/certs/CA.pem X (KMIP 5528 CA IEH)

&



KT R HlE

1. A E IR R R ST HI28 L
2. JEIREIR 11" MONTAPB SIS &,

ERBhRERA

3. HIMERAY, FHRIAEEWRERIFRER:

Normal Boot.

Boot without /etc/rc.

Change password.

Clean configuration and initialize all disks.

Maintenance mode boot.

Install new software first.

Reboot node.

Configure Advanced Drive Partitioning.

) Set Onboard Key Manager recovery secrets.

(1)
(2)
(3)
(4)
(5)
(6) Update flash from backup config.
(7)
(8)
(9)
(10
(1

1) Configure node for external key management.
Selection (1-11)2 11

BRI

4. HIRREY, FRATFPRNRSSRES:

o

e o

®

Do you have a copy
{y/n}
Do you have a copy
{y/n}
Do you have a copy
Do you have a copy

of the

of the

of the
of the

/cfcard/kmip/certs/client.crt file?

/cfcard/kmip/certs/client.key file?

/cfcard/kmip/certs/CA.pem file? {y/n}
/cfcard/kmip/servers.cfg file? {y/n}

WMAEPIRIER (clientert) XHHIAZR, 81E BEGIN 1751 END 17,

- BAEFmZE (clientkey) XHHIRNZE, B#E BEGIN #1 END 17

N KMIP BR5588 CA(s) (CA.pem) XHRZA, BFE BEGIN 1 END 17,

BHAKMIPARSS 28 Pt

- HIN KMIP fRSZ88im 0 (3% Enter $2{ERERIAIRO 5696) o
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Bl

Enter the client certificate (client.crt) file contents:

Enter the client key (client.key) file contents:

Enter the KMIP server CA(s) (CA.pem) file contents:

Enter the IP address for the KMIP server: 10.10.10.10
Enter the port for the KMIP server [5696]:

System is ready to utilize external key manager(s).
Trying to recover keys from key servers....

kmip init: configuring ports

Running command '/sbin/ifconfig e0M'

kmip init: cmd: ReleaseExtraBSDPort eOM

WmEPIETTR, HERUTHR:
Successfully recovered keymanager secrets.
Er vt
System is ready to utilize external key manager(s).
Trying to recover keys from key servers....

Performing initialization of OpenSSL
Successfully recovered keymanager secrets.

O. JEFRETN 1" MIBBISR B ER R Th i NONTAP,



BRI

R b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b g

kAhkKkkkhkhkkk kKX kK

* Select option " (1) Normal Boot." to complete the recovery

process.
*

R R i e S i b I b b b b 2h b b dh b Sb b 2 dh b b S b dh b b S b dh b b dh b db b db db b b b b 2h b b dh b db b b db b b Sb i db b 4

Xk kkkkkkk kK

Normal Boot.

Boot without /etc/rc.

Change password.

Clean configuration and initialize all disks.
Maintenance mode boot.

Install new software first.
Reboot node.
Configure Advanced Drive Partitioning.

(1)

(2)

(3)

(4)

(5)

(6) Update flash from backup config.

(7)

(8)

(9)

(10) Set Onboard Key Manager recovery secrets.
(1

1) Configure node for external key management.
Selection (1-11)2 1

6. INREZATBIRiE. MWFEREE:
storage failover modify -node local -auto-giveback true

7. 9NRBA T AutoSupport. TER B &helEZ5:

system node autosupport invoke -node * -type all -message MAINT=END

T EHA4?
ERMN B LEMENRE, ERERHEEHEELNetApp”s

B FE SR 4B ]2 NetApp - AFF C80

SNRAFF C8ORLGHRREN AR ERE. 1BRFHESHIREIZENetApp, "EIFE[EIFIE
HBEXFAER. TS UH.

HAa
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MFEER T {E7R- AFF C80

BFIQEMAFF C80 RLIFHRIHIFE, BABEEEMENR, KHAEHIZE, ERYME, ARK
IERGRIETTIB o

o "HEREERER"

HENEERER, SERARAE. FREIAR. ONTAPEIEMAMHINEERIE,

e "R ERRE"

HEEERANER, BHRIRR. WERIENTAR, IEERIEHIRICES,

e " KA aR"

KT R AR 2 HITH AR,

e "B RAAE"

Rt FEA AP BV A S EBIAAE T,

e "SERALFE E R

FTERERNTEARBERE, PITIREERE, FFHENFERELNetApp.

BN FEAIE K- AFF C80

TEEMAFF C80 REFRINAEZRI, BHRERBEMNERNVEE K, XEFEWIERSGH
HFFEEMARREIEEET, RIEEESHAONTAP NAMEEL TR, EfRIER
BURGENT A,

MBI EFTB RIS A M (FIaNfERIZE/CPURE T, FEIRAMI/O)HYIENE
BEUTEK,

* MIRRASTHIFAEEMAMIES T, TN, BEKARUTRER), "NetApp 25"
* JREXONTAPRIZA#EIR I EHE(INRZH).

* BREAEHITERFAFENITAMILE.

* BRI LA RS2 15 RIFR B ONTAPRR A fE BN E LTI,

* ERSHEELTIEN, RIZFEERZIR. NVMeIRThsMITHISSERE EHMAE. H EFRNFEENetApp
AR o

s NIFAAERTESIEM RS, For a two-node cluster, you will have a complete service outage and a
partial outage in a multi-node cluster.

36


chassis-replace-requirements.html
chassis-replace-requirements.html
chassis-replace-requirements.html
chassis-replace-requirements.html
chassis-replace-requirements.html
chassis-replace-requirements.html
chassis-replace-requirements.html
chassis-replace-requirements.html
chassis-replace-requirements.html
chassis-replace-requirements.html
chassis-replace-requirements.html
chassis-replace-requirements.html
chassis-replace-requirements.html
chassis-replace-requirements.html
chassis-replace-requirements.html
chassis-replace-requirements.html
chassis-replace-requirements.html
chassis-replace-prepare.html
chassis-replace-prepare.html
chassis-replace-prepare.html
chassis-replace-prepare.html
chassis-replace-prepare.html
chassis-replace-prepare.html
chassis-replace-prepare.html
chassis-replace-prepare.html
chassis-replace-prepare.html
chassis-replace-prepare.html
chassis-replace-prepare.html
chassis-replace-prepare.html
chassis-replace-prepare.html
chassis-replace-shutdown.html
chassis-replace-shutdown.html
chassis-replace-shutdown.html
chassis-replace-shutdown.html
chassis-replace-shutdown.html
chassis-replace-shutdown.html
chassis-replace-shutdown.html
chassis-replace-shutdown.html
chassis-replace-shutdown.html
chassis-replace-shutdown.html
chassis-replace-shutdown.html
chassis-replace-move-hardware.html
chassis-replace-move-hardware.html
chassis-replace-move-hardware.html
chassis-replace-move-hardware.html
chassis-replace-move-hardware.html
chassis-replace-move-hardware.html
chassis-replace-move-hardware.html
chassis-replace-move-hardware.html
chassis-replace-move-hardware.html
chassis-replace-complete-system-restore-rma.html
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chassis-replace-complete-system-restore-rma.html
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chassis-replace-complete-system-restore-rma.html
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http://mysupport.netapp.com/

—F_

TRHA?

EHATEMEKRZE, "EEERIE .

XA 28 LA A1 F5- AFF C80
TN FERS. XIFIAFF C80EMERATRIIEHIZE. LA LIEHIREELAHBRARIRAE M,

S RERTAENT ARENRS. BXEHIPERENEEXANEAEE, BEBN "EEXANBHEER
GFRRR T RIEF— NetApp%l]l,\F o

FRZ Al
* BREABCENNRNEE:

° ONTAP 9z IR R 1R,
°© B MEHIZREIBMCHIAIRN %,

* MREAAHTERFIFNITAMILS,
* FARHAZ AR ERE. S

° PITHEM "RLGETTIRINE
° JSONTAP AREIRFRIEINARES,
° FRFAEMIEE "Active 1Q BERREEFINIL"s B FRALYRIBEMSE. HIMNASHMA LFILED,

p

—_

A w D

BISSHEREISEER:. HECAAMITH L LMEICRBMATH S MEETHIEATRER,

{RLEFREZ F iR/ 1A18]NetApp 2 4t LRI R,
IR EpE L,
SNRBA T AutoSupport. MZLEBIRZRA. HiERAGTNIT AN Z KETE]:

system node autosupport invoke -node * -type all -message "MAINT=2h Replace
chassis"

HEFRA 8T mBYSPEBMCHELE

system service-processor show -node * -fields address

- IBHE&EEShell:
exit
R E—FHmE 5 EAEAT S IPHNHEE SSHE R EISPEBMC LUSITHE,

NREEANZRER Q/EICABR. BEAEFNEFEERRRERIIE SR,

- BERBNEFNR TR

system node halt -node <nodel>,<node2> -skip-lif-migration-before-shutdown
true -ignore-quorum-warnings true -inhibit-takeover true
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it FE R TEStrictSynciR =, FIiz{TEIE 2 SnapMirrorfY&E8%. system node halt -node

@ <nodel>, <node2> -skip-lif-migration-before-shutdown true -ignore
-quorum-warnings true -inhibit-takeover true -ignore-strict-sync
-warnings true

0. (NRBMUTER, FEREEPHNS MTEIBRMN Y
Warning: Are you sure you want to halt node <node name>? {y|n}:
10. EFENMEHIREE. RAEERNEREFRTT.
T—FEHA?
XAEHIRE, BRE ERE"

S i4/155- AFF C80

SHIEAYAFF C80 R IMEHHIEFE B AT, FERAFE, BRIESLEBIRES
M EIREE (PSVU). BIRIREIaE. REBMIMEUNRERRENBEA

S HTFPSURNEELG

TEE Tz Z A SREHNTHAEENERIZEPSV). 8MTRIZEHE . HTXEEHI2E D RES MTHI2E
HBAREE,

SHIE
1. B FENPSU:

a. YIRIERARESM, IFIEHEM,
b. MITH|BEIRPSU_LIR T EBIRL,

MREHNRSERERBIR. B EFRRSPSUBER,
C. Al LhEssPSUFMLUGPSURItITHIZE. R FPSUBERE. FARREPSUMIZHI B RIRPHIH,

PSU#%%E2, Always use two hands to support it when removing it from the controller
@ module so that it does not suddenly swing free from the controller module and injure
you.
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° TerracESEPSUBIE S

a. WHRPSUEE ERFPE,
2. HITE4:

a. NIEHISRRPIR T RAL A UREAISFPHIQSFPIRIR(INIRFE). EREBESLERREPULH

HAER.
(D) omAms. mEfFEEs.
b. NS IRRE T AL EIRISE. FRERE—S,

T2 EITEHIZREIRMIK RN 2E
MANFERETTEHIZE. 2SS MANAEFEI T IREDES.

p
1. ES MR RIRE EIGIE4/SHRIRIHENVRAMRKRSIETIT RS E K. EHNVET.

° NVRAM JXZ LED
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e NVRAMZ/RLED

° JNRNVRAM LEDIRK. BEHRET—D,

° Y0RNVRAM LEDIAINR. IEFRFANKMELE. WNRANFFRESEBE 578, BEKRTF KA. "NetApp 32

FRb R
2. ENT IR BRARIR

a. TR LRI BIEH B AR R T hed ™=l
b SR RIRE MALFE SR BB RS o

(1
2} e

a. @I HE A PUFIERISRRRB NG, AR ERETRRE L.
RiEH s R R0 HAFERT, IBHRESHHE R B3R IRBVERER.

b. 3T MTHIBEREE LRPE,
3. MFRIRENZE :

a. MRSIEERREH FER.
b. R FLED 75 Wk nhes FE AR TNER AR R H
C. BCIBFRETEITAMUE, UUEREIZEMPIRFEL, ARFREERE B HE,

WEpERN SHFED R, LUEB LA,

() Drives are fragile EIFUREHESET. EISLAIMF S ILIRESER, LU LRI,
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a. iIERE NIRRT, HR RSB R ELHBNFHEENR 75,
b. MFEFRERENBES WP E,

TR 3. EMNEHREAMN
IRTEEENE, REBINGE, HERLEMEAN
p
1. EITFRHAE:
a. MFELRERE TETT,
b. AR MAH—EAREN. KRN ENRFENETORENRPHNRSIN B, AEBERTE—

o
2. REBHAFE:
a

- AR AI—EFA RN EIRAINES I SERSAETIKENIRFEVRSH. MMREREREL
BRI ARGAER,

b. AT EBNIRENRIASNIER,
C. EAMZHEWIAEREN T RBITIAERT R EE 2 &R IR ANIE,
3. MIREBIZHIZRRIRIT A, RHTHIZRIR L EIEERAFEH

a. FTHISERN— s SHTEPOAONTT. ARFEREEEENIFER,

b. i E I Bim iR ELE,

C. WIRHAREMRELLERIREHMTHIRERHL. BRITIEF.
NREEN T RIEIREZ(QSFPESFP). FiCFEMTEE(],

RS E BAREER B,

4. BRI EF R ERN A EmAENIREIZS 5,
S. BEBINPSU:

a. ANFEPSURILSH T H SRS RIRIFF OMTTo
b. RPSURRENIZHIRER, EEIBERERNENL

R B S S R B B A BB
() HTRRRTRENEES. BIERPSUBNRAER AT A,

6. FPSURBIRAEIMEEZIFIE T MPSU,
a. EAEIRAEESRIG EIRLEEZIPSU,

MREEERER. BERHRERTLEEENETEEERREMEZIIER. HERIERBITE
HIREREEZIPSU,

REPSUHME MBS, EH B EIELRNEE,
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T—FEHA?
FHEHNREHERREAMGE, "TalEER"

SEEA 5 #- AFF C80

SHBMEGER. WIERFEETTINL. RERSFEIRFREIZNetApp LISERAFF C804145
EMEREFNRE—D,

S BRI TEIRIR(E

TEEH128 LR EIONTAPHHAITIZHIE T IR E IR E 1 HEFAE .

SR

1. Check the console output:
a. NFTHIZRBchE LoaderiR . BEAMBLEMRBNITHIZE boot ontape

b. NREFHBEEIEHAEER waiting for giveback. BEFRIEITHZE. AREADSKETIR
EREHI2S R B EERIFHITIME storage failover showo

2. fAiTMELs:
a. Rl o oL iE | BEo e Hl28,

-

b. FRA®HLRILTHIES storage failover giveback -fromnode localo

£28 . WIHFERRIEITIRL
EHIBRRAETERE, FRUTHSIRIERARBIRR "Active |Q Config Advisor's R & IBYE e,
E 3% KRR E] NetApp
REREMREME RMA # BRI HIEE 4R NetApp » "EMFIREIFER EXFMES. S NITH,

==
Pl g8
h a3 B T {F7i- AFF C80
FHAERAFF C80TFE RS RVITHIZE. BTG AR RHAZITHISE. I FHERITH!
2. BRAGEE. FREFRERRIVEHINIEL B IEH S,

o "EEITHISEERER"
EERITHIZEIR, B RFEEK.

e "Shut down the impaired controller”
KHSEERTITHR. UEBITERNITHIZR 88 MRS iR HEURE,

42


chassis-replace-complete-system-restore-rma.html
chassis-replace-complete-system-restore-rma.html
chassis-replace-complete-system-restore-rma.html
chassis-replace-complete-system-restore-rma.html
chassis-replace-complete-system-restore-rma.html
chassis-replace-complete-system-restore-rma.html
chassis-replace-complete-system-restore-rma.html
chassis-replace-complete-system-restore-rma.html
chassis-replace-complete-system-restore-rma.html
chassis-replace-complete-system-restore-rma.html
chassis-replace-complete-system-restore-rma.html
chassis-replace-complete-system-restore-rma.html
chassis-replace-complete-system-restore-rma.html
https://mysupport.netapp.com/site/tools/tool-eula/activeiq-configadvisor
https://mysupport.netapp.com/site/info/rma
https://mysupport.netapp.com/site/info/rma
https://mysupport.netapp.com/site/info/rma
https://mysupport.netapp.com/site/info/rma
https://mysupport.netapp.com/site/info/rma
https://mysupport.netapp.com/site/info/rma
https://mysupport.netapp.com/site/info/rma
https://mysupport.netapp.com/site/info/rma
https://mysupport.netapp.com/site/info/rma
https://mysupport.netapp.com/site/info/rma
https://mysupport.netapp.com/site/info/rma
https://mysupport.netapp.com/site/info/rma
https://mysupport.netapp.com/site/info/rma
https://mysupport.netapp.com/site/info/rma
https://mysupport.netapp.com/site/info/rma
controller-replace-requirements.html
controller-replace-requirements.html
controller-replace-requirements.html
controller-replace-requirements.html
controller-replace-requirements.html
controller-replace-requirements.html
controller-replace-requirements.html
controller-replace-requirements.html
controller-replace-requirements.html
controller-replace-requirements.html
controller-replace-requirements.html
controller-replace-requirements.html
controller-replace-requirements.html
controller-replace-requirements.html
controller-replace-requirements.html
controller-replace-requirements.html
controller-replace-requirements.html
controller-replace-requirements.html
controller-replace-requirements.html
controller-replace-shutdown.html

"B R 23"

;E;?ﬁ&?i*%ﬂ%%@?ﬁﬂ?ﬁ?ﬁﬁ%ﬂ%%\ RFRUAMZEERANEHISRIR. ARENEFREERATH R

"ERH IR RRE"
PIFEAIERIZRRARREE. AREFEENLERRKE.

"B RE F TR ER"
EERREITEE. R EERIRNFIE NS OB AT 2R,

e "Se ATl 8 E

JUiENetApp. FEEBIGITRL. ARSI HREIZELUN,

BT HIZEHIE K- AFF C80

EEMRAFF C80RLIHRVIEHISE 2R ISHARAE NI BT HISEFIRIER, XEHE
IERAPHMEEMAHERIERET. WIEEE AR ERWREAEHIZE LSS HI28HY
EH e mHERTFIIX B EX G,

EEEIREHISRRIRNER,

* FREIRRNEEZRERNIE & T 1Fo
* RERIVIZHISR DR BIRERE RIS (EAREFFRAZHRIERR) -
* BNERL G EHITIERISE AR B "EEENEG SR RIR T E HES,
* IRERRGRKBMetroClusterfic &, FEE "HEEHBIME RS R HESSRALER,
* FAMNetAppU ZIRVIIZ AT R TT (FRU) BiREEH 7+,
© BHUTHISSRIREY, BEAERESHITRISRIR, ETAET ERITHIZSRRREARRY
* EUIRES, EREERIREIZR SR EIEE R,
* BENREUTRAEENRSGERRIR b, BEHITHIZZEIRE, TEBBRMILE.
* BEAORZHERBERISEAIE:
° RBBVIEH SR RIS IR AT HI 2R,
° BT hER R e R R I 2R AT T 2R
° health =28 21517 IEH BIEH25,
* RIS RS S M BIR R A B EX .

AR E LI IZH H B E AR R M T IEFIER.
T=FEMHF4?
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TN . KRERARS

BRAZBEHEE, EOMRERLHRIVRT, AELEMZERGIE, UERTEBITRISSSAEMNZ
BT Hl SR B R R,

KXFIES

* NREFEANEBSANRS, NHMENEZRITHIZZSCSITIFHEMHSHER cluster kernel-
service show, cluster kernel-service show #r < (TEpriva IR F) Al B/ BT R AR i
WS ZH R BEMERESURZT REETKS.

/1 SCSI IR RS S HEN SEBFHEMT RIRIFPER R, EREBIRZ A, BIALBRITE

8] &,

* If you have a cluster with more than two nodes, it must be in quorum. IR EE KA R ETITIRR
RFPIERIBSE R RIEI TR A EE T alse. MR AZHITH SR 2 AIE ERER ; FE0 "
RBoR5&RERD"

S
1. MNERB AT AutoSupport « M5&3d i B AutoSupport JH S22 1EBheI 2R

system node autosupport invoke -node * -type all -message MAINT=<# of
hours>h

LR AutoSupport JHEZE 1E B T2 25N

clusterl:> system node autosupport invoke -node * -type all -message
MAINT=2h

2. ZEBERIE
a. MERITHIZRAVIEH SN <

storage failover modify -node impaired node name -auto-giveback false

b. N 'y HIEEIRNEERETEZRAAMMER? i
3. ¥ZmiEHI2E 2R LOADER 12755 :

NRZIRITHZEEE. ... B4 ...

LOADER 2R BET—%,

[EEERFRE ¥ Ctrl-C , AREHIUERNEE vo
AFAIR AT IR R MIBITIEBEHI S E T EZHITHIZS

storage failover takeover -ofnode
impaired node name -halt true

-halt true B35 N\ Loaderig R i’
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IR 2 . $5EHIBSI T MetroCluster #2

BXRARBIEHEE, EOMRERLHSRIVRTS, AELEMZERTIE, UERTEBTRISSSAEMZ
Bl SR B R R,

* If you have a cluster with more than two nodes, it must be in quorum. IR EEE KA R R IITITIRR

RIFp RIS EARNEITINR S EE R alse. MAGIEXAZHITHISE 2 AIE ERTHR ; 550"
BrHR5KERD"

s BwsnIAE iR EMetroClusterfc RS, HETRATFEBAMEERKES:
metrocluster node show
g
1. YR ZA T AutoSupport « M@ JEHAutoSupport ;B 22 1E B &b eI ZRF:

system node autosupport invoke -node * -type all -message
MAINT=number of hours downh

LA FAutoSupport JEE 221 B ah el = 2= 61/ 6

clusterl:*> system node autosupport invoke -node * -type all -message
MAINT=2h

2. ZHBHRIE:
a. NEERIEHIZEAIERI QAL TR
storage failover modify -node local -auto-giveback false

b. N 'y HIEEIIR N EESETEZABMOIR? "AY
3. ¥ZRIEHI2E 2R N LOADER 127R4%F:

MNRZHITHIZRER ... B4 ...
LOADER &Rt BET—T,
EEFFRE ¥ Ctrl-C , ABREHIHMERFEE vo

AGHRTRERRTT WA MNSTEENEHSRENEERRERE:
RorEN)
storage failover takeover -ofnode
impaired node name -halt true

-halt true B #0&# N\ Loaderfe o

T—EfHa?
KiAEhlgEfE, BREE EiREHIE"
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INREHHEFEEIRAFF C80RFFRIITHIZR, IR EEMIFR RIS, KAHE
EERARNEGE. KEERBNEGEUNERBEHNRT.

£1F: HTERIZRRIR
TEE T I B E IR B BT HIZR IR A RVA RS, ISR TMANFEFE] T H 2518 IR,

p
1. IR R, BIERE,
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3. IRIBRAFIRSKEIEHISR RS
a. EEITEENERESE L, RERTEEEALTRENRS. HERETHHERBINRS:

storage aggregate show -raidstatus !*normal*

* AR @ LIR[E] "There are no entries matching your query. #&uH# N F— 7418, KERTEER
KHIIRENER. o

* R ZGIREEAEMER, 1EMFNMEHIZZUREEAutoSupport#iE, FEXRENetAppZHFEhiJLAIR
Hyiﬁ_ﬁﬁgﬁjjo

system node autosupport invoke -node * -type all -message

'<message name>'
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b. KWEXHARANEHARNREESFERKIEENEE

event log show -severity * -node * -message-name *disk.missing*

* YR & <IR[E] "There are no entries matching your query.” 2k£Ei# N F—#4,
AL A

* NRZEREMEREMER, EMHENMEHIZEUEAUutoSUpport itE, HEXZENetApp3zHrafi ATk
mﬁ_ﬁﬁgﬁbo

system node autosupport invoke -node * -type all -message

'<message name>'

4. KEIRIFENVRAM , WHRUTHEZHZSRIRE EHE 4/5 PEVIRES LED 1B K. FHNVEHT.

° NVRAM X7 LED
9 NVRAMEZE;RLED

° WIRNV LEDIEK. IBEET—%,

° YNRNV LEDIALR. EZFRIAIRELE. MNRANFREEE EBIES D8, BB R AR RFLURSEE B,
- SR R, HEREM,
- MIEHI SRR EE IR (PSU) L3R TIEHISSIE IR B IR LK
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() nRENFASGERERER. BT ERRSPSUIER,

~

- MIZHI R RIRIL T R4 2 AN SFPHIQSFPIRIR(MIRFE). HICRGANEZME,
RESBERLEERED, UWEEERLELLAEEREN, HLRTIERF.
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- MERISEEIRPE P& EEIR S,
- TR BEFS, ARRE A
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Rzl RBB LAAERY, BRRESFHTRISFRIRAVKED,

F25: BuER
R HIRTS E B AT 2R,
R
1 BeR I F, LUEERTHIE RENREN, AILOREBIRMIEHIZ RIRP A,

@ BEIRETE. MIZHIZRRIRPENHAY, BIBEANFIRMEE, URERAMTHISFERPEH
BopH R EERmE.
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° TerracESEPSUBIE RS
(2] HR

2. JHERBENREHSER, ARREE.
3. ANFZERRNSHRBESEHSBEROAONT, ARFRFREENTHSERR, BFMERSTFA

BfiLo
IR e S NERER R EfiE S H R R BIE 2L,

() rmemrrmmEms, BIERERBARENANTA

£3F: BENE
R KRR RS 2 T A B H 8318,

(1] REHERS
(2] RURT5IR

2. BRBERBEZSHISRER, ASHLNSEEHSERAINFONT, SN, BRHTIME
PE—-E N B,

3 WHRNBIEREE FRTE,

Step 4: Move the NV battery

Move the NV battery to the replacement controller module.
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1 3T FHE RIS RIR P EIA B E . HEINVE I,

(2] NV EBt4R Sk

*E%‘\:f;"é’*%%éﬁlﬁ, BARBEFEINGER, NVIERLED=AF. After the destage is complete, the LED
turns off.
2. [ LIRS B LS E B thiE Sk,
3. BYEERMHIERREAIFIF AMIERE R RERUESL. AfS MIEEE IR T BB 4,
4. BEMM T KEBMITHISRER PR,
O. REEMAS EEMANIEHIZIRIR, AR ELRTEIRARVITHISSERA
a. FTH&ERITHISRERPHINVEBNE,
b. R MERIENIGE. HHARELBIE FL,
C. WEMABNIENE, AEAANRTIREMAE, URHFRESE L,
d. XFINVERBTZSEE,

Step 5: Move system DIMMs
R DIMM7S % 55 2 Ff ROl 83 1R 3R

pr
1. FTFHEHI SR TRERRYIZHI 2B N E .
a. FFEBAT[REETHRYIMETR,
b IRETEE. BHRA LRREERZUE.,

2. (ERBNETRZAIDIMMERET K E R _EHI RS DIMM,
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1. T BHF 110 R ERFEHR L,

BRERAXES AN EARE, UECNEXELGLRB L.

2. ATIRESLEIEARM, HABHMALERARMAMNIZ. ARATRREE.

(1) IORER DB HIHT

3. MR R IRRARE T I/ORRIR :
a. #ZT BARI/OE IR I Bi%
b. i HBim TR ERTUE, X AKFRR, FLRRAEITERR,
C. BFEBALIAATADOL, ARKIERIHEHISIRIR. NSRRI HZRRPET T,

HRIRERER 1/0 1RIRFRTERVEE,

d. FEMRAI/ORIRLERE M ARITHIZRRIRP. FEBFIOBRIZRBNIEE. /OIS
1B5II0MICHINE . ARRKIOLKAB—ER L. DURFRIRBIE 2L,
4. B8 FRPSRE. KBERIOEIR(FEIE6F 7P AVRIRFRIM IS = B HR A AVITHIZREIR,
@ B MIEBOFI7IERNI/ORRIR, I B & XL/ OB IRIIEIRM R ISR R E ) B B A RY
IEHISRIR,
O. BB 7R E S I/ORIRAVITIRE EE AR EHI SRR

a. HTREFMERAMNFHLARH,  RKRAREMZHEGRISRRFFEL .. FEUERHIEHI SRR FEI1E
[Ei &N B R AR HIZERIR,

b. RIS Te 2 NERARITHIBER. BRI EBE L,
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o ARG EIRER I F) B

a. HTRABEELRIR,
b. & T hERE LE Ao
C. BFHEIRANLEIT. ARBIERERAH RS,
2. BRSERERRLETIZHRIEH SRIR_ERIE— R BT H 8RR
a. FRAGEERRNIASES ZAEFOMNTT. ARRKEREENETHISERIR,
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Step 9: Install the controller module
EMREERISRRHA BB,

p
1. B=[EEm PRI UBHNUE. BRESEETEXH.

B SIERISRREBIRT T,
2. BRI ERNRIGESTREPOAONTT, ARFERSEREREARSN—F,
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boot ontap maint

LIEEEF_continue with boot? BF. N vo
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()  WREED_pends_Mismatch, FRRES .

4. MEitH® sysconfig -v. @R FEESENITHISR PR RAMMUEHITHR,
o WIFFrBAHES EnERE HARE:

ha-config show

FRB AR HA RZSER AR,

6. MNRITHIBRRETHRFRSSENRRELERLE, BHITIRE, HAEHIBRRIRAORE:

ha-config modify controller ha
HARSHET LR A T EZ—:
° ha
° mce (RZH)
° mccip(TEASARZHRRZ 1)
° non-ha (F3Z#)
7. #NgEREN:

ha-config show

8. WIAEHACRRYH T FREMAERIERIE: storage show disk -p
MREIMEMBA, BREREHEMRIEL %o

9. RHLEFHEN: halt

T R4

mEHIIEAFF CBORZNRAKEEG, ERE LITHIZE"

IR 28- AFF C80

BRI IEA BRI, LUEAFF CBORGEI IRE BT, MEidie

RIERAERNMEREMEFRAE: TMEIREZAEERE (OKM) 11,
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967][1&“‘
IR TR T HI28 8 IE HiE1T.

3
1. Loaderf@ " fF%k, HA boot ontapo
2. BiITH&HBELER. <enter>,
° INREF_login"tenf. BEIEHRENT—F,

° ?E%f@gﬁu_wawaigif for nifecback_. iE¥Z<enter>$. BRI TR, ARRIETHRENT—

3. BT ARIFEEZ T HIZRMEIEEITIT. storage failover giveback -ofnode
impaired node name

4. NREZABMNRIE. BEHBAE: storage failover modify -node local -auto
-giveback true

5. YNERBA T AutoSupport. MIRR/BVHZIEB&IBIEZRR]: system node autosupport invoke
-node * -type all -message MAINT=END

RENDZE(OKM)
BERFMEHETHIZRME EEIE1T.

TR
1. #Loaderf@ " fF%t, HA boot ontap maint,

2. MLoaderti@ R BEhEIONTAPHIE boot ontap menu. FAMEIEIFIEII10,
3. WIANOKMZ LGB,
() FosmRRETEHABLES,
4. HIRTRE. RASMHERIE.
S. FEBTIREA. BMNIED 1" H#HITIEE B,
6. Y ER wawawaite_for vig-back BF. IZ<enter>i#,
7. BIEH M EBERNTRHUSMNER adnin,.
8. (XRIXCFORE(IREBH). storage failover giveback -fromnode local -only-cfo

—aggregates true
° WNRIBEEIR, BEKFR "NetApp 25"
9. EMERETEREFFSNH, RENEHEEBIRSHMERS: storage failover show " #l

"storage failover show-givebacko

10. EHHEIEEBPRE:
a. JFiEflamashE Rz,

b. EF R/ VAIZFA: security key-manager onboard sync


https://support.netapp.com
https://support.netapp.com
https://support.netapp.com
https://support.netapp.com
https://support.netapp.com

@ AR ENI SR NERSEERNOKME B ITIE,
C. INIFZRSAIRAS: security key-manager key query -restored false
EHRSE. WMHANERERSER
R ETRERARFENEBIARPAFERNRIAID), BES5HKR. "NetApp 2"

M. BERAEFEES TR ME ERIET: storage failover giveback -ofnode
impaired node name

12. NREZHEBERE. BEHBHETE: storage failover modify -node local -auto
-giveback true

13. R F AT AutoSupport. MIER/BEUEZIEERBIEZRG]: system node autosupport invoke
-node * -type all -message MAINT=END

F—HRfta
IR RPTE S S SR IEHRE. CRENTRR TREHEER SR,

SR TI2s EE—AFF C80

ETR AFF C80 RARVITHIZZF IR, 15EME NetApp FENERE (WELE) . ET
K. HiAiZ%E#EO(Logical Interface. Logical Interface. Logical Interface. f&#fALogical
Interface. f&i#FLogical Interface. f&i#fAILogical Interface. E#F/ILogical Interface.
B#F A Logical Interface. f&#fALogical Interface. fEFiRG, IGHFEIFHIROIZA
NetAppo

B1% . WIESIFsHIOEERTI TN
ERBEATNRMEERZA. BFRIDBZEZEARSUTEXROL. REEBETIRIHEERNRIE

p
1. I EEOR BRI HE RS SEBMFORE:

network interface show -is-home false
WMREZEZRORYIA false, WEEMENEHERRIFO:
network interface revert -vserver * -1if *

2. MBEEBNEERT. B0 "{AEONTAP F{E BRI A TEEE TR E RIREXE
3. MMRERHBMRE. BEFBREE:

storage failover modify -node local -auto-giveback true
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E24 . KHFEERHREIZE NetApp

REBEMRHE RMA RIS IEERHHIERE NetApp o "HHEEFERBXIFAER. BESITH.

E#2DIMM - AFF C80

R MBI A BIEK A EIEMNAEFRIZEZ. EEHAFF C80RFAFAIDIMM, t3EHE
IRAJRESPEIEFE RSB EIONTAP, Bt SR EIEXAZHITH2s. BHET. &
DIMM. EBFRZREEHIZS. ARRKBIEIHFIR[EINetApp,

a2 Al
* BRRETHFAEEMAMHIERET;, &N, BOMEXRRARSF .
* B RRERIRA G E I MNetAppUi 2RI E B .

19 RARBEGEE
RN TR — XA RE ERIRE IR,
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TN . KRERARS

BRAZBEHEE, EOMRERLHRIVRT, AELEMZERGIE, UERTEBITRISSSAEMNZ
BT Hl SR B R R,

KXFIES

* NREFEANEBSANRS, NHMENEZRITHIZZSCSITIFHEMHSHER cluster kernel-
service show, cluster kernel-service show #r < (TEpriva IR F) Al B/ BT R AR i
WS ZH R BEMERESURZT REETKS.

/1 SCSI IR RS S HEN SEBFHEMT RIRIFPER R, EREBIRZ A, BIALBRITE

8] &,

* If you have a cluster with more than two nodes, it must be in quorum. IR EE KA R ETITIRR
RFPIERIBSE R RIEI TR A EE T alse. MR AZHITH SR 2 AIE ERER ; FE0 "
RBoR5&RERD"

S
1. MNERB AT AutoSupport « M5&3d i B AutoSupport JH S22 1EBheI 2R

system node autosupport invoke -node * -type all -message MAINT=<# of
hours>h

LR AutoSupport JHEZE 1E B T2 25N

clusterl:> system node autosupport invoke -node * -type all -message
MAINT=2h

2. ZEBERIE
a. MERITHIZRAVIEH SN <

storage failover modify -node impaired node name -auto-giveback false

b. N 'y HIEEIRNEERETEZRAAMMER? i
3. ¥ZmiEHI2E 2R LOADER 12755 :

NRZIRITHZEEE. ... B4 ...

LOADER 2R BET—%,

[EEERFRE ¥ Ctrl-C , AREHIUERNEE vo
AFAIR AT IR R MIBITIEBEHI S E T EZHITHIZS

storage failover takeover -ofnode
impaired node name -halt true

-halt true B35 N\ Loaderig R i’
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IR 2 . $5EHIBSI T MetroCluster #2

BXRARBIEHEE, EOMRERLHSRIVRTS, AELEMZERTIE, UERTEBTRISSSAEMZ
Bl SR B R R,

* If you have a cluster with more than two nodes, it must be in quorum. IR EEE KA R R IITITIRR

RIFp RIS EARNEITINR S EE R alse. MAGIEXAZHITHISE 2 AIE ERTHR ; 550"
BrHR5KERD"

s BwsnIAE iR EMetroClusterfc RS, HETRATFEBAMEERKES:
metrocluster node show
g
1. YR ZA T AutoSupport « M@ JEHAutoSupport ;B 22 1E B &b eI ZRF:

system node autosupport invoke -node * -type all -message
MAINT=number of hours downh

LA FAutoSupport JEE 221 B ah el = 2= 61/ 6

clusterl:*> system node autosupport invoke -node * -type all -message
MAINT=2h

2. ZHBHRIE:
a. NEERIEHIZEAIERI QAL TR
storage failover modify -node local -auto-giveback false

b. N 'y HIEEIIR N EESETEZABMOIR? "AY
3. ¥ZRIEHI2E 2R N LOADER 127R4%F:

MNRZHITHIZRER ... B4 ...
LOADER &Rt BET—T,
EEHEFTE & Ctrl-C , AREHIRTRREE vo

AGHRTRAEERRT AN NEBITERENEHIZSEESEEZhirhEs
RorEN)
storage failover takeover -ofnode
impaired node name -halt true

-halt true B #0&# N\ Loaderfe o

% 2T HTERIZRRR
p
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1. NREERIEH, BIEMEM.
2. fERE S T RENE. EERTEIEFNSLE. BRI APRE RS EEEEEE IR L.

ST - HIA S5 53 A

0

= =<

f—

-

A

3. IRERGCRS K EITHIZRIREN2E
a. FIBTIEENEHR L, RERTFEEALTRERS. HERTHMEREIRS:

storage aggregate show -raidstatus !*normal*

* MR aLIR[E] “There are no entries matching your query. #k&5# N F— 7418, KMERTEERR
RHIREHER. o

* NRZepDREEREMER, BMRMEHIZEUEEAutoSupport¥ilE, FHEXRNetAppZHFERI LR
Hyi&_ﬁﬁgﬁj]o

system node autosupport invoke -node * -type all -message

'<message name>'

b. KEXHRFANEARNBREESFERKIEENEE:

event log show -severity * -node * -message-name *disk.missing¥*

* YR &<IR[E] "There are no entries matching your query.” #k4E# N F—#4,

* NRZELREEREMER, BN NMEHEEWEEAutoSupporttiE, FHEXFRNetAppsaHaBI 1A
BH—# B,
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system node autosupport invoke -node * -type all -message
'<message name>'

4. KMBEIRHENVRAM , BRI THIEEHBIRIRE EIEE 4/5 PR LED K. FHNVEIT.

%

2SS
S EE

° NVRAM JXZ LED
9 NVRAMZE/RLED

° JNRNV LEDIER. BEERET—D,

° YNERNV LEDIAKR. IBFRNNMELIE. SIRIALMFRA BB D 8. BB RIASHF LIRS .
- NRIEERESM, BIEREM,
- MIEFIZRER IR (PSU) L1k T HI SRR B IR LK,

oo O

() nREHNRSEMERBE. B RRRSPSUIER,

~

- NIZHI SRR T RA L L AN SFPHIQSFPIRIR(MIREFEE). HiCREENERMUE,
REABERLEERET, UWEEERRELLEEREN, SERTIER,

[o¢]

- MIEHIBRIEIR P EN R4 B IR &
- BTERRATBEFS, ARRE IR 8

[<e]

HEEHIZRARIR = MATAE R BETRA5 o
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o BB

9 BIEH

10. RiEhlgs g hylfE. ARREREFRNRE L,
ReEH SRR HAFERT, IBHRESRHE R SRR IRAVERER.

% 3 4. FiE DIMM
EEHRDIMM, BEEREIRARIITN]. RERBIEEN S BIRE#1TIRE,

p
1 MR EAREM, BIEREM,
2. FTFHEHIZRTRER AT HIZR BN E .
a. FFEmAT[REETRIMES,
b. IRETEE. BHRA LREERZUE.,

3. ¥ ENITH SRR _FHIDIMMHHEE B ARDIMM,
FAITHIZENE FHNFRUSE B EIDIMMIETE,
4. Z\EH#ETH DIMM FEMIBYFE D DIMM 3£, 3§ DIMM MiEEFsEE, A58 DIMM & HiEiE,

() /OBME DIMM B930%, BUBeST DIMM RS ERIAE HEMFE,



7.
8.

1357 1012141617 19 21 23 26 28 30 32

" DIMM #1 DIMM 3438 F

- MBrERERIZIR P EVH EH AR DIMM , Z{E DIMM BUAAHRE SHEEXT.

DIMM 4R Z [B]HYER O N 5 A& FRRYSSEE IS 7o

HfREZSE LY DIMM SEHBRELRTITAUE, AFRK DIMM EEBNEE,

DIMM REEEEEETR, ENREZIEN. WFRLH, 151 DIMM SEEEMMNTHENEN.
C) BIE DIMM , HIAEHSXNFTH T BNEE,

ANOTIASEMHER) DIMM By L%k, BEEESRRERAEL, FAZMIT DIMM MiRAIERO Lo
KAERIBE[EE,

40 BIMREEHIZER
ENREIEHISRRRA BB,

p

1.

2.
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R=SE8n MR UBHIUE. BRESEETEXH.
EOMSEHSBRIREBIRT T
RERISRRIRRIHSHAEFRFONTT, AERKERSRREREARZN—F,

C) BIRERISSRRTEBNNFETR, FFRIERGHET S,



3. RIEEENERAAKEIHITEE,
WREMBR T WA 23(QSFPESFP). 1FIBFEFER AN ERTEE.

HRIZH & B4 EEREIEEERITHIZRRR, UETEMEIREIERIGHES. BEREHZRNE
TR RFRVIZHIZRRGHRIR. HETEE BRI RERBSR.

4. SERITHI B IRIRER R
a. FHTZHIZEREFENNE, BEIESPIREEHTEMIL
IS RR TR RE, BEFMS L.
REhSRRBANFER, B7ANEK, URBIFEZES,

a. WBEAIBA LR EIHEE.
5. MRREENTR. —BRRRE, BHERREREH.

MREEERBR. BEREFZRERTLEEENETE. BEFRREREZEDBIR,
6. B REFEEZRITHIRME ERIET:

storage failover giveback -ofnode impaired node name(FX)
7. NRERABHRE. FEMBHTE:

storage failover modify -node local -auto-giveback true(3&X)
8. ANERBE A T AutoSupport. MIER/BGEEEIEBThEIFEZEA:

system node autosupport invoke -node * -type all -message MAINT=END(%&X)

B 54 FHPESRHIR[E] NetApp
REBEMMEMEY RMA 152 BESG S EB4HRE] NetApp » "EIMFIREIFIFR"EXRIFMES. BB IH,

ESSDIK2s—AFF C80

SNRIXTH2 HIMMEHFEA K. IEFEHAFF C80RFHVIRENER, LI IZEIEHRESIE
IXzhas. REMGHE FURZEMIEEE. UBERSSIpRSHENRS R Ycithe.

R LATEI/Oiz1THAIB TP i EE # & E # FE RS SDIR Bh 5o

When a drive fails, the platform logs a warning message to the system console indicating which drive has
failed.In addition, both the fault LED on the operator display panel and the fault LED on the failed drive are
illuminated.

FaZ Al
* EEMRIREIIRZ A, BEERESBRARERTRAEEINEE (DQP) .
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* Identify the failed disk drive by running the storage disk show -broken command from the system

* T

console.

The failed drive appears in the list of failed drives.If it does not, you should wait, and then run the command
again.

ZIREh28 Al BE R EKIAEU NI A BE B R TE PR IR ThEs 5 R,
EEREHA SED B9 %iE,

=
A BRI R IR TR NZRAIER A, WMREBAT SED SHWIE, NAFER " ( ONTAP 9 NetApp
NEERIER) "o XEWBRER T Bt SED ZHIMZ EFITRIMINS B,

s BIREHTEAZIFERAIRENEE, F "NetApp Hardware Universe's
* MRRAPIFEEMARIERETT, TN, BHIBERTAZH,

KFIAES
EE AR RAAFIREEE L, WahBEF=BhEH (TR -

EMSMEEREN, ERRE N RERER R SENEREEREEZE. BAFRFTOM. LUEFER
SEERIRAI RS FES M,

TR AF oD ECIREhRFIE N, ARTEIEESBPIHEENE R BREEE 7 i

p

1.
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NRERFoh D ECE R[N RBFAEN, WEERABDREEIE WREBA) -
a. WIFRSESABMREIENES: storage disk option show
TR LR E—IEHIZSRR AN <o
NRBAT BohIknn2d e, MWimHR7E "Auto Assign’ " FIFER on (W FEMTHIZBER) -

a. NRBHAT BhIFshes e, BREZAE: storage disk option modify -node node name
-—autodassign off

A FIER MEHIZIARIR_EFEF B shik 28 2 Bco

IEffiE,
LR A N E PR IREhEs.

REpeR R EWER, RASRARFITF QIR —FESHES, BERM MK RERE, thoh, IREhRiRE
FRETER EMETR (KIAE) LED MR,

@ WEEIkEhas LRYESD (R@) LED AlRes=iE (RE=RE) , RREREEHE, BRNA
MR, XFR /O & IFENEERE 1/0 iEE.

il G I
a. T IREhERRE LR RIEH T A ORIEF.
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b. EAMIBF RN BHMER, HES—RFIEWRR,
- BEDFEF 70, AEBRNEREDS.

XIE, RGn] ORI HIREDEE EARMIER.

- FENEAIERNEE

a. EORIEBFAFHIAMUENBERT, BRNFEANEREDE,

b. 1%, HFREHEZ1E,

¢ G LMt F. FERMBETLEEETRP. HFELFFRAENL

BHWREMRANICIETF, EHESEEERIERIERXTT.
- WIEIREHERRYER) (RE) LED BE=

MR IRTHEFAYESD LED FRESIC, NFRRIREHIBREEBE, HIXENESHYERN LED RAIFEY, RRIREhesE@EE
B /0 EE#1TH, WNRIKsh2BBEHEFEEHEH, N LED KNk,

- IREBEEMEIRER, BFEELARDE,

: %5%1@&253%1 FRAT BN . BFHEREBEAEN. ARREFEENEABREIED

a. BFIAERAENIRE)ES
storage disk show -container-type unassigned
TR AR E—ITHIZR R E AN <o
b. S ECENIEENES:
storage disk assign -disk disk name -owner node name
TR LA E—ITHI2R R EIAN G <o
R LUERBE T — R P B2 IR EhER.
c. MRFE. EFMBABKRIEIE:
storage disk option modify -node node name -autoassign on
T FEFR MRS RIR _E B3R A B shikzhas 5 B
. RIBREMAFEHIN RMA 3 BRIE#IE SRR [E] NetApp o
1Zfih "NetApp ZHINREEE RVMA SR EIREFEIMNER,

EHi X F3iEIR- AFF C80
HNSAFF C80R LM N B HMIE RIS TUERMT. EERZNEER, FhX
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RSB EBR IR, FRIREEEXEEG S, MRS, ERNE. ERRE
1 88 LUK I SR ER R [RINetAppo

£ 1 RAZHIEHIEE
fER LT EI 2z — X HEiR B R iiT s,

70



TN . KRERARS

BRAZBEHEE, EOMRERLHRIVRT, AELEMZERGIE, UERTEBITRISSSAEMNZ
BT Hl SR B R R,

KXFIES

* NREFEANEBSANRS, NHMENEZRITHIZZSCSITIFHEMHSHER cluster kernel-
service show, cluster kernel-service show #r < (TEpriva IR F) Al B/ BT R AR i
WS ZH R BEMERESURZT REETKS.

/1 SCSI IR RS S HEN SEBFHEMT RIRIFPER R, EREBIRZ A, BIALBRITE

8] &,

* If you have a cluster with more than two nodes, it must be in quorum. IR EE KA R ETITIRR
RFPIERIBSE R RIEI TR A EE T alse. MR AZHITH SR 2 AIE ERER ; FE0 "
RBoR5&RERD"

S
1. MNERB AT AutoSupport « M5&3d i B AutoSupport JH S22 1EBheI 2R

system node autosupport invoke -node * -type all -message MAINT=<# of
hours>h

LR AutoSupport JHEZE 1E B T2 25N

clusterl:> system node autosupport invoke -node * -type all -message
MAINT=2h

2. ZEBERIE
a. MERITHIZRAVIEH SN <

storage failover modify -node impaired node name -auto-giveback false

b. N 'y HIEEIRNEERETEZRAAMMER? i
3. ¥ZmiEHI2E 2R LOADER 12755 :

NRZIRITHZEEE. ... B4 ...

LOADER 2R BET—%,

[EEERFRE ¥ Ctrl-C , AREHIUERNEE vo
AFAIR AT IR R MIBITIEBEHI S E T EZHITHIZS

storage failover takeover -ofnode
impaired node name -halt true

-halt true B35 N\ Loaderig R i’
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IR 2 . $5EHIBSI T MetroCluster #2

BXRARBIEHEE, EOMRERLHSRIVRTS, AELEMZERTIE, UERTEBTRISSSAEMZ
Bl SR B R R,

* If you have a cluster with more than two nodes, it must be in quorum. IR EEE KA R R IITITIRR

RIFp RIS EARNEITINR S EE R alse. MAGIEXAZHITHISE 2 AIE ERTHR ; 550"
BrHR5KERD"

s BwsnIAE iR EMetroClusterfc RS, HETRATFEBAMEERKES:
metrocluster node show
g
1. YR ZA T AutoSupport « M@ JEHAutoSupport ;B 22 1E B &b eI ZRF:

system node autosupport invoke -node * -type all -message
MAINT=number of hours downh

LA FAutoSupport JEE 221 B ah el = 2= 61/ 6

clusterl:*> system node autosupport invoke -node * -type all -message
MAINT=2h

2. ZHBHRIE:
a. NEERIEHIZEAIERI QAL TR
storage failover modify -node local -auto-giveback false

b. N 'y HIEEIIR N EESETEZABMOIR? "AY
3. ¥ZRIEHI2E 2R N LOADER 127R4%F:

MNRZHITHIZRER ... B4 ...
LOADER &Rt BET—T,
EEHEFTE & Ctrl-C , AREHIRTRREE vo

AGHRTRAEERRT AN NEBITERENEHIZSEESEEZhirhEs
RorEN)
storage failover takeover -ofnode
impaired node name -halt true

-halt true B #0&# N\ Loaderfe o

% 2T HTERIZRRR
p
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1. NREERIEH, BIEMEM.
2. fERE S T RENE. EERTEIEFNSLE. BRI APRE RS EEEEEE IR L.

ST - HIA S5 53 A

0

= =<

f—

-

A

3. IRERGCRS K EITHIZRIREN2E
a. FIBTIEENEHR L, RERTFEEALTRERS. HERTHMEREIRS:

storage aggregate show -raidstatus !*normal*

* MR aLIR[E] “There are no entries matching your query. #k&5# N F— 7418, KMERTEERR
RHIREHER. o

* NRZepDREEREMER, BMRMEHIZEUEEAutoSupport¥ilE, FHEXRNetAppZHFERI LR
Hyi&_ﬁﬁgﬁj]o

system node autosupport invoke -node * -type all -message

'<message name>'

b. KEXHRFANEARNBREESFERKIEENEE:

event log show -severity * -node * -message-name *disk.missing¥*

* YR &<IR[E] "There are no entries matching your query.” #k4E# N F—#4,

* NRZELREEREMER, BN NMEHEEWEEAutoSupporttiE, FHEXFRNetAppsaHaBI 1A
BH—# B,
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system node autosupport invoke -node * -type all -message
'<message name>'

4. KMBEIRHENVRAM , BRI THIEEHBIRIRE EIEE 4/5 PR LED K. FHNVEIT.
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S EE

° NVRAM JXZ LED
9 NVRAMZE/RLED

° JNRNV LEDIER. BEERET—D,

° YNERNV LEDIAKR. IBFRNNMELIE. SIRIALMFRA BB D 8. BB RIASHF LIRS .
- NRIEERESM, BIEREM,
- MIEFIZRER IR (PSU) L1k T HI SRR B IR LK,

oo O

() nREHNRSEMERBE. B RRRSPSUIER,

~

- NIZHI SRR T RA L L AN SFPHIQSFPIRIR(MIREFEE). HiCREENERMUE,
REABERLEERET, UWEEERRELLEEREN, SERTIER,
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BIEH

SHERRIRB LA, ARFEBEFRAERE L,

10. iz

1l 2R IR IRBYER SR

]
fu S

THISRIRIB LA, B RESS

K=

EHXUA

BEEMNE, BHTRERENXNBRRAGEERNAHBIXEERIR,

TR 3:

p

S B HHIRH BRI E LN E B X R IRIR,

.
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wBINE

1.1

Sl SR AR IR AR R U SR T KU AR IR

e
fu

2. B ENBRERMENME RS, AERNBEREEM

REBEHERS
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3.

e MU HRIR

R EHRANBIERNASSEHISRRAAONTT, ARKERBIXBERENZHSERR, HEIMEH
fJILI—E)\:tU'f_Lo

%49 EMTREHIZEER
BT ARSI IERA ERE

p

1.
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R=[EER FREZIATUBHIIE. BRESEETEXH.
BN EHSRIRE BIRT T

- FHERBERE R IR SRR ONTT, ARRFEHSREREREANRFRN—F

@ BIRER SRR EBANAET, RIFRSIETIEXF R,

RIEEENEFRERARETHITRE.
SNRIGMIPR T Wk 28(QSFPEISFP). RIS EEANSANERRTEE .

HRIZH 5 B4 EERZIEEEREHIZRRER, UETEEMEIIREIERIGHES. BERNERZRNE
TR RFRVEFRIZRRGHRIR. HETER BRI RERSR,

- SERITRISRIRB B R

a. FITHIBEIRE NG, EEIESPREEH T2 L
IEHBERT G, BMERMNS L.

REHISRRBANIFER, B7ANEKR, URBRITEZES,

a. FPEF M Lied R e E.

- BEREIENER, —ERRME, EHBMIENRR.

MREEERER. BEREFSERT2EEENETE. BRFRREREEDBR,
BT R FEE R IERIZEME IEEEIT.

storage failover giveback -ofnode impaired node name(FX)
NREZABDIRE. BFEFBAE:

storage failover modify -node local -auto-giveback true(3X)
AR BT AutoSupport. NER/BCEZEIEEEheIEZREG:

system node autosupport invoke -node * -type all -message MAINT=END(§+&3‘C)



% 5% FEFEIHRE] NetApp
REBEMHHME RMA RS HSESHIRE] NetApp o "SHEEIFIFIREXIFMAEE. BB INAH,

EH#iNVRAM - AFF C80

LG LM FEMHESSHIMBIENEEAH R, BEHAFF C80 RFAEHHINVRAM , EHITTE
BIEXRAZHAIEHIZR. BiITHIZShi LR LIS 2R IRE. ERNVRAMIEIR
ZYNVRAM DIMM. B ECHLE, LURIEEPESRER[EI4ANetAppo

Faa2Z Al
* RREEEETEREM. S IER MNetAppiR ZIRYERAA (R B RA A
* MREERSGPHNFIARMAMIIERIRTT; WMRKRIEEET, BEKR "NetApp 2H'

19 RAREGES
RN TR — XA sE IR,
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TN . KRERARS

BRAZBEHEE, EOMRERLHRIVRT, AELEMZERGIE, UERTEBITRISSSAEMNZ
BT Hl SR B R R,

KXFIES

* NREFEANEBSANRS, NHMENEZRITHIZZSCSITIFHEMHSHER cluster kernel-
service show, cluster kernel-service show #r < (TEpriva IR F) Al B/ BT R AR i
WS ZH R BEMERESURZT REETKS.

/1 SCSI IR RS S HEN SEBFHEMT RIRIFPER R, EREBIRZ A, BIALBRITE

8] &,

* If you have a cluster with more than two nodes, it must be in quorum. IR EE KA R ETITIRR
RFPIERIBSE R RIEI TR A EE T alse. MR AZHITH SR 2 AIE ERER ; FE0 "
RBoR5&RERD"

S
1. MNERB AT AutoSupport « M5&3d i B AutoSupport JH S22 1EBheI 2R

system node autosupport invoke -node * -type all -message MAINT=<# of
hours>h

LR AutoSupport JHEZE 1E B T2 25N

clusterl:> system node autosupport invoke -node * -type all -message
MAINT=2h

2. ZEBERIE
a. MERITHIZRAVIEH SN <

storage failover modify -node impaired node name -auto-giveback false

b. N 'y HIEEIRNEERETEZRAAMMER? i
3. ¥ZmiEHI2E 2R LOADER 12755 :

NRZIRITHZEEE. ... B4 ...

LOADER 2R BET—%,

[EEERFRE ¥ Ctrl-C , AREHIUERNEE vo
AFAIR AT IR R MIBITIEBEHI S E T EZHITHIZS

storage failover takeover -ofnode
impaired node name -halt true

-halt true B35 N\ Loaderig R i’
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IR 2 . $5EHIBSI T MetroCluster #2

BXRARBIEHEE, EOMRERLHSRIVRTS, AELEMZERTIE, UERTEBTRISSSAEMZ
Bl SR B R R,

* If you have a cluster with more than two nodes, it must be in quorum. IR EEE KA R R IITITIRR

RIFp RIS EARNEITINR S EE R alse. MAGIEXAZHITHISE 2 AIE ERTHR ; 550"
BrHR5KERD"

s BwsnIAE iR EMetroClusterfc RS, HETRATFEBAMEERKES:
metrocluster node show
g
1. YR ZA T AutoSupport « M@ JEHAutoSupport ;B 22 1E B &b eI ZRF:

system node autosupport invoke -node * -type all -message
MAINT=number of hours downh

LA FAutoSupport JEE 221 B ah el = 2= 61/ 6

clusterl:*> system node autosupport invoke -node * -type all -message
MAINT=2h

2. ZHBHRIE:
a. NEERIEHIZEAIERI QAL TR
storage failover modify -node local -auto-giveback false

b. N 'y HIEEIIR N EESETEZABMOIR? "AY
3. ¥ZRIEHI2E 2R N LOADER 127R4%F:

MNRZHITHIZRER ... B4 ...
LOADER &Rt BET—T,
EEHEFTE & Ctrl-C , AREHIRTRREE vo

AGHRTRAEERRT AN NEBITERENEHIZSEESEEZhirhEs
RorEN)
storage failover takeover -ofnode
impaired node name -halt true

-halt true B #0&# N\ Loaderfe o

S I1E2: EHNVRAMIEIRZINVRAM DIMM

fEF LU AERLET B N VRAMAZIREENVRAM DIMM,
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1. FEHENVRAMIEIR
EFMNVRAMIEIR, BEVIFEIEE4/SPIRENZIER. REREBIFES BINF#1 TR

1. MNREEAREM, BIEREM,
2. (ERBEHE N REE. EERETRFIELE. LIHRVFETFRE RS EF EE EE R L.

WS - WINE U 53 AR

ol
WW%W
i il

= =<

O
0
L

3. IRIERSNRSKEITH SRR
a. EIEITEENERIZEL, BEFEEAATRERS. HERTSHREREGIRES:

storage aggregate show -raidstatus !*normal*

* R & <IR[E] "There are no entries matching your query. #£Ei# N F— N FH 1, MWEEESF
T_Ekgiﬂ’_]q[ﬁb%go o

* NRZMLIREMERIEMLER, EMFNMTHIZSUEEAutoSupport#iiE, FHEXRANetAppZ 13D
I JAIRBEGH— EE B,

system node autosupport invoke -node * -type all -message
'<message name>'

b. KWEXHRANE AR EEFERKIEENZEE

event log show -severity * -node * -message-name *disk.missing¥*

* YNR&<IR[E] "There are no entries matching your query. 4k£Ei#H# N F—#4,
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0o N O

* NRZELREEREMLER, BMRNMEHEWEEAutoSupportiifE, HEXRNetAppsHiaED
I JLGREN#H— 2 EE B,

system node autosupport invoke -node * -type all -message
'<message name>'

B RRET
ST HHIZ8A9 PSU.
() nREHNRSERERBR. B RRRSPSUIER
TS EORASEIS, FINE TR, AEREHSHH 3 54 BT,

- BRSBTS, HEARNMALEERTRENIIRE. REMR Tk,
- MANFERRRIER B4R NVRAM 3R

a. BT ORFBHRHE.
ORI EAE.
b. R i H B e BRI &
C. MHFEFREI T ZMNVRAMIEIR, 75 AR F RN O HIAT A O H R ARR AL A A8,

9 DIMMEE+&
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10.
1.

12.

13.

14.
15. 3

16.

17.

RENVRAMIEIRBIERS ERVRE Lo

MEZHNVRAMIEIRAZ—EIFDIMM, RER/FERESFEAINVRAMIERS,
REIRAR NVRAM IR R EEEINFEF

a. BRI S HHE4/5SRAFEFT OMEE 75,

b. FERBRRBNEEP. REEOREPM—Em L. DUSERESIE FI0L
EMREITHIRRR, THISTESENGIRERNE.

a. FIThISEREREANE, BT SPREEH TS

BHISERELRE, HEIHE L.
() #EsIsEsBIES, BIBAEA, UGHRREES.

a. FEFBim Liedt R e &

EBRAIENBIR
(D) uReEDRER, EEERRAEREENER
IR AR B,

BRI TFEEZIRITHIZSME EEIE1T: storage failover giveback -ofnode
impaired node nameo

MREEZRAEHRE, BENBETE: storage failover modify -node local -auto
-giveback trueo

WRBA T AutoSupport, NRR/EVEZIEBRNEIESREA]: system node autosupport invoke
-node * -type all -message MAINT=ENDo

1%&I2: FHENVRAM DIMM
BFEHNVRAMEIRFFINVRAM DIMM. A EI FNVRAMIEIR, RAEBERBRDIMM,

1.
2.
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NRIGHREM, BIEREM,
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3. IRERANRSKEITH SRR
a. EETERNERIS L, RERSHFERMLATRERS. HERSHHERERVRE:

storage aggregate show -raidstatus !*normal*

* R & <IR[E] "There are no entries matching your query. #£Ei# N F— N FH B, MWEEESF
T_ﬁ;egiﬁqu[ﬁb%go o

* NRZGBLIREMERIEMER, EMFNMEHIZSUEEAutoSupport#iE, FHEERNetAppZ 13D
TLGREH — 2 53 B,

system node autosupport invoke -node * -type all -message
'<message name>'

b. KWEXHARANEARNBREESFERKIEENEE

event log show -severity * -node * -message—-name *disk.missing¥*

* YN8 &< IR[E] “There are no entries matching your query."#842# N T —%5,

* NRZALREMEMEMER, EMENMEHIZRUEAUtoSupportiitE, HEXZENetAppzHap
I JLGREN#H— 2 EE B,

system node autosupport invoke -node * -type all -message
'<message name>'

4. FIEREER.
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S R THEHIZEE) PSU.
() nREHNRSEMERBE. B RRRSPSUIER,

6. RTEHE ENAmOERS, FNETREMR NI, ARRBITHISShIHL 3 5 4 X7,
7. BRI E IR MRV @ IR TSR, | T hRIZIEAR.
8. MHFEHRMIERE T NVRAM 153R

a. TR,
O IEHBEFE.

b. R i H B BRI &
C. MHAERRETTINVRAMIRIR, F5AR R FHem A LI AAT A O KRR AL A4S,

o M BEIRH
9 DIMMB{E£E

9. ENVRAMIEIR M IERE EMIRE Lo
10. #EINVRAMIEIRAEE HAIDIMM,

() ESANVRAMBAIENFRUREEE., LREDIMMER1AI280(IE.

1. @ TFEDIMMBIE R EHIEDIMMMIGIERIZE. LUEITRDIMM,

12. ZEFMRAMN DIMM , 757AZR DIMM SHEEXITT, AER DIMM B NGE, BIMERSHE



EiL,
13. ¥ NVRAM 1RIRLIEEHFGP

a. FRREZBAGE. BEOEHABARSI0ONKRENSE. ARE—EHm _Ehei RS LSRR B
EELo

14. ENRREEHERIR, FHET2BNGILEENBL.
a. WITHISERFFHEANE, EEICSTIREEHTEML
ISR e A, MEAYS LA,

() #EsIsERBANGES, BIRAEA, UGHRTEES.

a. FPiEF M Lied R iE &,
15, KRR,

() nResERER EEERAEREEIGRE

16. L EIRIER M LiEd R XA E.

17, B RIFFHEEZRITHIZR M E IEBIET: storage failover giveback -ofnode
impaired node nameo

18. NREZAEBERE, BEHBHETE: storage failover modify -node local -auto
-giveback trueo

19. W1RF AT AutoSupport, MIEE/EUEZIEEEIEZRG]: system node autosupport invoke
-node * -type all -message MAINT=ENDo

Step 3: Reassign disks
TRE BT RIZREIARAIDENR. RAERIEEEELHELEEN,

(D REaEsNRAVERNA BEEHRSEHE. M ASATNVRAM DIMMES,

-
1. REFIZBAFLEIFER (B3R >8R , BEEIPRHEN LOADER #RRHAF:
halt

2. MR ERMBEFRTEL. BipizhlzE. HERRERRIDFRLAMRTESZRFKIDEBEA_Y -

3. FIFHIERBITHIBTH B LEREFRITEE, RENERENIEHIZIEESE Boho IS BN
A4 ID:

storage failover show

Eadhtd, BNZEI—FKEE, RPESHREHIR EMNEARS ID BEEXR, FE/RIEMHIE ID 3 1D, 7
UITFREIF, a2 B5emEit, FAEBHMIES ID 151759706,
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nodel:> storage failover show

Takeover
Node Partner Possible State Description
nodel node2 false System ID changed on
partner (0Old:
151759755, New:
151759706), In takeover
node?2 nodel = Waiting for giveback

(HA mailboxes)

4. RFIT IS
a. MEERRIEHIZEP, VAIFIREIRMITHIZBZNEMETIE): + storage failover giveback -ofnode

replacement node name
B R EIEFMEH BT
MRATFRLKIDALEMBREBEZRSKID. MRBEA_y o
MRRELE R, ERIUEEBELT R,
BXREMER, BBN "FRiban < HES R
a. ERRIEE. FIAHAKEI TR RF BRI LUH{TIZE . storage Failover show
storage failover show HVMIEAREE System ID changed on partner JH S,
S. IR REEIEHSE:
storage disk show —ownership

BFiEHes RN B RN ARSKID, ELUTRAIF. node1ifENEEZIMEE RIFAIARSZID 151759706
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nodel:> storage disk show -ownership

Disk Aggregate Home Owner DR Home Home ID Owner ID DR Home ID
Reserver Pool

1.0.0 aggr0O 1 nodel nodel - 151759706 151759706 -
151759706 Pool0
1.0.1 aggr0_ 1 nodel nodel 151759706 151759706 -

151759706 Pool0

6. MNRAZFKFBMetroClusterfii &, B EITITHIZRAIRTZ . nnode show MetroCluster
8RS, MetroCluster EEEFRZE/ LW A BEMEFEERS, L, SMIHIBRETEBEERS, HE
DR BE&HERIEE®EI, The metrocluster node show -fields node-systemid command
output displays the old system ID until the MetroCluster configuration returns to a normal state.

7. SNR¥HISEX A MetroCluster BRE, MIAEHE MetroCluster IR, MRFIAFFE E S RMLL S _FAYIEHI2E,
BWIE DR * ID FERE S B nMENRIGFIEE.

SNREISAE TR, MBFHITICRIE:

° MetroCluster B2 & &b FHIHEIR TS,
o SR AL = FHAR R NEIFRE S,

20 "EOT = MetroCluster BEEH, HMEFIENSTE HA EZREH MetroCluster tIIRHAE & & F k"
ﬁ?&ﬁ,ﬁﬁmu

8. MBI RS HEAMetroClusterfit . 1BRIEEREEEESTMNMTHIZE: nnode MetroCluster show - fields
configure-state

nodel siteA::> metrocluster node show -fields configuration-state

dr-group-id cluster node configuration-state
1 nodel siteA nodelmcc-001 configured
1 nodel siteA nodelmcc-002 configured
1 nodel siteB nodelmcc-003 configured
1 nodel siteB nodelmcc-004 configured

4 entries were displayed.
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S WIFSMTHIBR B S FETHANE

vol show -node node-name

10. SIRBATFEME. NBFERINEE
N BRI ERIRIT RS E EBIETT:

storage failover giveback -ofnode impaired node name(%&X)
12. NREZABMRIE. FEHMBHT:
storage failover modify -node local -auto-giveback true(®&X)

13. NERB AT AutoSupport. NIRR/BGHZE 1IEBThEIE =G

system node autosupport invoke -node * -type all -message MAINT=E‘.ND(§+&3‘C)

E 4. KBHFESRHIR[E] NetApp
REBEMMEME RMA i B8 ER4HRE] NetApp » "HIMFIREIFIFR"EXRIFHAES. B H,

FEHNVE - AFF C80

HAFF C8ORZFMINVEMFFIRR ABEH R EHEN. BT UER. RAECHTEHE
HAB/RE XB AR IR, EMIRESEXARERIZE. HTERIZRRR. EHNVEM,
B REERIZFRIR UG KR SR 4R [EINetAppo

AEPRFAEEMAMHYIRIERRTT; SN, BOHEXRKAZ.

1T XHARHETIER
RN TR — XA RE 2RI,
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TN . KRERARS

BRAZBEHEE, EOMRERLHRIVRT, AELEMZERGIE, UERTEBITRISSSAEMNZ
BT Hl SR B R R,

KXFIES

* NREFEANEBSANRS, NHMENEZRITHIZZSCSITIFHEMHSHER cluster kernel-
service show, cluster kernel-service show #r < (TEpriva IR F) Al B/ BT R AR i
WS ZH R BEMERESURZT REETKS.

/1 SCSI IR RS S HEN SEBFHEMT RIRIFPER R, EREBIRZ A, BIALBRITE

8] &,

* If you have a cluster with more than two nodes, it must be in quorum. IR EE KA R ETITIRR
RFPIERIBSE R RIEI TR A EE T alse. MR AZHITH SR 2 AIE ERER ; FE0 "
RBoR5&RERD"

S
1. MNERB AT AutoSupport « M5&3d i B AutoSupport JH S22 1EBheI 2R

system node autosupport invoke -node * -type all -message MAINT=<# of
hours>h

LR AutoSupport JHEZE 1E B T2 25N

clusterl:> system node autosupport invoke -node * -type all -message
MAINT=2h

2. ZEBERIE
a. MERITHIZRAVIEH SN <

storage failover modify -node impaired node name -auto-giveback false

b. N 'y HIEEIRNEERETEZRAAMMER? i
3. ¥ZmiEHI2E 2R LOADER 12755 :

NRZIRITHZEEE. ... B4 ...

LOADER 2R BET—%,

[EEERFRE ¥ Ctrl-C , AREHIUERNEE vo
AFAIR AT IR R MIBITIEBEHI S E T EZHITHIZS

storage failover takeover -ofnode
impaired node name -halt true

-halt true B35 N\ Loaderig R i’
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IR 2 . $5EHIBSI T MetroCluster #2

BXRARBIEHEE, EOMRERLHSRIVRTS, AELEMZERTIE, UERTEBTRISSSAEMZ
Bl SR B R R,

* If you have a cluster with more than two nodes, it must be in quorum. IR EEE KA R R IITITIRR

RIFp RIS EARNEITINR S EE R alse. MAGIEXAZHITHISE 2 AIE ERTHR ; 550"
BrHR5KERD"

s BwsnIAE iR EMetroClusterfc RS, HETRATFEBAMEERKES:
metrocluster node show
g
1. YR ZA T AutoSupport « M@ JEHAutoSupport ;B 22 1E B &b eI ZRF:

system node autosupport invoke -node * -type all -message
MAINT=number of hours downh

LA FAutoSupport JEE 221 B ah el = 2= 61/ 6

clusterl:*> system node autosupport invoke -node * -type all -message
MAINT=2h

2. ZHBHRIE:
a. NEERIEHIZEAIERI QAL TR
storage failover modify -node local -auto-giveback false

b. N 'y HIEEIIR N EESETEZABMOIR? "AY
3. ¥ZRIEHI2E 2R N LOADER 127R4%F:

MNRZHITHIZRER ... B4 ...
LOADER &Rt BET—T,
EEHEFTE & Ctrl-C , AREHIRTRREE vo

AGHRTRAEERRT AN NEBITERENEHIZSEESEEZhirhEs
RorEN)
storage failover takeover -ofnode
impaired node name -halt true

-halt true B #0&# N\ Loaderfe o

% 2T HTERIZRRR
p
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1. NREERIEH, BIEMEM.
2. fERE S T RENE. EERTEIEFNSLE. BRI APRE RS EEEEEE IR L.

ST - HIA S5 53 A

0

= =<

f—

-

A

3. IRERGCRS K EITHIZRIREN2E
a. FIBTIEENEHR L, RERTFEEALTRERS. HERTHMEREIRS:

storage aggregate show -raidstatus !*normal*

* MR aLIR[E] “There are no entries matching your query. #k&5# N F— 7418, KMERTEERR
RHIREHER. o

* NRZepDREEREMER, BMRMEHIZEUEEAutoSupport¥ilE, FHEXRNetAppZHFERI LR
Hyi&_ﬁﬁgﬁj]o

system node autosupport invoke -node * -type all -message

'<message name>'

b. KEXHRFANEARNBREESFERKIEENEE:

event log show -severity * -node * -message-name *disk.missing¥*

* YR &<IR[E] "There are no entries matching your query.” #k4E# N F—#4,

* NRZELREEREMER, BN NMEHEEWEEAutoSupporttiE, FHEXFRNetAppsaHaBI 1A
BH—# B,
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system node autosupport invoke -node * -type all -message
'<message name>'

4. KMBEIRHENVRAM , BRI THIEEHBIRIRE EIEE 4/5 PR LED K. FHNVEIT.
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2SS
S EE

° NVRAM JXZ LED
9 NVRAMZE/RLED

° JNRNV LEDIER. BEERET—D,

° YNERNV LEDIAKR. IBFRNNMELIE. SIRIALMFRA BB D 8. BB RIASHF LIRS .
- NRIEERESM, BIEREM,
- MIEFIZRER IR (PSU) L1k T HI SRR B IR LK,

oo O

() nREHNRSEMERBE. B RRRSPSUIER,

~

- NIZHI SRR T RA L L AN SFPHIQSFPIRIR(MIREFEE). HiCREENERMUE,
REABERLEERET, UWEEERRELLEEREN, SERTIER,

[o¢]

- MIEHIBRIEIR P EN R4 B IR &
- BTERRATBEFS, ARRE IR 8

[<e]

HEEHIZRARIR = MATAE R BETRA5 o
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10. RiEhlgs g hylfE. ARREREFRNRE L,

1l 2R IR IRBYER SR

]
fu S

THISRIRIB LA, B RESS
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3% BNV

REREFIRHBIINVE,

MIEFIZRARIRAFER & R FERINV ER .
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e NVEE RSk

- [ LR E Bt LU AR B Bk,

PrEFRME SR ARV F AMIEE PR RESL . PRI MIREER IR T FE it B4,
REMMESEENERSERPRE. ARRE—.
MEZERE R A EE it

R E R AR MA R R T HZE

a. FHMEKIBENRAIRIEE, HHRIELSEE (L,

b. YeathiBIANIEIE, AERMTREMA, UHBRAEZL,

7. 8 ENVESEEE,

o o & W N

B RISk BE TEHRIE .

% 4T BENREEGIRRIR
BRI R BN S,

p
1. B=SEER THREZFUBDNUE. BRTESEETEXH.

BN EHSRIREBIRT T
2. BIEHIBERHRIRS AP ONTT, AEBEHBRIRERENRAN—F

C) BIRER SRR EBANAET, FRIFRSIETEXF R,

3. IRIERENTFHAKENHAITIE.
SNRIGMPR T WA 28(QSFPELSFP). IRIZSEEANSANERRTEE .

HRIZH & BA EERZIEREREHIZRER. UETEEMEIIZEIERIGHES. BERNERZRNE
TR RIFBIZHIZRRFER. HETE2ENEEIEFRERER.

4. STRUIEHISRRIRNERRE:
a. FTHIZBEIRE AN, HEIESPREEH TE2ML
EHSEERTEmE, MERMNS L.
RIS RBB NGRS, B7NANEK, URRTFERRS,
a. FiEFBim Liedt R e &
o BHIRLENEIR. —BRIRME, THIBMEMED.
MREEERER. BEEHSERTL2EERNAETE. BERRENMERZBIR.

94



6. B REFEERRITHIZE M E ERIEIT:

storage failover giveback -ofnode impaired_node_name("g_"&f()
I MREZRABEMRE. BFEHBRAE:

storage failover modify -node local -auto-giveback true(g"&j()
8. YNR/BFA T AutoSupport. MER/BUHEE LE B EheE S

system node autosupport invoke -node * -type all -message MAINT=END(3X)

% 59 FHEIFFIRE] NetApp
RIBEFREII RMA B SIEEAHRE NetApp o "HHEEM SR BX¥MEE. HENRE,

1/0 FEiR

NN B3R/ OIE IR LR - AFF C80

AFF C80RZR] LIR A REE HI/OIR, LUERMAEZMIERE. EARMLEINEEE
R PEIRIRET, NN EHRI/ORIREXREE,

IERILUFAFF C807Ffif R4t & EMERII/OEIRE BRI R Y/ ORI R E LR BII/OEIR, EIER] LA
RI/ORRRANINE B SHEIER RS,

* ARANI/ORER
ANESRRA LIRS TRE. BB TFHREAME—MEREMLEE. RANIESET.
* "PETR 110 HRIR"
T;La“ﬂi}ﬁ /0 BRRAVFEERRARGHIERN FERBFRIR, NTRAREMEMEVIEIHRF RS A

* "EEIRI/OER
EHR EHMEROBIRA LI A R EREEI TR

I/OEEHR S
AFF C80#z 28 LRYI/OHEERS F 1211, W FEFAR.

= =
(5] ®
2 ofl o] @ g2 il | e ezl e
g Cl N ) ey i e e N S B
- - -
g o N © a2 I NetApp IE. I NetApp .l @ © =) =
o

Slot 6 Slot 7
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RINIIOEIR- AFF C80
BOWRIRINEIAFF C80R LS. LULBWEIEZEHT BERSGIEHIEREZMEES.
BRI EA AN SN E GBI B = 2tEs. WA LSO SRRMEI R FS,

RFUIAES
MRFE. BALETAFERSMUEER) LED. UBBELUYELAEMUREMNEERS, EASSHER

ZIBMC#4ai\ “system location-led on 5%
FRRZEEM MIELED. §7M&EHIZ8 E—1 Location LEDs remain illuminated for 30 minutes.

BRI UMNSRSEE XA system location-led off, MREARMELEDERERZIEN. ATLUMNGSR
KREERS system location-led showo

TE1: XHARBUTHIZERIR
fE R LR R 2 — K BiR B R H 28R,

96



TN . KRERARS

BRAZBEHEE, EOMRERLHRIVRT, AELEMZERGIE, UERTEBITRISSSAEMNZ
BT Hl SR B R R,

KXFIES

* NREFEANEBSANRS, NHMENEZRITHIZZSCSITIFHEMHSHER cluster kernel-
service show, cluster kernel-service show #r < (TEpriva IR F) Al B/ BT R AR i
WS ZH R BEMERESURZT REETKS.

/1 SCSI IR RS S HEN SEBFHEMT RIRIFPER R, EREBIRZ A, BIALBRITE

8] &,

* If you have a cluster with more than two nodes, it must be in quorum. IR EE KA R ETITIRR
RFPIERIBSE R RIEI TR A EE T alse. MR AZHITH SR 2 AIE ERER ; FE0 "
RBoR5&RERD"

S
1. MNERB AT AutoSupport « M5&3d i B AutoSupport JH S22 1EBheI 2R

system node autosupport invoke -node * -type all -message MAINT=<# of
hours>h

LR AutoSupport JHEZE 1E B T2 25N

clusterl:> system node autosupport invoke -node * -type all -message
MAINT=2h

2. ZEBERIE
a. MERITHIZRAVIEH SN <

storage failover modify -node impaired node name -auto-giveback false

b. N 'y HIEEIRNEERETEZRAAMMER? i
3. ¥ZmiEHI2E 2R LOADER 12755 :

NRZIRITHZEEE. ... B4 ...

LOADER 2R BET—%,

[EEERFRE ¥ Ctrl-C , AREHIUERNEE vo
AFAIR AT IR R MIBITIEBEHI S E T EZHITHIZS

storage failover takeover -ofnode
impaired node name -halt true

-halt true B35 N\ Loaderig R i’
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3%1512: MetroClusterft &
()  REORARFNS A MetroCluster BE, W/NEMILBIES B,

BRAZHIEHRE, CRIRERRISIRES, AELBEEIREESR, WESTESNERSHREMT
iz hl 2R R R,

* If you have a cluster with more than two nodes, it must be in quorum. J1REEFIAZIHEHZI TR
RFNIERIRER R TR A E E R alse. MAEXAZHITHI I 2 AIE ERBER ; FE0 "
BhHRS5&ERD"

* YNREFEEBIE MetroCluster BLE, MATIAEEE MetroCluster FeERE, HFETRATFERH
BIFERIRES (MetroCluster node show) o
T
1. MNER BT AutoSupport. Ni&EZ A AAutoSupportts S22 1F EEIRIEZER]: system node

autosupport invoke -node * -type all -message MAINT=number of hours downh

A FAutoSupportip SR 2 IE BB RIS clusterl:*> system node autosupport
invoke -node * -type all -message MAINT=2h

2. NBITIEERIEHIZSSRIEHI A2 ABMASE:. storage failover modify - node local
-auto-giveback false

3. ¥ZRIEHI2E 2N LOADER 18R 4%F:

MNRZHITHIZRER ... B4 ...
LOADER &Rt BET—%,
EEFFRE ¥ Ctrl-C , ABRTEHIMERNEE vo

AGRTARERRTAT N EERBRERSIMSTERRNEHSZEIITHISE. storage

RoEN) failover takeover -ofnode impaired node name

LY RiEI2E 7R Waiting for giveback... BY, 3% Ctrl-C , ZAfS[E]
%
= Yo

8241 ANINFREINOIRIR

MREFHEAFZEETREE. B MINIORRLERNEP— N BiEER, NRFAEGEEYE SH. BT
BIOERRUEE=TIE. AELREMER,
Fra2Z Bl

* #2% "NetApp Hardware Universe" LUfRFTEVI/ORIR S (G ZME R AN S IEEIEITEIONTAPRR A Ro

« If multiple slots are available, check the slot priorities in "NetApp Hardware Universe" and use the best one
available for your 1/0 module.

* HRIRFRE Hth A IE BiE1T.
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10.
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B
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NRIGHREM, BIEREM,

M e A BIRFR. HARNSISLEIRITRANE R, ARM The,
MFEZR LEIT BARBE= BRI

a. BT EEEREBER ER OB

b. 3 AL H BRI REIT B ARIR

C. FFEmANDEANTAOR. ARRKRRILAME. MR MAFERE T,
L5 1/0 1RIR:

a. FFI/ORRSHEHEIEFF LI RILS X 750

b. FERIZFZHBNIGE, EETDBANGE, AERKORAN—Em LR, WRBERSE

R OB BIE
() wRFaREREN 10 BPRET S8, LA IS,

R BB R A LR EI XA E,
MLoaderf@ R i, EFBHTR:

bye
() BB ERAKIOBRTIE AL, AREI BT M.

MECHE 2R 3T eI 2S
storage failover giveback -ofnode target node name

izhles B E8 RS R
AEITRARFNT R E. MRFERTBHRE. BREER:

storage failover modify -node local -auto-giveback true
YR B AT AutoSupport. MR RBoheI 225

system node autosupport invoke -node * -type all -message MAINT=END

RUORRA MBI T LIETHN RS
TR LOB T EN F A /ORR AT E U B REMB/ORIR, KI/ORIRAFNNEI TR ETHI R TR,

KFIES
HRET BRSO IR e 2 H AN R AR TIERZ .
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= FERITIRE

NICEINIC (IwO%AERE) LIF S EHEITHIZ R X AN BT,

NICEINIC (IR ARE) BEENESAREHRIRIIEMERO, EXEFMAEE. BFSR T
% LIF"

1BENICIEZ EITZHEI/OIEIR f£F8 System Manager ¥ LIF ;K ATHEIRENE RO, 0FFHR "
T LIF"

HIE

1. INREEARESM, FIEFEEM,

&R TBER /0 #BIR LA B L.

M TSR BRI, HEARRSIALEIRIERANEIZE. AREM TiEkE.
MANFEREN T B4R 1/0 1R3R:

a. # PR,

b. R AL FI SR ETREIT B ARIR

C. BFHmANLRAMAOR. ARRKERRIEAE. MR MAFEFRE T,

A w0

HRARERER 1/O #RIRFRTEBIEE.

O. I/ORIRL FEEIHWAERH BAREE !

a. FHRIRSH BB QRIS TFo

b. RIRREIZHBNIGE, EETDBANNME, AERORAY—Em L, MRBERRHEMIL,
ERG LR ORIRERENEE IR E.

ESIFEMRED R U E T HISI R EMIRIR,

R IR R M LRt B XA B,

MINEEFRTR: _BYE_EHERNTHIZE

© ® N o

IR PR EF R PCle RMEMAH. HEHBIHT R

@ NREEEFHBIHAEER PSR . 15S W "BURT 1494308 -FE#I/OfEIRERAIE] AT 6E
R R IR K A"

10. MECIH=HISR3TIE 1T HI2E
storage failover giveback -ofnode target node name
. MMRERRAEHRE. BEBALLIEE:
storage failover modify -node local -auto-giveback true

12. AT TIREZ —!
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° WNREET TNIC /OEIRFHLEET FHHINIC /ORIR, EXE MmO Fnetworkdn < :
storage port modify -node *<node name> -port *<port name> -mode network

° YNRIGEIT TNIC /ORRRHALE T FEI/ORIR, IBFIRIBAFTIR L ENS224 B IR H N E L IR
ITAER"

13. 31523 B EE LIRS R

P3EHER 110 23R - AFF C80

gN5R AFF C80 fFERFFRILIAM I/0 REIMEE, HEFHERFAHREFFE ONTAP iR
RENR, NATLAFERIZIER,

EHIEIR 110 IR, BHREERFAEITHRZ ONTAP 9.18.1 GA RERIRA, HEEFFMERSAM 1/0 &R, &
iR IV FERIRIR, EEHARIREA, BFERSMERERIRE, HRHIEERIEIEE] NetApp.

KXFUIES

EERHIEER 1/0 EIRZH], TFERITFERE,
TERGEIRERBIR an < N A3 T IEFARYIZHIZEAN 1/0 HEAE
° _RHuEHas_REEEMR 1/0 RIRAVIEHER.
°© _RERIEHIEE_BRIITHIZRAT HA (K.

* BRIITAERASRUE (B8) 15517, UBHKRREMREMINFERY. €A SSH &R BMC Hia

\ “system location-led on' &%
ZEFERAABIE=MIE LED: — MIRERETERL, — M ESMNMTHIZR L. LED RISt 30 2%,

R LR NGRS EH KX system location-led off, MIRERHELEDESEILEIEXN. AU NGG
SRWEBERE system location-led showo

TE1. BEREERGRERFENK
BEALGETE, BHNFERALTUSIT ONTAP 9.18.1 GA REEA, HEEHNEFREAALITHEMEENR,

@ NRENEFERGARIZIT ONTAP 9.18.1 GAESIRAE, NI AEALERE, EHMER "Eift

/0 RIZF"o

* BEEPEREEERRILRN 1/0 B3R, ZIGEEARTEE. HANRFPRNERROAS, HEE

EWEY 110 &R, FToIEREDR 1/0 WHRIEH,
BB BT F6E5 MetroCluster BYIH ORI LUIARR 1/0 &R A]HdER.

* BHEHERS (T BN ERRE) JUEEEHASSIHNARRENT =,
s ERPHFRE T S X TEITIEREIR ONTAP k2 (ONTAP 9.18.1GA SXEEARAS) =iz{THERE ONTAP AR
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AEVARE T 2Rl
INREBHFHTIRBITARR ONTAP hzs, MARAESHRAEERE, RZHAER 110 1RIR,
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* FEAGTHES ST UL T UTREZ—
° MMMEHIZRER A LUSEIHIZTT 10 (RRIEHHE)
° IIRHERHEER /0 RIR5 |2y, AATRERMAEESET, WE—IZRISHTELTZRER

[s3Ye)

AERLEBRT, BT /O RIRKFE, ONTAP RILIBEIREE—ITHIs. Fa0, RBIKLERN /0 1RIR
BEFERERDO (ZEHE LOPTEREIHEEIEXA) , ONTAP ZERITERE,

* FREARDNEHMARFROIIERIZT, MRKRESETIT. BEKR. "NetApp HAEBHEIT

2o
TR 2. BEEFHERZEM 10 BIRIEE
HEFRFEFEREMN /0 ERIERE, LUERT R 2HE FHIEEER /0 =R

p
1. IEfftEt,
2. FRgBALURBIENIRIRIR, SARMERR /0 RIRIKTATE B4,

/O IR IR (RO R F R XHRS) ; , SIRFERMETHARS, HEE
C) Nes&aE— T EBSETHNERERO, Nﬁ?%ﬂ%ﬂ&ﬁﬂﬁgo

RTBEGEFGFADH, UBRTHEMZESN LIF SIEHR, ARSSRITTRE,

3. AR B AT AutoSupport . N3&:iTiE B AutoSupport JH S22 1B EhRIFEZA:

system node autosupport invoke -node * -type all -message MAINT=<number of
hours down>h

g0, LUTAutoSupportiE B =0 B shZR eI m/ e
node2::> system node autosupport invoke -node * -type all -message MAINT=2h
4. NREFEUFTRERIZE, WERBBEIR:

i BA ...
E%E—Eﬁ%éﬂ%ﬁﬁéﬁ& RRABHRE:

a. MEEHSHEUHINIZRIZSENER SRAU TSR

storage failover modify -node local -auto
-giveback false

b. #N 'y YEEIRT CEEERMEMEIR? "

M MRS BEBEIHIETII0 (| BHET—F.
TR fERE)
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O WREMIER /0 RIRMARS PIEFRHXABIR, LUEEHFE:
a. A<

system controller slot module remove -node impaired node name -slot
slot number

b. HN 'y HEFIRREARLLEET?

Fan, LUTFaSEERTR 2 (RUTHIR) LRYEE 7 PRSERIREER, HET—FAUL2BEG
HIHS

node2::> system controller slot module remove -node node2 -slot 7

Warning: IO 2X 100GBE NVDA NIC module in slot 7 of node node2 will be
powered off for removal.

Do you want to continue? {yln}: vy

The module has been successfully removed from service and powered off.
It can now be safely removed.

6. IOIE& MR 1/0 HEIREXHARIR:
system controller slot module show

MR TR " powered-off TEPEIRIR N ELAGHIER S HY “status' 51,

SR 3. ERHIMFRY /0 1EiR
R HILERFERY 1/0 IEIREFMAFLH 1/0 1R3R,

g

1. MR EAREM, BIEREM,

2. ATFHEERSGEEIEIER. HEARAMELEIERRENIAIR. AEMR ThEek,
3. MEEH R IERAE T I/ORRIR ©

(D) TESRTHTATMES VO BR. B, GRABHR— 10 R,
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a. | IF PR,
b. &M BIR A REIm B IRIR,
C. BFIB NIRRT A O, AEBERAIHITHIZEIR. MMEER M IEHIZHEIRPET,
IRER 1/0 HEIRAIF R MEE S,
4. 3% 1/0 BHRMIE—=,
5. BB AMI/OBIRLE T BiRERET:
a. ¥ 1/0 R EIHEENE T,
b. }I?ﬂféﬂ&iﬁ%ﬂﬂiﬁ)@ﬂi*& BEERTEBNEHISIER, AE¥NHRH—ER L. LUSRRBIEE!
o
6. FI/OER L,
7. B BRI R PIENE,

TR 4 (EEHR 1O HRIREXA
REEHRAEY 1/0 #RIREXA, JOIE /O RRIEOAEMINAIAN, WIHGEEEER, FARKIE /O HIREBENHBIR

Al

RFUIES
B /0 B BIHEAMERERRSEE, LIF FREZIERR 1/0 &R,

p
1. 5% 1/0 HRIREXAL:

a. BALIFan<:

system controller slot module insert -node impaired node name -slot
slot number
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b. BN 'y HEFIRREARLLEET?
WM ERIA 1/0 BRIRERINEL (FFHl. IR HRNER)
flan, AT fET R 2 (RiIEHER) LRVEIE 7 B, AERIZIREEMNTRER:

node2::> system controller slot module insert -node node2 -slot 7

Warning: IO 2X 100GBE NVDA NIC module in slot 7 of node node2 will be
powered on and initialized.

Do you want to continue? {y|n}: "y

The module has been successfully powered on, initialized and placed into
service.

2. BHE 1/O R EMNE MmO BT ERIIIEL:
a. NZIEHIZRRERI QAL TR <:
event log show -event *hotplug.init*
()  EAFRENEAERRSONAK BRSNS S,

BN ER—1EZ 1 hotplug.init.success EMS E4H hotplug.init.success: 1E "Event 5, 38R
/0 &R LS RO E RIFIE .

g0, ARSI ER /0 i e7b # e7a BYFIIA1LELIA:

node2::> event log show -event *hotplug.init*

Time Node Severity Event

7/11/2025 16:04:06 node?2 NOTICE hotplug.init.success:
Initialization of ports "e7b" in slot 7 succeeded

7/11/2025 16:04:06 node?2 NOTICE hotplug.init.success:
Initialization of ports "e7a" in slot 7 succeeded

2 entries were displayed.

a. NRIHOFIBUKIK, BEE EMS HEUTREXRBNEESE,

106



3.

IIE 1/0 #RIRIEIE B R H AT

system controller slot module show

RN B EBIRES A powered-on, A /0 BHRATLUSETT,
Bk 110 #RIREBEANF ARG
MEHIEHBREIEH QN <

system controller config show -node local -slot

slot number

S0 1/0 BRBRERINEAHAHBIRG], MiaHFETR /0 RIRER, SEHENKOES.

g0, xFHEE 7 FRY /O RR, ENIZERIFRINT LA TARSAYREL

node2::> system controller config show -node local -slot 7

Node: node?2
Sub- Device/
Slot slot Information

e7a MAC Address: d0:39:ea:59:69:74 (auto-100g cr4-fd-

CISCO-BIZLINK
L45593-D218-D10
LCC2807GJFM-B

e7b MAC Address: d0:39:ea:59:69:75 (auto-100g cr4-fd-

7 - Dual 40G/100G Ethernet Controller CX6-DX
up)
QSFP Vendor:
QSFP Part Number:
QSFP Serial Number:
up)

QSFP Vendor:
QSFP Part Number:

QSFP Serial Number:

CISCO-BIZLINK
L45593-D218-D10
LCC2809G26F-A

Device Type: CX6-DX PSID(NAP0O000000027)
Firmware Version: 22.44.1700

Part Number: 111-05341

Hardware Revision: 20

Serial Number: 032403001370

TR 5. MEFEARERET

BEEFABERENEHSEEEMETE (RIEFE) . MEGmREn (RIEFE) . Wik LIF AFEXiHO LUK
E%F%Awﬁwmﬂﬁm*%ﬂL,hﬁﬁ%%MEﬂE% BITIRE.

p

1.

&

RIBERTFERSIETITHY ONTAP AR LIRAZHIZRAVIAT, ERIZRERERIS LXEEFEAHME BRI

iE:
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& BA ...

%E%E—E%‘J%%Eﬁbﬁ'éﬁéfﬂk a. BIZEHFMETE, KERENERIRMEERET:

storage failover giveback -ofnode controller
that was taken over name

b. MIRIERE BT HIZRAYIEH & R E BRIk

storage failover modify -node local -auto
-giveback true

A ERIZBSEEBIFHIEIT /0 (| BET—%,
TRIHEE)
2. BFPEEORERMEF T aMiEORE: network interface show —is-home false

ﬁﬂ%ﬁﬂLUNﬁ'Jjjfalse\ EBEARBIEFIFKO: network interface revert -vserver * -1if

3. YNR B T AutoSupport. MR [R B EheI 22

system node autosupport invoke -node * -type all -message MAINT=end

% 6 & KBHPEZFHIRE] NetApp
WRIBEMREMTIEY RMA R BRE S ESR 4R E] NetApp o "SHMFELIAIE " EXFMAEE. 52 UAH.

i 1/0 1E3R - AFF C80

HIEBYAFF C80 R4EHRY I/0 R R EMENFEARLUSIFE SRIIEREHMIINTHEER ,
BERIZ 110 1RIR, BMIREEXRAEHIZE. BRHEERN /0 BIR. EMECHERIZE,
AR EER IR [EINetApp, #&ERT LUK I 75 75 BB T R G S2 #5RIFTA ONTAPRRZS,

a2 Al
* BRIUEE T ERER T
* BREFERETRAEEMAMHIERIETT, BN, BRAKRARZSH.

$1F: XARBITHIZE
fER LT Rz — X HER B R iT 28,
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TN . KRERARS

BRAZBEHEE, EOMRERLHRIVRT, AELEMZERGIE, UERTEBITRISSSAEMNZ
BT Hl SR B R R,

KXFIES

* NREFEANEBSANRS, NHMENEZRITHIZZSCSITIFHEMHSHER cluster kernel-
service show, cluster kernel-service show #r < (TEpriva IR F) Al B/ BT R AR i
WS ZH R BEMERESURZT REETKS.

/1 SCSI IR RS S HEN SEBFHEMT RIRIFPER R, EREBIRZ A, BIALBRITE

8] &,

* If you have a cluster with more than two nodes, it must be in quorum. IR EE KA R ETITIRR
RFPIERIBSE R RIEI TR A EE T alse. MR AZHITH SR 2 AIE ERER ; FE0 "
RBoR5&RERD"

S
1. MNERB AT AutoSupport « M5&3d i B AutoSupport JH S22 1EBheI 2R

system node autosupport invoke -node * -type all -message MAINT=<# of
hours>h

LR AutoSupport JHEZE 1E B T2 25N

clusterl:> system node autosupport invoke -node * -type all -message
MAINT=2h

2. ZEBERIE
a. MERITHIZRAVIEH SN <

storage failover modify -node impaired node name -auto-giveback false

b. N 'y HIEEIRNEERETEZRAAMMER? i
3. ¥ZmiEHI2E 2R LOADER 12755 :

NRZIRITHZEEE. ... B4 ...

LOADER 2R BET—%,

[EEERFRE ¥ Ctrl-C , AREHIUERNEE vo
AFAIR AT IR R MIBITIEBEHI S E T EZHITHIZS

storage failover takeover -ofnode
impaired node name -halt true

-halt true B35 N\ Loaderig R i’
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IR 2 . $5EHIBSI T MetroCluster #2

()  REORARFNS A MetroCluster BE, W/NEMILBIES B,

BRAZHIEHRE, CRIRERRISIRES, AELBEEIREESR, WESTESNERSHREMT
iz hl 2R R R,

* If you have a cluster with more than two nodes, it must be in quorum. J1REEFIAZIHEHZI TR
RFNIERIRER R TR A E E R alse. MAEXAZHITHI I 2 AIE ERBER ; FE0 "
BhHRS5&ERD"

* YNREFEEBIE MetroCluster BLE, MATIAEEE MetroCluster FeERE, HFETRATFERH
BIFERIRES (MetroCluster node show) o
T
1. MNER BT AutoSupport. Ni&EZ A AAutoSupportts S22 1F EEIRIEZER]: system node

autosupport invoke -node * -type all -message MAINT=number of hours downh

A FAutoSupportip SR 2 IE BB RIS clusterl:*> system node autosupport
invoke -node * -type all -message MAINT=2h

2. NBITIEERIEHIZSSRIEHI A2 ABMASE:. storage failover modify - node local
-auto-giveback false

3. ¥ZRIEHI2E 2N LOADER 18R 4%F:

MNRZHITHIZRER ... B4 ...
LOADER &Rt BET—%,
EEFFRE ¥ Ctrl-C , ABRTEHIMERNEE vo

AGRTARERRTAT N EERBRERSIMSTERRNEHSZEIITHISE. storage

RoEN) failover takeover -ofnode impaired node name

LY RiEI2E 7R Waiting for giveback... BY, 3% Ctrl-C , ZAfS[E]
%
= Yo

%25 BIRREHERIOMR

BERIOKR. BIEEHBRRTHREIZER, RERBS NS BINFHTRIE,
SR

1. MBEHRE, BEREL,

2. FHEEMILUIRBIENTRINCR, PR M BT VO KRR TFif a4k,

3. IS EIER. HERATAS BIERNENERA. AEH T,
4. SIS R E RO
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() TESRTETATMEL VO B, B, BRABR— 10 B,

o ORI

a. O FBiRE,
b. &M BIR AT REIT B AEIR,
C. ¥FIEBALKIAATFOL. ARBERIHITHIZSHEIR, NI ER NI HI2SEIRFET,
ERER 1/0 FRIR(ALF IR NEE S,
5. ¥ 1/0 HRRIE—5=,
6. B EHAMI/OEREZEEE B irfEiET:
a. ¥ 110 1R R SIEEDSITT
bﬁﬁmﬁﬁ%%Aﬁ%\EE%é%AEﬁ%ﬁm\%Eﬁ&%ﬂﬁ—aﬁtﬁﬁ\uﬁﬁmﬁiﬂ
o
7. ROEIRER L%,
8. Bk SRR R B ENE,
E3% . EMNMBoHTHIZE
BE/ORIRG. HINEH B ohiEHI2E,

p
1. MINEFERF R AT E T B BT HIRE -

bye
()  ErEsSREssE BB ORI AL,

2. BRI FEER TG SR E EEETT:

1M



storage failover giveback -ofnode impaired node name
3. MIETTIRR REF R HIZRAYIZHI S E R B 5h30E |
storage failover modify -node local -auto-giveback true

4. MR ZFA T AutoSupport. MIiER B EheIEESEF):

system node autosupport invoke -node * -type all -message MAINT=END

F 4% KSR E] NetApp

RIREMHEMEY RMA B ERHRE] NetApp o "HIHREIFIER " BEXFMER. FERNNHE.

EHiEE- AFF C80

AFF C80ARAHFHIA R B EBIRIGE(PSU)H I &S W I PERS . 15T IAEMR. LU
RAGHEEFERTEBITIIENER, FRIEOEAREPSUS BIRINERE. IRTE
Bk, BRHIEPSU. AERBEHEMEREIER,

BEETTRMN, FHARER, BRNKFITHIZEKEMR PSU,

KXFUILES
IRED R BA—RER—PPSUMEREHo

()  BEIERRSESETRRMALDTENPSU. HREGXEER,

BIRIBERIPSURE E AN AVIEIELE | ACEDC,
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BRI 1. PUERITR IR
EFEMATMPSU. BEFRHRUATHE,
PR
1. ARG RIEH, B IEREM,
2. IRIBIEH SR EEHPSU LA BHIELEDHE EEMAIPSU,
3. BRFFPSURYESE:

a. yTAEREEES. AREMPSURTEIRZ.
4. [ ERERFR. HTBERE. AERKPSURLLIEHISRIR, LU TFPSU,

PSURR%E, Always use two hands to support it when removing it from the controller

@ module so that it does not suddenly swing free from the controller module and injure
you.

o TerracESFPSUSIEES

O. RSP REZRAPSU:

a. ANFXEFEAPSURNSHEHESEHISSRRIFA O,
b. EPSURRIENITHISBEIR, HEIBEFERANENL

HRRAE S NEEESIEfiEa HERBE DL,
N7 B GIIRNEREIERR . IBTEEPSUB ARG BT A,
6. EIEZEPSUML:

a. FERAEMEEEIPSU,
b. i BIRAEE B BIREEERIPSU,
EPSUMEHEBIE. IKELED NLRE,
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7. ZEREMFEMAY RMA SRR SR SRR E] NetApp o "M IREIF EHREXFMAER. IBSNNH,

I 2: AIEIREREIR
EFMEMPSU. BRERUTTE,
B
1. NSRRI, BRI,
2. RIEEHI A HEIRHE B RPSU_LMA GHELEDHREE T IRAIPSU,
3. WFFFPSURYESE:
a. fEAEL EMBEAIRETIT T D-sub DCAI&IE E25,
b. MPSUIR T4 L& HIGEHKTE—5S.
4. B LREREFR, RTHE RS, AERKPSURILIEHIZSER. UETFPSU,

PSUR%Z, Always use two hands to support it when removing it from the controller
(D module so that it does not suddenly swing free from the controller module and injure
you.

° BERRET

9 D-subBE R BIRPSULi 4L 151528
9 BERFAR

o HEEPSUBIERS

O. TEfEHIBRIRPREZRAPSU:

a. ANFEFERAPSURNSHFEHE SEHISFRRIFA O,
b. ¥PSURREHENIZHERIR, EFIMERTRANENL

BIRRAES N EREZSR ERES H R RBE 2L,
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() HTRERTREEES. BIERPSUBNRAER AT A,

6. E|FNEED-sub DCEIRL:
a. JFEIRE&ERBIBEAPSU,
b. fERERARETREIRLEEZIPSU.

EPSUMEHEIE. IKELED NLRE,
7. ZEREMFEMAY RMA BRI SR SRR E]l NetApp o "SMFREIF SR EXIFMMER. 1BSNIHE,

SRR $hER /- AFF C80

EHAFF C80RLHRRISLETAY 3R (RTC) (B EIRAMAZEM). LUHRRKH T /EREITE)E
THRRS N AREFREFIERIET

Fraz Al
*EAER. BRI UM RS ONTAPIRAEA LI IR,
* BRZASTHFAEAEMAMHIERET, BN, EOMEKRRARSF .

£ 1 KRAZHIEHIEE
fER LT EI Z — X HEiR B R IiE s,
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TN . KRERARS

BRAZBEHEE, EOMRERLHRIVRT, AELEMZERGIE, UERTEBITRISSSAEMNZ
BT Hl SR B R R,

KXFIES

* NREFEANEBSANRS, NHMENEZRITHIZZSCSITIFHEMHSHER cluster kernel-
service show, cluster kernel-service show #r < (TEpriva IR F) Al B/ BT R AR i
WS ZH R BEMERESURZT REETKS.

/1 SCSI IR RS S HEN SEBFHEMT RIRIFPER R, EREBIRZ A, BIALBRITE

8] &,

* If you have a cluster with more than two nodes, it must be in quorum. IR EE KA R ETITIRR
RFPIERIBSE R RIEI TR A EE T alse. MR AZHITH SR 2 AIE ERER ; FE0 "
RBoR5&RERD"

S
1. MNERB AT AutoSupport « M5&3d i B AutoSupport JH S22 1EBheI 2R

system node autosupport invoke -node * -type all -message MAINT=<# of
hours>h

LR AutoSupport JHEZE 1E B T2 25N

clusterl:> system node autosupport invoke -node * -type all -message
MAINT=2h

2. ZEBERIE
a. MERITHIZRAVIEH SN <

storage failover modify -node impaired node name -auto-giveback false

b. N 'y HIEEIRNEERETEZRAAMMER? i
3. ¥ZmiEHI2E 2R LOADER 12755 :

NRZIRITHZEEE. ... B4 ...

LOADER 2R BET—%,

[EEERFRE ¥ Ctrl-C , AREHIUERNEE vo
AFAIR AT IR R MIBITIEBEHI S E T EZHITHIZS

storage failover takeover -ofnode
impaired node name -halt true

-halt true B35 N\ Loaderig R i’
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IR 2 . $5EHIBSI T MetroCluster #2

BXRARBIEHEE, EOMRERLHSRIVRTS, AELEMZERTIE, UERTEBTRISSSAEMZ
Bl SR B R R,

* If you have a cluster with more than two nodes, it must be in quorum. IR EEE KA R R IITITIRR

RIFp RIS EARNEITINR S EE R alse. MAGIEXAZHITHISE 2 AIE ERTHR ; 550"
BrHR5KERD"

s BwsnIAE iR EMetroClusterfc RS, HETRATFEBAMEERKES:
metrocluster node show
g
1. YR ZA T AutoSupport « M@ JEHAutoSupport ;B 22 1E B &b eI ZRF:

system node autosupport invoke -node * -type all -message
MAINT=number of hours downh

LA FAutoSupport JEE 221 B ah el = 2= 61/ 6

clusterl:*> system node autosupport invoke -node * -type all -message
MAINT=2h

2. ZHBHRIE:
a. NEERIEHIZEAIERI QAL TR
storage failover modify -node local -auto-giveback false

b. N 'y HIEEIIR N EESETEZABMOIR? "AY
3. ¥ZRIEHI2E 2R N LOADER 127R4%F:

MNRZHITHIZRER ... B4 ...
LOADER &Rt BET—T,
EEHEFTE & Ctrl-C , AREHIRTRREE vo

AGHRTRAEERRT AN NEBITERENEHIZSEESEEZhirhEs
RorEN)
storage failover takeover -ofnode
impaired node name -halt true

-halt true B #0&# N\ Loaderfe o

% 2T HTERIZRRR
p
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1. NREERIEH, BIEMEM.
2. fERE S T RENE. EERTEIEFNSLE. BRI APRE RS EEEEEE IR L.

ST - HIA S5 53 A

0

= =<

f—

-

A

3. IRERGCRS K EITHIZRIREN2E
a. FIBTIEENEHR L, RERTFEEALTRERS. HERTHMEREIRS:

storage aggregate show -raidstatus !*normal*

* MR aLIR[E] “There are no entries matching your query. #k&5# N F— 7418, KMERTEERR
RHIREHER. o

* NRZepDREEREMER, BMRMEHIZEUEEAutoSupport¥ilE, FHEXRNetAppZHFERI LR
Hyi&_ﬁﬁgﬁj]o

system node autosupport invoke -node * -type all -message

'<message name>'

b. KEXHRFANEARNBREESFERKIEENEE:

event log show -severity * -node * -message-name *disk.missing¥*

* YR &<IR[E] "There are no entries matching your query.” #k4E# N F—#4,

* NRZELREEREMER, BN NMEHEEWEEAutoSupporttiE, FHEXFRNetAppsaHaBI 1A
BH—# B,
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system node autosupport invoke -node * -type all -message
'<message name>'

4. KMBEIRHENVRAM , BRI THIEEHBIRIRE EIEE 4/5 PR LED K. FHNVEIT.

%

2SS
S EE

° NVRAM JXZ LED
9 NVRAMZE/RLED

° JNRNV LEDIER. BEERET—D,

° YNERNV LEDIAKR. IBFRNNMELIE. SIRIALMFRA BB D 8. BB RIASHF LIRS .
- NRIEERESM, BIEREM,
- MIEFIZRER IR (PSU) L1k T HI SRR B IR LK,

oo O

() nREHNRSEMERBE. B RRRSPSUIER,

~

- NIZHI SRR T RA L L AN SFPHIQSFPIRIR(MIREFEE). HiCREENERMUE,
REABERLEERET, UWEEERRELLEEREN, SERTIER,

[o¢]

- MIEHIBRIEIR P EN R4 B IR &
- BTERRATBEFS, ARRE IR 8

[<e]

HEEHIZRARIR = MATAE R BETRA5 o
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10. RiEhlgs g hylfE. ARREREFRNRE L,
ReEH SRR HAFERT, IBHRESRHE R SRR IRAVERER.

%34 Eif RTC Bt
T REHIEHORTCE M, ARREBIRANIRTCE,
B RERLINTTH RTC Bt

p
1. FT 2R TR RIE HI 2R BN E

a. FFEmAT[EETRIMES,

b. IRE=EE. BHRA LREERZUE.,
2. REIZSEB T HBIRTCHEM,
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RTC BEtAISh=

S FEMREHEREME, KHEIRRHEME, AEBEMEBEPEL,

®

MEBHZRRRER L BSHEY, IEEREMAIRMY. BMRENS, SHERRERESRT, Bit
FESSIARIINS BT ER BB E,

4. MBHEREEIT IR AN R A FE it
. 18R RTC BMpIRIE, ARRKRMAFIH R TH, FEEANEBERF,
6. B ERE, BEREET2REREBRED, FERMER.

% 4T EMREEHIHRIR
BRI BRI EME

p

1. B=SEER TIREZITUBHHUE. BRTESEET2XH.

B SIERISRIREBIRT 5T,

2. BiIEHISERNRIESTEROAOXNTT, ARFERSEREREARSN—F,

®

BIRERSBRRTEIANFET, RIFRSIETIEXEF R,

3. IRIERENTFHAKENHITILE.

NRIEMIER T WAk 25(QSFPELSFP). BICFEERANARERZEEN].

HRIZH 5 B4 EEREIEEERITHIZR RN, UETEEMEIREIERIGHES. BEREHZRNE
TR RFRVIEHRIZRRGHRIR. HETEE BRI RERBSR,

4. SERITHI SRR ER R
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a. WITHISSERFFHEANE, EEIESHIREEHTEM(L
ISR TR A, MEFABS LA,
REH SR RBNNFER, B7BANEKR, URBIFEZS.

a. FEFBim Liede B BiE &
o BREIRAHARBIR. —ERREME, EHBMSERB.

MREHEERER. BEEHIEERT2EEENETGE. BRRRENMEETBER,
6. BYRAFEEZIITH R ME ERIETT:

storage failover giveback -ofnode impaired node name(%X)
7 NRERABDRIE. FEHMBHTE:

storage failover modify -node local -auto-giveback true(3&X)
8. YNRZA T AutoSupport. NER/BUEZLEBahelE 2R

system node autosupport invoke -node * -type all -message MAINTzENDGﬁﬁZ)

5. EEITHIZS ERVAYEF BHA
FiE RTC Bih, EANEHIZRFHITHBEFEH#HITE X BIOS EEG, BEEIIUTHIRER:
RTC date/time error. Reset date/time to default

RTC power failure error
XEEH SIS TERRY, @R A4St iE,

p

1. {8 “cluster date show @<, + MRENARFEBIFEMZIE, 15ERE "Reboot node’ H7EH IIZRAY
BE y, SAE#% Ctrl-C B5h%E) LOADER

a. T BMTHIEE LRMBEFRTAL. ERMSNENEMBN cluster date showo
b. tNEHE, EFEH set date MM/dd/yyyy BnfENBHER,
C. NBEWNE, JEMFEM set time hh | mm : ss @LE GMT FIZERTE,

2. WA BRI 23 _E RO B ERRRYE,

3. FEMBEFRTIL. WA_BYE_EFMVBNUPCle RMEMAN. AREMBEHS,

£ 6 . KHPEIRHR[E] NetApp
REBEHREHTAY RMA 3B HRFESR4EE] NetApp o "SRRI ER"EXIFMEE. BESNE.
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B AYTEIEIEIR- AFF C80

SNRAFF C80RLHI RS ERRR BB FEHEE . BHEHER, BIEEE
KAERIZE. BEREAERENRAEERIR. ENEchTHIE. ERMTANERAURRER
FHRFERIER R [E45 NetAppo

FRZHRNAFERRIR,

p
1. ERBEHNE M REhEs. BEERRTRENEILE. UHAERVAER ARG IRXsh2sE8 2 B E E 7 iR Lo

0

§

s

= = <]

(===
I3
-\
CEXCS
g <
—
R
N\
=
D<>
=
—

2. ¥ RANVRAMESERUEE. AEB4LEE, LUNVIEIR ERLEDIE AT, NVRAMEHA#ER, SNSRLEDAF. 15
EFINIEELE. INRAIFFEMNEBESS . IBBRAR AR IFUIKSEE,

o NVRAM IRZ LED

9 NVRAMZRLED
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° WMRNV LEDIEX. BEET—%,

° YNSENV LEDIAKR. BEFANREL, MRNIFFHENEBISH . BRI AR RFIUREER.
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