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- IRIBEFERFEITHY ONTAP MR LUINATHIZREVATS, FABHEIE:
ONTAP it &f#F B4 ...
9.17.1 5% MRSZHEFIREZE T REE RREMRE!
9.18.1RC e

a. MRIIEHIZREvERI AL o<

storage failover modify -node local
—auto-giveback false

b. J‘%)\ Yy HERIRT RS ERAB6EIR?
H\

9.181GAXE WMRME—IxHIBEHZERGIFN ERBMK

= hizs *
MJ% EREVSE Sl IS D NN
e~

storage failover modify -node local
-auto-giveback false

b. i%)\ Yy HEERIR T ERSERRABREIER
i)

9.18.1GATE FWNMEHIBHERNHIZTIIO (| BET—F,
= hiR s RftidE)

K& LSRR 110 EIRMARS FIEERFHRARIR, LUESIFE:
a. AT an<:



system controller slot module remove -node impaired node name -slot
slot number

b. BN 'y HEFIRREARLLEET?

e, LUTFaEERTR 2 (RITHIR) LRVEE 4 PRMIERIREER, HET—FAIUL2BEG
HHS

node2::> system controller slot module remove -node node2 -slot 4

Warning: IO 2X 100GBE NVDA NIC module in slot 4 of node node2 will be
powered off for removal.

Do you want to continue? {yln}: vy

The module has been successfully removed from service and powered off.
It can now be safely removed.

6. IIEREHIERY 1/0 HRIRE XA BIR:

system controller slot module show

WIHEERN BN powered-off TEHIEIRIR N EAEE RS Y “status™ 5!,

' 3 IRIRAEEPER /0 1RIR
B RERIEH 110 BIRSFIME 110 BHRIER:

g
1. MR EAREM, BIEREM,
2. NPT BIIEHI RS LEIT R A FERY 1/0 15IR

PSS

\NK}O N w ] ® = O e
5 A @l @ ®
Qoa\a ]

| (@ o = O m
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RS Hede /O IRFEHEMRE] AT

ERENREORE FEMAMBERRITR /0 BHRMEFIZEPHILH.

3. REEM I/O 1EIR:
a. ¥ /0 R EIGEEIN ST,
b. IR 1/0 IEIRSTEHENIGIE, IR /0 RIREMRIENEZSS,

TR AR MR E AN EMABETRIEN /0 B3R,
C. IRBYE HER ERLARET LT Ko
4. YERREIRHY 110 RHR
TR 4: {EFH /0 IRIREXA
REIRE 1/0 BRI, I /O BIRIBOEMMANIAK, BIHFERES, AEWIE IO BIRBEHNFHIR

o

KFItES
B /O ERAFIROME R EFEIRSE, LIF FEREMRR 1/0 HR,

p
1. 8% /0 HRIREXH:

a. WAUTHS:

system controller slot module insert -node impaired node name -slot
slot number

b. HN 'y HEFIRR EARLLEET?
W ERIA 1/0 IRIRERINEAL (FFHl. I HIRNER)
g0, LATFan<fETR 2 (ZHizhed) LrYHEE 4 BV, HERIZIEMIIATES:

node2::> system controller slot module insert -node node2 -slot 4

Warning: IO 2X 100GBE NVDA NIC module in slot 4 of node node2Z will be

powered on and initialized.
Do you want to continue? {y|n}: "y’

The module has been successfully powered on, initialized and placed into

service.

12



2. I9IE 1/0 R LB MRS T ERIIIEL:
a. NZHUEHIZEIEH S RA L TS
event log show -event *hotplug.init*

()  EEFENEE BRSO ERE /14 e,

N 2 R— 1% hotplug.init.success EMS 4, 157 /0 &R EME NEOERINEED.

fBgn, AT ER /0 i e4b 1 eda HIFIIGILATH:

node2::> event log show -event *hotplug.init*

Time Node Severity Event

7/11/2025 16:04:06 node?2 NOTICE hotplug.init.success:
Initialization of ports "e4b" in slot 4 succeeded

7/11/2025 16:04:06 node2 NOTICE hotplug.init.success:
Initialization of ports "e4a" in slot 4 succeeded

2 entries were displayed.

a. NRHOFIBURK, BEE EMS BEUTREXRBNEESE,
3. IO 1/0 BIRIGIE R BB H E S

system controller slot module show
s N BRSBTS N powered-on, EIt /0 RRATLIETT,
4. HaiA /0 BREERANH BTIR A,
MZIIERIZEAERI QAT <
system controller config show -node local -slot slot number
9NR 1/0 BHRE TN HIRG, NEmHFEER /0 BIRER, SFEENROES.
g0, xtFiEE 4 FREY /0 R, EROZERIFMTF A TREAREL
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node?2:

:> system controller config show -node local -slot 4

Node: node2
Sub- Device/
Slot slot Information
4 - Dual 40G/100G Ethernet Controller CX6-DX
e4a MAC Address: d0:39:ea:59:69:74 (auto-100g cr4-fd-
up)
QSFP Vendor: CISCO-BIZLINK
QSFP Part Number: 1.45593-D218-D10
QSFP Serial Number: LCC2807GJFM-B
ed4b MAC Address: d0:39:ea:59:69:75 (auto-100g cr4-fd-
up)
QSFP Vendor: CISCO-BIZLINK
QSFP Part Number: L45593-D218-D10
QSFP Serial Number: LCC2809G26F-A
Device Type: CX6-DX PSID(NAP0O000000027)
Firmware Version: 22.44.1700
Part Number: 111-05341
Hardware Revision: 20
Serial Number: 032403001370
TR 5. MEFEEARRKLERET

B R EERENERSRRHFETE (REFE) .

mEBmEIR (RIBEFRE) . Wik LIF UFEFiKO LUK

EH/E A AutoSupport BRIZEFIGIE, BEFHERSR IKEEUIE.% BT

1. IRIBERFERFIETIZTTH ONTAP FRALARATHIZZAVIRTS, 7EHRERERIIEHIS EXEFHEHRE 5532

HIE
iE:
ONTAP ks ESks
9171
9.18.1RC 28

14

B4 ...

MRZHRITHIZREHEE TRERE a B3R EETE, EETESNERSRMEE
BialT:

=1

storage failover giveback -ofnode
healthy node name

b. M4z HIZEBIIEH & hE B EhElik:

storage failover modify -node local
-auto-giveback true



ONTAP higds  5fF |/

9.181GAE MRE—ITHIBEERERSEN a Jsiiif_f_s"é
SN * wiz

/

LHFfETE], FEERENEHISETE

storage failover giveback -ofnode
controller that was taken over name

b. M#RIEERYITHI 23 AVITHI B R E BRI

storage failover modify -node local
-auto-giveback true

9.18.1GAKE FHNMEHIFEEERFHIEITIIO (| BET—%,
=ShRas TRHEIE)
2. P EEORT FERAEERSSMIFEOIRE . network interface show -is-home false

WRERILUNG Afalse. IBEERREIEFIHO: network interface revert -vserver * -1if

3. YN B T AutoSupport. MR [R B EheI %=

system node autosupport invoke -node * -type all -message MAINT=end

% 6 b KHPESIR[E] NetApp
REBEMHMEME RMA i3 B8 ER4HRE] NetApp » "HIMFIREIFIFIR"EXRIFHAES. S H,

FHI/OMRIR- FAS50

H FAS50 EERAHEY /0 BIREMBIEN EEARUZ RS MEEESMIIITIEERT, 18
BRZIER, FIRIIEEIEXHAITHIZE. FIRWREN /0 120, EfEnhiThlzs, DA
HPEER IR EINetAppo

FIaZ Al
FRERSTRAE RMEHESOMERIETT, MRKRERIZIT. BEREKR. "NetApp S2HAGBHREIETIE,

KTFUAES

MREFE. & _JLHT?F?_ﬁ%%fJLT_LE(”* )LED KB E LR A RN EMZEMNEFERS. FHASSHER
FIBMCH4a\ “system location-led on 5%

FREEASZEB=1ENLED: #ERErEIRLE—". 8 MEHIZ8 E—1 Location LEDs remain illuminated
for 30 minutes.

BRI LN B EH XA system location-led off. MIREAFAHELEDE=IIIEEIEKR. IR SRE
KREERS system location-led showo
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1T XHAREGIER
R U TR — XA S S a8,
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TN . KRERARS

BRAZHEHEE, COMRELHRIVRTS, AELEMZERTIE, UERTEBTRISSSAEMNZ
BTl SR B R R,

KXFUIAES

* NREFEANEBSANRS, NHMENEZRITHIZZSCSITIFHEMHSHER cluster kernel-
service show, cluster kernel-service show #r < (TEpriva IR F) Al B/ BT R AR i
WS ZH R BEMERESURZT REETKS.

/1 SCSI IR RS S HEN SEBFHEMT RIRISPER R, EREBIRZA, BIALBRITE

8] &,

* If you have a cluster with more than two nodes, it must be in quorum. IR EE KA R HRHETITIRR
REFIERIBSE R RIE TR A EE R alse. MR AZHITH R 2 AIE ERAER ; FS0 "
RBoR5&RERD"

S
1. MNERB AT AutoSupport « M5&3d i B AutoSupport JH S22 1EBheI 2R

system node autosupport invoke -node * -type all -message MAINT=<# of
hours>h

LR AutoSupport JHEZE 1E B T2 25N

clusterl:> system node autosupport invoke -node * -type all -message
MAINT=2h

2. ZEBERIE
a. MERITHIZRAVIEH SN <

storage failover modify -node impaired node name -auto-giveback false

b. N 'y HIEEIRNEERETEZRAAMMER? i
3. ¥ZmiEHI2E 2R LOADER 12755 :

NRZIRITHZEEE. ... B4 ...

LOADER 2R BET—%,

[EEERFRE ¥ Ctrl-C , AREHIUERNEE vo
AFAIR AT IR R MIBITIEBEHI S E T EZHITHIZS

storage failover takeover -ofnode
impaired node name -halt true

-halt true B35 N\ Loaderig R i’
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IR 2 . $5EHIBSI T MetroCluster #2

BXRARBIEHEE, EOMRERLHSRIVRTS, AELEMZERTIE, UERTEBTRISSSAEMZ
Bl SR B R R,

* If you have a cluster with more than two nodes, it must be in quorum. J1REEE KA R R IITITIRR

RiFpE RIS EARNBITINR S EE T alse. MAGIEXAZHITHISE 2 AIE ERTHR ; 550"
BrHR5KERD"

s BwsnIAE iR EMetroClusterfc RS, HETRATFEBAMEERKES:
metrocluster node show
g
1. YR ZA T AutoSupport « M@ JEHAutoSupport ;B 22 1E B &b eI ZRF:

system node autosupport invoke -node * -type all -message
MAINT=number of hours downh

LA FAutoSupport JEE 221 B ah el = 2= 61/ 6

clusterl:*> system node autosupport invoke -node * -type all -message
MAINT=2h

2. ZHBHRIE:
a. NEERIEHIZEAIERI QAL TR
storage failover modify -node local -auto-giveback false

b. N 'y HIEEIIR N EESETEZABMOIR? "AY
3. ¥ZRIEHI2E 2R N LOADER 127R4%F:

MNRZHITHIZRER ... B4 ...
LOADER &Rt BET—T,
EEHEFTE & Ctrl-C , AREHIRTRREE vo

AGHRTRAEERRT AN NEBITERENEHIZSEESEEZhirhEs
RorEN)
storage failover takeover -ofnode
impaired node name -halt true

-halt true B #0&# N\ Loaderfe o

$27: BMEEHFERNOEIR
EEREEHREHOVOBR, EEERIBRRIIER, ARRBIES BIRFHTIRE,
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@ EREMAEFIIET, BIRAMEBERT ERIEE RIS, REMIEMRY ESD Tl

AR MERIB T R, FERMME SRS K A BT

p
1. MEEHRFZRII/ORER E1R T EB 40,

BESH BRSNS LR, UEEHIEBLRIRIR,
2. MIZHIZSHE] T EFEI/ORIR |

(1) BT HE R ORERIERERET ST
(2] A I OAT S - EABAR IS OMIR IS HIE P AT o

3. REMANIOBIRL KT BIniEE
a. ¥ /0 RIRSHHEIALIITTo
b. JFIOBIRIZIZHENIEAE. HIRIGIEIR [E MR N IE LSS,

(ERT LA R A B9 B RIS HEARETHENI/OBEIR,
C. IIRBYEH e EALARET LT o

4. JIOKERT L

3 BFMBEMEGEE

FIRIOERIG. YABHBHIEHES.

p
1. MINHAZF R AT EN R ohiTH2s

bye
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()  ErEtSRERE BB ORI AL

2. BRI FEER TG SRR E EEETT:

storage failover giveback -ofnode impaired node name
3. NIB1TIR REFRVIZHISZRVIZH S 1F R B R0E
storage failover modify -node local -auto-giveback true

4. tNR BT AutoSupport. MR R B EhelEZ2 6.

system node autosupport invoke -node * -type all -message MAINT=END

5 4P BRPESMHFIR[E NetApp
REBEMHHKME RMA 7RIS HSESHIRE] NetApp o  "SFHEEIFIFREXIFMAEE. BB INAH,
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