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KAZHE R, BRI ERETTR

ERBEINRIUKRI BB EIME - FAS70 F1 FAS90

FAS70 8 FAS90 FhERFFRRVB TN T B fE i 7 ERRIEIFAECE R, ERIIEEE:
BIRRAEERIR, BIERITNBMNER. ERAEERRDPLEZFMBING, ARE
ML ERGEIERIR,

BB T RIMEZIZNFEONTAP 9.17.1 RESMRARRZXHF. MRENFERKISITHIZFHRZAKIONTAP
, BER"FHRHERERF" -

BN RATREEBIERALE. mHET M RSP E FEREIRE,
T

1. WNREERIEM, B IEMIEM,

2. M PSU EIRTFHEIRLZ,

() nEeHASAGEREE. BT ERRLMHRS RS PSU)NEE.

3. MBRRAEIIRIR

a. I TFERFAGERIERPFIEBL, BSUEBLRERUEN LR, UEEENRERRIPER
EERE R ERRYIR O,

b. M TFHERMLEIEITE. HERN AL EIEEEANMBEMEIRE. AGH FHEkEEE.
C. ¥ FSystem Management (R E12) MR,
d. RO HSiR TSRS,
e BT FHEBALBRIMTAOHERAERERIHNAE. MMERETRABIRRIR,
f RAREEERMEEFRBER L. UERLUIARBNT R,

4. NEIBERPRIBRERNTR:

(1) R EIRBIR O I
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bootmedia-replace-workflow.html
bootmedia-replace-workflow.html

a. B TEEMERE.

b. m_EiERR BRI ER. FEMEERBH. ARRE—S,
S. BERBINRREIRFEEERF:

a. BRMNRNASSHEEIN=NTT, ARFEHEEEENGE,

b. FABIEIRH TS MIA FHEAX BT B

C. WTBIERME. R TIRRITEMRNR. ARMABERE.
6. EMTRASEIEEIR:

a. FHRIRSHUEHEEF DR EI TFo

b. BIRREZHBANIEE, EETEBANE, ARBORAMN—Em L, MRBRRHEEL,
7. BB M IR B XU E,

a. EfNAREERRIITRE,
8. WHFLBABRIRE. AEENREBRAEESS.

R REMERIRASE. EHISRILEIEDN.

=178
YIEERZHBENTEIG, "MEH T 2B RONTAPIRIER",

METRRHT R BEIRE BTN - FAST0 71 FAS90

£ FAS70 5 FAS90 FERFFREMMNBoIN RigEfE, ERIUBHMBMEINRmE
di2, UMENTRIRERE, #REIRES, RAASNEETEERAMNE, HWELER
EAMNERMERE, MRESABBEME, RHERK3ISFETHRBANNTESE,

BB RIRESIZNIEONTAP 9.17.1 RESRAERRZZF, MNRENFERITTHEFEAMASEIONTAP
, BER"FHEMERRF" .
FHaZaEl
* BELHNEAEIESELE!
° IRBTIAEIER (OKM): FEEFCENZERIEMEHEE
° SNERERTAEIRSE (EKM): TERBUHT /AL X4
* /cfcard/kmip/servers.cfg
* /cfcard/kmip/certs/client.crt
* /cfcard/kmip/certs/client.key

* /cfcard/kmip/certs/CA.pem
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PIE
1. £ LOADER 127" F, BolBmNRmEdIE:

boot recovery -partner

FEBETRUTER:

Starting boot media recovery (BMR) process. Press Ctrl-C to abort..
2. BEBRINTRREREIRE,

332 5e R 27 Installation complete SH B,
3. RFKWEMEER, HETRUTNHEREZ—

MREEIHR... 1R1F

key manager is not RARRENMNEINEE,
configured. Exiting.

a. FRHERRETHIL
b. BFRTRHFIIEEHET

storage failover giveback -ofnode
impaired node name

c. HifE EXEMAEIRIAINE MRERER T

key manager is BREMZEINEE. giFMEZHEES,
configured.

@ MRAGTFRANZREESREKE, WRETHRER, ARTEHAZEERERAERE

B[URRERE (RBIIMNE) o BEIBRT UYL,

4. EREAERENENIEEREZAEES:
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REZIAEIERE (OKM)
AR TIU TN HEBHREITRNREIEN 10:

key manager is configured.
Entering Bootmenu Option 10...

This option must be used only in disaster recovery procedures.

you sure? (y or n):

a. HN 'y EiRTRBIAEE S E G OKM EdiE,
b. HIURTREY, FRAVEHZAEIEZ,

C. HIMHIARTE, BEXIMARN,

d. HIETEY, MAFERZAEERNEHEE.

REE D BIER REVRA

Enter the passphrase for onboard key management:

e mIEMEEE, BElmMHTR]

e NN AIS o
mEdETRE, TREEHRBE. UTMEERBMERIN:

Trying to recover keymanager secrets....

Setting recovery material for the onboard key manager
Recovery secrets set successfully

Trying to delete any existing km onboard.keydb file.

Successfully recovered keymanager secrets.

f TRERG, RERAREMETEAHERIET.

Are



9 B EEFEERRITHIZE R E ERIETT:

storage failover giveback -ofnode impaired node name

h. EH T RceRohH A IRRMEIERSE, BRI OKM ZiA:

security key-manager onboard sync

AIfE EHE A EIRIEIRE MRERER T

HSNEREREREETESE (EKM )
RARTUTHEHF BRI TR EIED 11:

key manager is configured.
Entering Bootmenu Option 11...

a. HIEREY, BERAEKMEEEIRE:
L JERABPIRIEBIIAZR, /cfcard/kmip/certs/client.crt X4 :

BREFIREPAETTA

i. IBMANEFIRZEXHNAZS, /cfcard/kmip/certs/client.key {4 :

BTREPIRERXHFABEIRG

iii. MIATFRIEN KMIP ARS8 CA(s) XHHRIAR: /cfecard/kmip/certs/CA.pem’ SXi:

ERKMIPARSS 28 X (A A R
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V. B NBRSSESECE XA /cfcard/kmip/servers.cfg X 14 :

ERIRSBEREXHRBE R

XXX
XXX
XXX

XXX

XXX
XXX
t

XXX

XXX

« XXX
« XXX
« XXX

« XXX

« XXX

« XXX

« XXX

« XXX

« XXX
« XXX
« XXX

. XXX

XXX

« XXX

XXX

« XXX

« XXX
« XXX
« XXX

« XXX

XXX

XXX

XXX

XXX

IRC2:!RC4:!SEED

XXX . XXX . XXX . XXX

XXX XXX XXX XXX

:5696.host=xxXxX.XXX.XXX.XXX

:5696.port=5696

:5696.trusted file=/cfcard/kmip/certs/CA.pem
:5696.protocol=KMIP1 4

I1XXX.XXX.XXX.XXxX:5696.timeout=25

:5696.nbio=1

:5696.cert file=/cfcard/kmip/certs/client.cr

:5696.key file=/cfcard/kmip/certs/client.key
:5696.ciphers="TLSv1.2:kRSA: !CAMELLIA:!IDEA:

: !eNULL: !'aNULL"
:5696.verify=true

:5696.netapp keystore uuid=<id value>

V. INREIIER, WA AT SAIONTAPEEEE UUID, &
B UUID: ‘cluster identify show #5%

ERONTAPEEE UUID 127

BILAEA LA T 85 MR BETS

HIE

N

Notice: bootarg.mgwd.cluster uuid is not set or is empty.
Do you know the ONTAP Cluster UUID? {y/n} y
Enter the ONTAP Cluster UUID: <cluster uuid value>

System is ready to utilize external key manager(s).

vi. IIRBIERT, BRATRRIENNEZEOMLE:
" IR 8y 1P itk
" IR R LB
= FAIARIRAY 1P it

&



BRIGES Mg B IR

In order to recover key information, a temporary network
interface needs to be
configured.

Select the network port you want to use (for example,
'eQa')
e(OM

Enter the IP address for port : xxx.xXXX.XXX.XXX
Enter the netmask for port : xXXX.xXXX.XXX.XXX

Enter IP address of default gateway: XXX.XXX.XXX.XXX
Trying to recover keys from key servers....
[discover versions]

[status=SUCCESS reason= message=]

b. FIFEAMEIRE:
- WNRIREZE kmip2_client: Successfully imported the keys from external key server:
XXX XXX XXX.XXX:5696 HIHERE TR, EKM BREEMIIME. ZIEMNET RIREHERAY
HHEBRT R, #HET—D,
" MRZFPMERY, RARELETHETREIREMESES. M LOADER IR EHEITME

U = boot recovery -partner



ETRERREERNE S HENRA

ERROR: kmip init: halting this system with encrypted
mroot...

WARNING: kmip init: authentication keys might not be
available.

KA KK AR A AR A AR A KA A KR A AR A AR A AR A AR AR A ARk A A A A A A A A A ARk, Kk

W ATTENTTION e
* *
& System cannot connect to key managers. 23
* *

R b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b g

ERROR: kmip init: halting this system with encrypted
mroot...

Terminated

Uptime: 11m32s
System halting...

LOADER-B>

C TRERR, RIERREEMEELHEREIT.
d. B RIEFEEITHIR M E EEIETT:

storage failover giveback -ofnode impaired node name

AITE EHE A ETIREIEE NRERERT -

o WIRBRABNRE, FEHBA:

storage failover modify -node local -auto-giveback true

6. ANR B T AutoSupport. NEE B &he 22

system node autosupport invoke -node * -type all -message MAINT=END

T35
7EEERONTAPEME B 15 A E B THHR MRS, Ball S HIEE R EI4NetApp',

BERMA BN B [E45NetApp - FAS70 #1 FAS90

ZIIII%,@E’J FAS70 8¢ FAS90 FERFFRIRNMAM A ERIE, BRAEFEEHREINetApp.
BRI "SRRI B TE LRI E S E R,
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BEohig(K - FopikE
BN BRFNE TERIE - FAS70 1 FAS90

FainE BIREGEFEMEA USB IRchZRRFONTAPEM L REE FAS70 5 FAS90 RGHVE
MBI, B MNetAppszFiih = TEHAENAIONTAPIRE MIEHIFHEHIZ] USB
IXzhas. AlE, ERERELFR USB KafssiTMERRME, RRAGMEIEREIZITIRE.

NREHNRFZITHREONTAP 9.17.1 KEShZ, BER"HIEHIMERERERF" -
B, NEMEER, XHEHIs, BREMEE, £8 USB RejkEME, A ELENEMNANEIR

=19
o "BEBIT RERERK"

BEEERBHNTRIIER,

o " EREINEE A"

HBERSGRERT R AEEREENHEHRTT TN,

e "Shut down the impaired controller"
FEEMRBoINFE. BXAELHIEE.

o "EHRET R

MRS EBRRPIEHERNT . KEERBHNER. ARERUSBAFIR G2 T RIONTAPIR G,

e "BEIRERE"

MUSBIXzN2REENONTAPIRIR, IERX M RGHIIEIFIRE S,

e R

MONTAPEEIR B ERHZ A E R R BT IMNIHEAEIER,

o "G PRI E] NetApp"
RIREMFEMIEY RMA 15 B R SR 4R [E] NetApp o

FEIRNTRIMEREK - FAS70 71 FAS90

EEMFASTOEFASOORFF RIS T B2 Al IBHHRFBENINEMAINEE R, XEFE
BRENUSBRFRESFAREANFEE. HRIEEETAFERNERNBINILE,
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USB AFE
s BREE— MR FAT32 B9 USB [N7ZIREHER.

* USB A A BBHNEFHEREREM image_xxx.tgz' X

X
£l “image_xxx.tgz KX EHZ USB AFEREE. A USB INFIERN2S ZHONTAPBRIREP R E R LS o

P ER
fEFANetApptR IRV R LA {4 SR B IR PR R 14

1EHI2RIR%!
BEMZRRIEEIN R, oSN AR ERITHREXEE:

© SRR _REEERITARNREIE,
© MRS RS IRISHIIEN HA (KA
F—HRfta
EEEMSISNRHWERE, BEE LSRN HE LWNEEEZ SRS,

EFsHBEoIN RIRERNESZF - FAS70 1 FAS90

EHAIRFASTOSFASIOFER S L VEIER 2. EBRERIEB N B LM ZAZ 10
K. MEEHIONTAPKRARE ZRINetAppBINZE(NVE). XHAEHIZSZ /1. BRERH
BIERET LT ENIRT.

HI8 1: 1 NVE ZHH THIEMREYONTAPER
HE ZAONTAPHR S B E 215 NetApp B INEE (NVE), LUEEE L FEIEMAIONTAPBME SR E BTN B

p
1. KB ERONTAPRRAE S ST INE

version -v
MRFMHEIE 10no-DARE, MIEAIEBFIRARZFHNVE,

2. FHFE NVE ZIEHIONTAPHE
° INRZHFF NVE: THAHENetAppEINZEHIONTAPH S
° NBRARZH NVE: TH AT NetAppHINZEHIONTAPRRE

@ MNetApp3z ML T EHONTAPBRREIIERY HTTP 3¢ FTP ARSS sRaiAstth Sk, £k
Bt R ES, ERFE ARG

$ 2. RIFFFAEERRESHEHEE
TERARPEIEH B 2 AT, R AERREEHENVERER.
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TR
1. MELNARG LERAT MM ERERS:

ONTAP hR7s BTl ER S
ONTAP 9. 14. 15 EFhR4s security key-manager keystore show

* IRBATEKM. EKM NE&EHGSHEHTIH,
* MNEFEEATOKM. "OKM METES S PTIH,

* NRKRBHEZHEESE. No key manager keystores configured’
NaEm<hEyIH,

ONTAP 9.13.1 SR E R kA security key-manager show-key-store

* MNRBATEKM. “external M&EsSHEFTIH,
* NRBHATOKM. ‘onboard M&fEsm<$iaHFFIH,
* MNRKREHAZHAEES. No key managers configured M S 1EwD

LTI,
2. RIBRGHEREEE T ZAEIESR, MITUTIRIEZ—!:
NRKREEZAEIESS:
TR R et R NEITHIZE, HASEHMITXIIIER.
NRECE T HAEIER (EKM 5 OKM)
a. WAUTEASGS, ERBREESFTEHEIEERNRS
security key-manager key query

b. EEHHS %#ﬁ_EEF'E’JfEO ‘Restored 1F, IFIIERZEAEESS (EKM 3 OKM) BB HINIEER
PRBERINNE

3. IFIRIEEMZREIRR LB TMENAREPE.
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HNEREZEAETESS (EKM )
RIESESTH UL T, "Restored I F,

NRFAERBEHER true EBIRE !
BRI R XA EEGIEE, HASHITIIIER,
NREFARETHERRE true’ E“BIRE"FIH:
a. BN EIRAERIAME D ERHPHFE TR
security key-manager external restore
INRABSHITERY, TBEXRENetAppZ s,
b. HIAFRE S IIEZBHEMES
security key-manager key query
Haik "Restored SRR “true & A FFIE S HRIEER.
C. MNRPIERAMEME, WrJUAREMKFAHEITHIEFHUSEHITRNIZR,

IREZEAEIEE (OKM )
RIESESTH U TS E, Restored I+,

NRFIERBEER true T BIRE"FIH:
a. &1 OKM 58
L PR EI S RAPRIER :
set -priv advanced
BNy SRR ERRT,
. BRBAEEEMER:
security key-manager onboard show-backup
ii. &5 B8 HIEI R IRA S B E XX,
MREEHRIRPEEFHNE OKM, EEBELENHES.
i, 13 [O]EIE ST
set -priv admin
b. R UL LMK IEITEIEE, HYLERITRIIER

NREFIRERRERZE true T EME"7H:
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a. EFIRFEREES:
security key-manager onboard sync
HIRREY, BN 32 MFEENFERFAHSHNBRREERT,.

C) XEEERVEE EHZRAE RSN ENEESTERBEE, NRELEIERD
5B, BB RENetAppziF,

b. IBEHINFIE B IIEERHEME
security key-manager key query

ik Restored B8R true WFIEESMWIEZIAN Key Manager HEE

*onboards
c. &7 OKM 5 8.:
. R B SR PRAET -
set -priv advanced
BN Ty BB,
. BTREAEEEMER:
security key-manager onboard show-backup
ii. Y& BB RIRAS 3R B E S,
MRAEFHIRPBEEFoINE OKM, BREEELEHER.
iil. JREEIEGIET
set -priv admin

d. EETLR S X TGS, HUSIT AR,
T—HRH4?
SRR EWERERSIRES, CRE XARHS

KAEHIZE LT F BT BRI E - FAS70 71 FAS90

XM FAS70 Bf FAS90 TFER SR MAVIEHIEE, UMIEBIEERAAEF BN
WP RFRFIRE Mo

%f
il
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TN . KRERARS

BXRARBIEHEE, EOMRELHRIVRTS, AELEMZERTIE, UEETEBTRISSSAEMNZ
BT Hl SR B R R,

KXFIES

* NREFEANEBSANRS, NHMENEZRITHIZZSCSITIFHEMHSHER cluster kernel-
service show, cluster kernel-service show #r < (TEpriva IR F) Al B/ BT R AR i
WS ZH R BEMERESURZT REETKS.

/1 SCSI IR RS S HEN SEBFHEMT RIRIFPER R, EREBIRZ A, BIALBRITE

8] &,

* If you have a cluster with more than two nodes, it must be in quorum. IR EE KA R ETITIRR
RFPIERIBSE R RIEI TR A EE T alse. MR AZHITH SR 2 AIE ERER ; FE0 "
RBoR5&RERD"

S
1. MNERB AT AutoSupport « M5&3d i B AutoSupport JH S22 1EBheI 2R

system node autosupport invoke -node * -type all -message MAINT=<# of
hours>h

LR AutoSupport JHEZE 1E B T2 25N

clusterl:> system node autosupport invoke -node * -type all -message
MAINT=2h

2. ZEBERIE
a. MERITHIZRAVIEH SN <

storage failover modify -node impaired node name -auto-giveback false

b. N 'y HIEEIRNEERETEZRAAMMER? i
3. ¥ZmiEHI2E 2R LOADER 12755 :

NRZIRITHZEEE. ... B4 ...

LOADER 2R BET—%,

[EEERFRE ¥ Ctrl-C , AREHIUERNEE vo
AFAIR AT IR R MIBITIEBEHI S E T EZHITHIZS

storage failover takeover -ofnode
impaired node name -halt true

-halt true B35 N\ Loaderig R i’
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IR 2 . $5EHIBSiI T MetroCluster #1

BXRARBIEHEE, COMRERLHSRIVRTS, AELEMZERTIEE, UEETERTHRISSSAEMZ
BTl SR B R R,

* If you have a cluster with more than two nodes, it must be in quorum. J1REEE KA R HEHITITIRR

RiFRERISSEARNBITINR S EE T alse. MAFIEXAZHITHISE 2 AIE ERTHR ; 550"
BrHR5KERD"

s BwsnIAE iR EMetroClusterfc RS, HETRATFEBAMEERKES:
metrocluster node show
g
1. YR ZA T AutoSupport « M@ JEHAutoSupport ;B 22 1E B &b eI ZRF:

system node autosupport invoke -node * -type all -message
MAINT=number of hours downh

LA FAutoSupport JEE 221 B ah el = 2= 61/ 6

clusterl:*> system node autosupport invoke -node * -type all -message
MAINT=2h

2. ZHBHRIE:
a. NEERIEHIZEAIERI QAL TR
storage failover modify -node local -auto-giveback false

b. N 'y HIEEIIR N EESETEZABMOIR? "AY
3. ¥ZRIEHI2E 2R N LOADER 127R4%F:

MNRZHITHIZRER ... B4 ...
LOADER &Rt BET—T,
EEFFRE ¥ Ctrl-C , ABREHIHMERFEE vo

AGHRTRERRTT WA MNSTEENEHSRENEERRERE:
RorEN)
storage failover takeover -ofnode
impaired node name -halt true

-halt true B #0&# N\ Loaderfe o

TSR A?
RASHIRE, ERE ERENR
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EMBEN RHERFoIBEIRE - FAS70 1 FAS90

FAS70 8 FAS90 2LtFHNBEIN FE T EEMNEAMNERELRIE, EMIREEE. Bk
RAGEEIRR. BIRBIFREMNR. KESREMNTE, AEEER USB RIFIEE)E
REONTAPBR G Fen & i Z| BB 57T o

Step 1: Replace the boot media

BEINT U T RS ERERAE. hEI MRS HRE FRIRFKRE,

p
1. INRE AR, FIEFREM,
2. M\ PSU LR TR

() nREHASAGERER. BIFFERRLHRE BRAEPSU)NEE.

3. MRS EIRREIR:

a. W FERI AR ERERAFAE B, BFSUERANERMUEN LFE. UEEERLEERIPEHE
EHEEIERIRO.

b. M THERMLEIRIEER. HERNMMALERIEEAMBMEIRE. ASH FHERES.
C. ¥ T System Management (R4 EIR) M 1%

d. RO SR TSR AE.,

e BB FHEIBEALRIMTAOHERAEEESIENIE. MUERE T RABIEER,
f RAREBIERMEERBR L. ERLUARBNT R,
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4. NEBERABIEREET:

a. B TEEMERE.

b. m) Lief BB KEMEERBH. AERE—S.
o BERBHINRREIRFERERRF:

a. FENTNIAGSHBEINTXNTT, ARKEREERENGR.

b. SABIE IR 75 A[A) T ek B BN 7T o

C. WTHERMA. M MIRERITFERNR. ARMFTBERH.
6. EMRERATIERIR,

a. FHRRSH BB DR ZI 7T

b. BRI HBNIGE, EETDBANIE, AERORHM—Em LR, RRRSIE 2L,
7. B4 A E IR E LR R XU E.

a. BN AREERRHITRE,

5822 . JSONTAPRRGREHZIBENT TR

BRENERBHNTEULBEONTAPIR G, ERILIKBENAIONTAPARSSIREGM THEIUSBAFIRE EE. ARB T

HEIBERBEME. MTIFONTAPRRGZE] "NetApp 2l = " BB B

FFHaZ A
s BB — 1 THUSBIAFIKEN2E. IV ILAFAT32. BREZE/VH4 GB,

* THSZHIEHSR EEIEITRSRAHEREIRIONTAPRIEIZS, R LAMNetAppsz#FiLt = Ry "Downloads"H

D THBNAIREG, A version -v Y EREHONTAPIRAZR T ZIFNVE, NRGSHWEET
*<10no- DARE>, MEAIONTAPHRZASFZIFENVE,

° YNRIEBIONTAPhRZASSZRINVE. BRI FHIRH AR, EANetAppEIIE THRE,
° YIRAZFINVE. BIER THIRH R T H A HNetApp BN ERIR K
* MREHRFERHAN .. MTEIZHIZZHT R BB IR O (B eOMEEN) Z B L M4 E#.

p
1. NFHABN RS MG RBEEES "NetApp ZHfih =" BJUSBIAEIRENE],

a. MTTE _EAY"Downloads" (T &) GRS MG T HEIEIC A BN LR T =,
b. fREFEARSS IR,

@ MR EEA Windows IREXNAZR, E70EH WinZip 1IRENNSE B &g, EAEMIZENT
B, %0 7-Zip 2§ WinRAR o

USBIAZIREhER N BB ZHITHIZE [ETEIE1TRIEN ONTAPR R,

a. MNEIZARENFENE USB IN7FIREES,
2. BUSBIN7ZIRGHEEHEN R B IR IR _EAYUSBIEE,

HtRRG USB N7 IEEER L REMRA USB I MIEIER, MAE USB fzHaimOH,
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3. BEIREAEHIEN PSU,
REREENRRN. BESETNHEERIRTR.
4. 1% Ctrl-C 72 LOADER R RAFAMELE, UPETEENITE,
MRARETIHES, 5% Ctrl-C , EEATMLIBHEIEIFERN, AREEERIZEUBHEINNEERF.
TSRt
BB G, BEE BimERE",
M USB IEzhE8 FhinE BENA R - FAS70 F1 FAS90

£ FAS70 3 FAS90 AR EMBPIBEINTIREE, @AM USB IRohaE FrlEohik
BB, UMNEENETRIRERE,

ez Al
* BHREEENA EE R R SRR 2R.
* BRIASHEE S MERGHUE,
* MECHNRAZDERME. PR 3, EFEREZSEAINEREFENBIED,

p
1. 7EHPEIEH230Y LOADER 2R T, M USB INfFIERNZR B an i SR

boot recovery
MEHREX M BMUR T AT,

2. HIMRREY, WABEGREBRHIZ Enter BIEZIES R E2TRHIINE R,
3. BERIEATIEAIONTAPRRAHI S BIRE var X RS
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ONTAP 9.16.0 S{E R A2
FWZFUTHIAMESIEIERIATR AT B :

a.

EHERESIZE L. T v HREE ‘Do you want to restore the backup
configuration now?

EHfEIERIsR L MNREIMRTR, I8 Y B /etc/ssh/ssh_host_ecdsa_key.
EREIERIZE £ BRI FIZRINRE S B NSk

set -privilege advanced
TEEHIEHIZR £ BEITMESE DG

system node restore-backup -node local -target-address
impaired node IP address

() mREINTFRMEANHE, B RENetAppIIS,

TEafETHIs L REIEERRT:
set -privilege admin

EHEESIZE L. T v HIREE ‘Was the restore backup procedure successful?

EfEIEHIZS L BT vy HIREE .would you like to use this restored copy
now?

FifEERlEE L BT Y HIRRERN, # Cil-C HIEERIBmREN,
TRt hlEs . AT T g EZ —!

* IRRSAERNE, EMEEIFREREE X 1 IEFBE

" IRRGEAME, BREIMEME",

ONTAP 9.16.1 S{E = kR4
I HIZS TR A TS B

a.

e.

ERSERTERENEREN. & Yo

mEIERE, RERUTHER: syncflash partner: Restore from partner
complete

Y SRTIAMRE SR,

B Y HRSRTERMENEERN.

BY SRGRTERT RN,

Y SAGIRTHEXERN, 15K Ctl-C 8B R BEhR B,

f ITUTERIEZ—:

* IRRAEAERNE, BMNEEIFRERERE X 1 ERBE
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" IRRSERAME, B REME"

4. izl a4 AiE R B EC TR,
O W RIEFEEEHSRME EEET:

storage failover giveback -fromnode local
6. NREERATBNREIRE, BEMBRAE:
storage failover modify -node local -auto-giveback true

7. 9NRBA T AutoSupport. NERE&helES5:

system node autosupport invoke -node * -type all -message MAINT=END

T EAA?
EoREREE, BFE"MEEETHRLEINE"

FrhRohmERTREMZEZA - FAST0 1 FAS90

TEFAS70SXFASOORGERBYE BRI R LIMENE, LRGSR HESIRERP. ERd
EEIEIIERAA A, EMNAME %L,(&Eﬁlkiﬁﬂl?&ﬁ’];téﬁlﬂo

RIECHEZAEIRSREE, TRENNSRUMERANE, NRETHECSNRAERAM O BAEESE, B0
EEERHN BRI R R HRIIEE,
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IREZAEIEEE (OKM )
MONTAP S Eh3R BE R AR 32 sAE 1288 (OKM) R &L

FaZ Al

BRAREEESEFUTER:
* ERANEECENEEEIEN "EREREAEE"
* "IREEAEIESENFNER"

* EAUTARRIEHERSRE ERMEEIEM & iiE:

RIEIE 2

P

X T SRITHI2S:

1. BRI A S BRI H 28 L

2. MONTAPEEhFEH, EFMENAYEDT:

ONTAP hRrZs priz 21 gvll
ONTAP 9.8 SR EShRZS IR0,
BB ERA

"SNAIIIEAR E A SR E IR R () AL EEEERY

Please choose one of the following:

all disks.

1) Normal Boot.

2) Boot without /etc/rc.

3) Change password.

4) Clean configuration and initialize

5) Maintenance mode boot.

(

(6) Update flash from backup config.
(7) Install new software first.

(8) Reboot node.

(9) Configure Advanced Drive
Partitioning.

(10) Set Onboard Key Manager recovery

secrets.

(11) Configure node for external key

management.

Selection (1-11)2? 10
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ONTAP (R i1yl
ONTAP 9 7R ERhRZA EFRPRIAIN recover onboard keymanager

7/

BB ERA

Please choose one of the following:

(1) Normal Boot.

(2) Boot without /etc/rc.

(3) Change password.

(4) Clean configuration and initialize
all disks.

5) Maintenance mode boot.

(

(6) Update flash from backup config.
(7) Install new software first.

(8) Reboot node.

(9) Configure Advanced Drive
Partitioning.

Selection (1-19)7?
recover onboard keymanager

3. WIS, EHINERSEMREMELIZ:
BRRHRTRET

This option must be used only in disaster recovery procedures. Are you
sure? (y or n):

4. MNEESCENERZIEM X,
MNEEEY, EHafRREMEBARS.
BRI
Enter the passphrase for onboard key management:

Enter the passphrase again to confirm:

o BHANEMEER:

a. ¥E5M5M BEGIN BACKUP 17ZI END BACKUP 1THIFRERS, SIERITS,



BRI

Enter the backup data:

—————————————————————————— BEGIN

BACKUP————————————— -
01234567890123456789012345678901234567890123456789012345678901
23

12345678901234567890123456789012345678901234567890123456789012
34
23456789012345678901234567890123456789012345678901234567890123
45
34567890123456789012345678901234567890123456789012345678901234
56
45678901234567890123456789012345678901234567890123456789012345
67
AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAARAA
AA
AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAA
AA
AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAARA
AA
AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAARAA
AA
AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAA
AA
AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAARA
AA
AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAARA
AA
AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAA
AA
AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAARA
AA
AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAARA
AA
AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAARA
AA
AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAA
AA
AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAARA
AA
AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAA
AA
AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAA
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AA
AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAARAA

AA
AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAA
AA
AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAARARA
AA
01234567890123456789012345678901234567890123456789012345678901
23
12345678901234567890123456789012345678901234567890123456789012
34
23456789012345678901234567890123456789012345678901234567890123
45
AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAA
AA
AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAA
AA
AAAAAAAAAAAAAARAAAAAARAAAAAAAAAAAAAAAAAAAAAAAAAAANAAAAANAAAAANAA
AA

——————————————————————————— END
BACKUP--————————— = —————

b. M ANRBLERE, BRREER,
mELETN, FETUTHES:

Successfully recovered keymanager secrets.



BRI

Trying to recover keymanager secrets....

Setting recovery material for the onboard key manager
Recovery secrets set successfully

Trying to delete any existing km onboard.wkeydb file.

Successfully recovered keymanager secrets.

R b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b db g
khkkkkhkhkkhk ki hrkkhkkhkkkkkhx

* Select option " (1) Normal Boot." to complete recovery process.
*

* Run the "security key-manager onboard sync" command to
synchronize the key database after the node reboots.

R b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b i b b b b b b b b b b Y

R b b b b b b b b b b b b b b b b o d

@ MRETHHHERAEUTARS, B7N#HEEIE{E. Successfully recovered
keymanager secrets . H{THPEHIFRULEEIR,

6. 3R 1" MBI B4R R ThiH NONTAP,
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10.

BRI

R b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b g

R IR I e I b dh db I b I b db b Ib b 4

* Select option " (1) Normal Boot." to complete the recovery

process.
*

R R i e S i b I b b b b 2h b b dh b Sb b 2 dh b b S b dh b b S b dh b b dh b db b db db b b b b 2h b b dh b db b b db b b Sb i db b 4

R b b b b b b b b b b b b b b b b b

(1) Normal Boot.

(2) Boot without /etc/rc.

(3) Change password.

(4) Clean configuration and initialize all disks.
(5) Maintenance mode boot.

(6) Update flash from backup config.

(7) Install new software first.

(8) Reboot node.

(9) Configure Advanced Drive Partitioning.

(10) Set Onboard Key Manager recovery secrets.
(11) Configure node for external key management.

Selection (1-11)2 1

A Hlgg TR e EmUTMER:

Waiting for giveback..(Press Ctrl-C to abort wait)

KT ERINFIERIZSE

AR HIEE -

storage failover giveback -fromnode local -only-cfo-aggregates true
KT RIIEHIRE:

{XfER CFO BERMfE, AP EAEESE:

security key-manager onboard sync

HIGRREY, WMAERSCERRSEAEIESRTEE.



1.

12.

13.

14.

BRI

Enter the cluster-wide passphrase for the Onboard Key Manager:

All offline encrypted volumes will be brought online and the
corresponding volume encryption keys (VEKs) will be restored
automatically within 10 minutes. If any offline encrypted
volumes are not brought online automatically, they can be
brought online manually using the "volume online -vserver

<vserver> -volume <volume name>" command.

(D NRED AT, MREISEHETRT, FESHEMES. MRRAPKY, NTEREISEE
R ZAIETHEIRERS. B7HERE, HEHRGEILERRPRIIALE,

HIAFREZRYIERY .

security key-manager key query -restored false

ZE R AMNREERER, MREMERER, BFEERTHS, BEIRBEERELENLL,
KT AR HIZE:

IR 8R

storage failover giveback -fromnode local

NRFERT Bk, WERE:

storage failover modify -node local -auto-giveback true

YR BT AutoSupport. AR B ahtl E22=F1:

system node autosupport invoke -node * -type all -message MAINT=END

SNEBZIAETERS (EKM)
MONTAPE o ER RN R IAEIRSALE,

Friaz a0
MB—PEET REEDPREUTXHE:

p

*Icfcard/kmip/servers.cfg X4 a3, KMIP AR5 28tk Alim O
*/cfcard/kmip/certs/client.crt' XX (& FiIiE+H)
*/cfcard/kmip/certs/client.key X4 (Z P IHZEH)
*/cfcard/kmip/certs/CA.pem X (KMIP 5528 CA IE$)

&
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KT R HlE

1. A E IR R R ST HI28 L
2. JEFREIR 11" MONTAPB SIS &,

EREhRERA

3. HIMERAY, FHRIAEEWRERIFRER:

Normal Boot.

Boot without /etc/rc.

Change password.

Clean configuration and initialize all disks.

Maintenance mode boot.

Install new software first.

Reboot node.

Configure Advanced Drive Partitioning.

) Set Onboard Key Manager recovery secrets.

(1)
(2)
(3)
(4)
(5)
(6) Update flash from backup config.
(7)
(8)
(9)
(10
(1

1) Configure node for external key management.
Selection (1-11)2 11

BRI

4. HIRREY, FRATFPRNRSSRES:

o

e o

®

Do you have a copy
{y/n}
Do you have a copy
{y/n}
Do you have a copy
Do you have a copy

of the

of the

of the
of the

/cfcard/kmip/certs/client.crt file?

/cfcard/kmip/certs/client.key file?

/cfcard/kmip/certs/CA.pem file? {y/n}
/cfcard/kmip/servers.cfg file? {y/n}

WMAEPIRIER (clientert) XHHIAZR, 81E BEGIN 1751 END 17,

- BAEFmZE (clientkey) XHHIRNZE, B#E BEGIN #1 END 17

N KMIP BR5588 CA(s) (CA.pem) XHRZA, BFE BEGIN 1 END 17,

BHAKMIPARSS 28 Pt

- HIN KMIP fRSZ88im 0 (3% Enter $2{ERERIAIRO 5696) o



Bl

Enter the client certificate (client.crt) file contents:

Enter the client key (client.key) file contents:

Enter the KMIP server CA(s) (CA.pem) file contents:

Enter the IP address for the KMIP server: 10.10.10.10
Enter the port for the KMIP server [5696]:

System is ready to utilize external key manager(s).
Trying to recover keys from key servers....

kmip init: configuring ports

Running command '/sbin/ifconfig e0M'

kmip init: cmd: ReleaseExtraBSDPort eOM

WmEPIETTR, HERUTHR:
Successfully recovered keymanager secrets.
Er vt
System is ready to utilize external key manager(s).
Trying to recover keys from key servers....

Performing initialization of OpenSSL
Successfully recovered keymanager secrets.

O. JEFRETN 1" MIBBISR B ER R Th i NONTAP,
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BRI

R b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b g

kAhkKkkkhkhkkk kKX kK

* Select option " (1) Normal Boot." to complete the recovery

process.
*

R R i e S i b I b b b b 2h b b dh b Sb b 2 dh b b S b dh b b S b dh b b dh b db b db db b b b b 2h b b dh b db b b db b b Sb i db b 4

Xk kkkkkkk kK

Normal Boot.

Boot without /etc/rc.

Change password.

Clean configuration and initialize all disks.
Maintenance mode boot.

Install new software first.
Reboot node.
Configure Advanced Drive Partitioning.

(1)

(2)

(3)

(4)

(5)

(6) Update flash from backup config.

(7)

(8)

(9)

(10) Set Onboard Key Manager recovery secrets.
(1

1) Configure node for external key management.
Selection (1-11)2 1

6. INREZATBIRiE. MWFEREE:
storage failover modify -node local -auto-giveback true

7. SNR B AT AutoSupport. MR BhelEZ=A:

system node autosupport invoke -node * -type all -message MAINT=END
T—FRAA?
ERMNMREMENERE, BREFHIEHEEILNetApp”s

B HPEERHIRE145NetApp—FAS70F1FAS90

9D%FAS70§J?,FA8903%4L':F'E’J%AQH#Z'ZEW&\ TGRSR E28 NetApp,  "BR4IE
O EH"BEXRIFMEE. 1BENIE.

HA8
MAT IR TIERIE - FAST0 f] FAS90

BEEEEMRER, KAEH2E. ERVIBHIIERSHRIE, FIGE#R FAS70 3 FAS90
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FhERZERINAE,

o "EENFEERER"

EENEERENR,

9 "R E A"

HEEERIAE. HEAZRIRS. BERARENVET R, WIERTWEIEMIEH N RGBS EIRE,

e STk

RAERIER, UEXREHITHR,

e "B HRAAE"

ISR A M MR BFETS E B IR FE R B AN S,

o "SERALFE R

B EEERIER. AT HIER RS PEN AR [E45 NetApp SRS A AR E 1,

FERAIFERVEK - FAS70 1 FAS90

EE# FAS70 5 FAS90 RFHFRINAEZ R, FHRRBEMINERBVEE R, XEHER
IERZHFHFIE EMAMGRRIERET, RIEEERHEONTAP NAMEERFIE. EH
B RGENT R,

NAERBHNFFERSAMH (FIINRE. THIZ8/CPU BT, NVRAM12, RGTEERIEIR, 1/0 RALHREIRUKR
PSU) BY¥IENFE.

BEUTEK,

* BIRARFEPHFEEMAMEIEE T, TN, BERARUFIRER), "NetApp 2"
* FREXONTAPHIZSH IR R EIE(MNFREH)o
* RREIREHITERFIRN T AMEE,
* EAI LI RS T RIFRE ONTAPRR A fE A A BT 72,
* NAEEREFERISEESER. XE. THIZ3ER. NVRAM12, RABIRRR, /10 RAHERIERKR
PSU #ohEIFMAE, HEEIRVIFEZENetAppAIFTA M
T—HRMHA?
EEFIRENERE, EEBEEERIE"
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chassis-replace-move-hardware.html
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chassis-replace-move-hardware.html
chassis-replace-move-hardware.html
chassis-replace-move-hardware.html
chassis-replace-move-hardware.html
chassis-replace-complete-system-restore-rma.html
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chassis-replace-complete-system-restore-rma.html
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chassis-replace-complete-system-restore-rma.html
chassis-replace-complete-system-restore-rma.html
chassis-replace-complete-system-restore-rma.html
chassis-replace-complete-system-restore-rma.html
chassis-replace-complete-system-restore-rma.html
chassis-replace-complete-system-restore-rma.html
chassis-replace-complete-system-restore-rma.html
http://mysupport.netapp.com/
http://mysupport.netapp.com/
http://mysupport.netapp.com/
http://mysupport.netapp.com/
http://mysupport.netapp.com/
chassis-replace-prepare.html
chassis-replace-prepare.html
chassis-replace-prepare.html
chassis-replace-prepare.html
chassis-replace-prepare.html
chassis-replace-prepare.html
chassis-replace-prepare.html
chassis-replace-prepare.html
chassis-replace-prepare.html
chassis-replace-prepare.html
chassis-replace-prepare.html
chassis-replace-prepare.html
chassis-replace-prepare.html

T EHAFE - FAS70 #0 FAS90

AEFEIR FAS70 5% FASO0 RFRZIAINIAE, T ARIRAIRIRAIHAE. FEE HRAA ML
MATIE B4 AIE B B R R

F1Y HEFHEEENAS

BRI A B RERIEATURERSS. ARTH RSB EDUEHZEMAE.

g
1. EZFBITIEH QIR O LR H R RS,
2. B FHITFIZ U ELED:
a. {8 “system controller location-led show' &% £ R B LEDAY YRR,
b. (I ELEDIIRESEL " "on":

system controller location-led modify -node nodel -state on

EHFETATRRIF =307 .

$2: WIEEAlt
ERERT MBS ENAN. BENDETIREARET O,
S
I A EEZE. EUEESEFEFRA:

" AHBHS,

BB,

| BERTHHE,
2. RIS, AR RGSEAIHEENetADD,
T 3. tRicES
MRGHSTER /0 IRPIRH A2 Y, WISELA BB HARES,
S
1 SRR 4. KA TS REENERIE.
2. MKMW, B
F—#Rfta?
G FASTO 3% FASO0 HUAEIRIS, ERE XAEHE'

KT HIZSLAE A FS - FAS70 #1 FAS90

|il‘?ﬂ FAS70 Bf FAS90 R FRMITHIEE, B LEEIEERHBRERNFER RFRE
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chassis-replace-shutdown.html
chassis-replace-shutdown.html
chassis-replace-shutdown.html
chassis-replace-shutdown.html
chassis-replace-shutdown.html
chassis-replace-shutdown.html
chassis-replace-shutdown.html
chassis-replace-shutdown.html
chassis-replace-shutdown.html
chassis-replace-shutdown.html
chassis-replace-shutdown.html

BRAZHFITH R, BOTHEERISRARES, AELEMREIRHR, UWESTESNITHIZRHES MZIRES
e B IR (AR,

KTFUILES

* NREFEANESANRS, NnmEs E PIEHIZZSCSITIFEMEE cluster kernel- serv1ce
show. cluster kernel-service show' &3 ¥ (EprivigZRiZT F) A 22T R TR AR HEIRS" . &1
BYB] MRS AR % *ﬁ,.ﬁ“E’Ji:?ﬂkuo

1 SCSI IR RS SFHEN SEBHTIEMT RRIFHRR R EREFRZA], BATRFIER

i

* If you have a cluster with more than two nodes, it must be in quorum. AR &EEfFKIAZ 1¢ﬁ:ﬁi1ﬂkﬁ§§?
BIEHI SR E AR TIOR A E 2 Rfalse. NAMEXAZHRITHIZEZ B ERBER ; 550 "BHA5
EHRL",

s
1. YR ZA T AutoSupport . NIEid EHAutoSupport ;B B2 1F B ah Bl SRF:

system node autosupport invoke -node * -type all -message MAINT=<# of hours>h
U AutoSupport JE B2 1E B Th 672 RGN :
clusterl:> system node autosupport invoke -node * -type all -message MAINT=2h

2. BRABMRIE:
a. MEERITHIZRRIEH QAU T o<

storage failover modify -node impaired node name -auto-giveback false

b. )\ Yy é/u\gguﬁE/_\“/u\EmgT{(ﬁﬁ Eﬁb@t%’) ”Ej-
3. B¥ZHITHIZEE R LOADER $RRFT:

MRZIRITHIZEER .. A4 ...

LOADER 1277 BET—%,

EEFHFRE ¥ Ctr-C , AREHMERREZ v,
ARSI REBRERE MIBITIE BRI SHEE N E =S HITHIgS:

storage failover takeover -ofnode
impaired node name -halt true

-halt true B #0&# N\ Loaderig R fFo

T=FEMHA?
XiizhedfE, EREEHIE"
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S A HIEFREEM FAS70 ¢ FAS90 RFRIHFERY, BHIIZEIEZFRITHIZE. 110
*. NVRAM12 #H3R. RGERRRMEBIRETT (PSU). REBIIEUREFRLENAE
Bt

P HTFPSUMELE
BiREHIRE AT, ERBRBHEMIEREER (PSU).

PIE
1. E17F PSU:

a. NRMEEREM, HIEREM,
b. M PSU EIRTFEEIRZ,

MRENRAEREREIR. BEFRERRSPSUNER,
c. @@ Lhed PSU FHRiE PSU MAFEEERERR, LUERILUEG PSU fiIt, #&F PSU BiE+&, ARR

PSU M#FEHHIH,
PSU#4E, Always use two hands to support it when removing it from the controller
@ module so that it does not suddenly swing free from the controller module and injure
you.

o TerracESEPSUBIE RS

a. WE_1 PSU EERLESE,
2. FFR:
8. MEHISS IR T R4 LR ERSFPAIQSFPESRERE). B E QAL EmashLIEE
HIEF
() iwiesFes. mEmZRL,

b. MK LT EBAERIREHEHKRE—1L,
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1. MINFEHRETT B4R 1/0 f&RIR:
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a. T EER RO,

b. 3 AL F BRI BEIT B ARIR

C. RFREANLEAAOABERMREFAIL, MMRERRMKREPEH,
HRIRERER 1/O HRIRFRTEBVEE,

d. ¥ /O IERMIE—18, ARIHMEMEM /0 BREEXLESE,
2. IR NVRAM12 18R :

a. T HiE LR,
ORI EAE.
b. YA Fgim T e FIRn &,
C. MHAEFRENTINVRAMIRIR, 757AR R FHem AN DI AAT A O RRR AL A4S,
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a. FENVRAMIEIRAFEIS ERIRE Lo
3. MFRARAZEIRIER:

a. BT REEERR RO,
b. R T iE ERITE.
C. BFERANLIIT ERFLHR. ARRKIRRERAH RS,

0 RS EERIR I FI 5

% 3% EHITEHIEER

1. EIRFIEE. BFEHAABELR LI, FEORF LS. ARENBENS REREMmRE e
AN FIB

e SRR IR S MATLFE SR BB IS Lo

sty

—_——

-

o BUE AL =)

2. BiITHIBRERBHNGE. ARRBERETFRIRE L,
RriEh R R0 HAFERT, IBHRESRHE R IR IRBVERER.
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TR 4. ERZHIRE
HTFREEHREE RN IE.

p
1. EITF RS
a. MIERERE B,
b. RRIFBINEMRANESIRENRPINRSI LBE, AEBEBE—L,
2. REEMHE:
a. BEIFNAES I FEIRFEHETIRENRPRINRTN L, BERNEREINENIRERFIIET,
b. FHFETTRBNIRENRBR TN UEF.
C. ERMZHWIAETE T BRI B E E I BV R RHE,

SRS RERFAMN
REBRIAEG, CHEELTEITHIREIR, FINERE /0 BRNARERIRIR, AGERTEHEN PSU.
ps
1. REITHIZRIRIR .
a. FHEHIZEREIR IR ST R OXNTT, ARREMIGIERIZSET2ENE.
b. JEHiE FBiie EBE M E.
2. ENFEEERLE 1/0 +:
a. 3§ 110 BIRERIn S BN AE R S TIFVIAEERIRVEEXTT, AREREMISIERTT 2R AT,
b. YAt F i e EBE N,
C. IMEIEM /0 BHIREEXLEDSE,
3. ENFEEMBEEAREERIR:

a. FRAGEEBRRVKRIHESHFAEFHAONTT, ARREMIGERTEENIE,
b. R Fgim e EBE M,
C. ANRFERXIFHY, FEMREBLEFKEHFEAEINERE /0 FNAREERRR,

()  REHTAEEMREQSFPASFP). IHTEERBEEN,

IR AR IR AR S5

4. ENFEEBRENBEEEN NVRAM12 18R
a. ¥ NVRAM12 #ERERIH SR FOMNTT, RAEREMIGERTLHENNFE.
b. ¥t iE L EBEN S,

5. &% PSU:

a. AMFZE PSU IS H K HESHFAEBA DN,
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b. BRE#IF PSU HEANFE, BEEIBERET AL
IR e S NERER SR EfiR S H R RBIE 2L

() HATRRRTREEES. BIERPSUBNRGER AT A,

6. 5 PSU BIREAEMMEZTIM D PSU, HERBRAETERKSRERLEEE PSU,

MREEERER. BEENSERT2EEENAERRERERRENERIBIR. HEREREITEER
ZEEEFIPSU,

REPSUHME MBS, EH2 R LRNE 5,

T—SEHA4?
EIRZIRAY FAS70 #1 FASO0 HIFEHEMRZEAHRE, EEE"STAIFEER",

STRUAIAEEEHE - FAS70 #1 FAS90

SHEoHERIEE, WIERGRENRR, FRESEIRFRO4NetApp , LISER FAST70
FAS90 HABMIEFNRE—D,

TEA: Bt IR RRER

EHISBERE, BHONTAP, REEHIES, HIFFRARETRR.

SR

1. Check the console output:
a. MNRTHIZR B E LoadertR . 1BEAMBLEMBINITHIZE boot ontapo

b. NREFENEIEFIAETR waiting for giveback. BERIEXITHIEE. AREAGSKNEEMR
EREHISR B EAERIFHITIRE storage failover showe

2. fifTEl4:
a. Rzl S E R IR T HIEs.

b. BERIAFEEZIRITHIZRMEEFEIEIT: storage failover giveback -ofnode
impaired node name

C. NREIRIEINEEC R, BEMBATE: storage failover modify -node
impaired node name -auto-giveback true

d. INRZ A T AutoSupport. MEF/EGEZIEBRHEIEZRR]: system node autosupport invoke
-node * -type all -message MAINT=END

3. 1BM5ERfS, IETT "Active |Q Config Advisor SIEFERFRNEITINR, HEEBEINERITH,

F28 EHEESHIREI4ANetApp

REREMREME RMA RIS FZER IR NetApp o "EHREFIEREXIFMER. BEINTHE.
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e "Shut down the impaired controller"
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BRI HIZSEE K- FAS70FIFAS90
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Shut down the impaired controller - FAS70 and FAS90
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TN . KRERARS

BXRARBIEHEE, EOMRELHRIVRTS, AELEMZERTIE, UEETEBTRISSSAEMNZ
BT Hl SR B R R,

KXFIES

* NREFEANEBSANRS, NHMENEZRITHIZZSCSITIFHEMHSHER cluster kernel-
service show, cluster kernel-service show #r < (TEpriva IR F) Al B/ BT R AR i
WS ZH R BEMERESURZT REETKS.

/1 SCSI IR RS S HEN SEBFHEMT RIRIFPER R, EREBIRZ A, BIALBRITE

8] &,

* If you have a cluster with more than two nodes, it must be in quorum. IR EE KA R ETITIRR
RFPIERIBSE R RIEI TR A EE T alse. MR AZHITH SR 2 AIE ERER ; FE0 "
RBoR5&RERD"

S
1. MNERB AT AutoSupport « M5&3d i B AutoSupport JH S22 1EBheI 2R

system node autosupport invoke -node * -type all -message MAINT=<# of
hours>h

LR AutoSupport JHEZE 1E B T2 25N

clusterl:> system node autosupport invoke -node * -type all -message
MAINT=2h

2. ZEBERIE
a. MERITHIZRAVIEH SN <

storage failover modify -node impaired node name -auto-giveback false

b. N 'y HIEEIRNEERETEZRAAMMER? i
3. ¥ZmiEHI2E 2R LOADER 12755 :

NRZIRITHZEEE. ... B4 ...

LOADER 2R BET—%,

[EEERFRE ¥ Ctrl-C , AREHIUERNEE vo
AFAIR AT IR R MIBITIEBEHI S E T EZHITHIZS

storage failover takeover -ofnode
impaired node name -halt true

-halt true B35 N\ Loaderig R i’
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IR 2 . $5EHIBSiI T MetroCluster #1

BXRARBIEHEE, COMRERLHSRIVRTS, AELEMZERTIEE, UEETERTHRISSSAEMZ
BTl SR B R R,

* If you have a cluster with more than two nodes, it must be in quorum. J1REEE KA R HEHITITIRR

RiFRERISSEARNBITINR S EE T alse. MAFIEXAZHITHISE 2 AIE ERTHR ; 550"
BrHR5KERD"

s BwsnIAE iR EMetroClusterfc RS, HETRATFEBAMEERKES:
metrocluster node show
g
1. YR ZA T AutoSupport « M@ JEHAutoSupport ;B 22 1E B &b eI ZRF:

system node autosupport invoke -node * -type all -message
MAINT=number of hours downh

LA FAutoSupport JEE 221 B ah el = 2= 61/ 6

clusterl:*> system node autosupport invoke -node * -type all -message
MAINT=2h

2. ZHBHRIE:
a. NEERIEHIZEAIERI QAL TR
storage failover modify -node local -auto-giveback false

b. N 'y HIEEIIR N EESETEZABMOIR? "AY
3. ¥ZRIEHI2E 2R N LOADER 127R4%F:

MNRZHITHIZRER ... B4 ...
LOADER &Rt BET—T,
EEFFRE ¥ Ctrl-C , ABREHIHMERFEE vo

AGHRTRERRTT WA MNSTEENEHSRENEERRERE:
RorEN)
storage failover takeover -ofnode
impaired node name -halt true

-halt true B #0&# N\ Loaderfe o

T—EfHa?
KiAEhlgEfE, BREE EiREHIE"
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L H28- FAS7T0FIFAS90

NREH R EREEIRFASTONFASIOR S RYIZHZR, BHUIIZBIEZ IR BT HIEE.
R A EBIRERIZE. RRBRIEHSRAENRIC,

B 15 HTEHIZER
T B T I BRI IR B B HUT HIZR IR AR RV A BT, M AE R EN P HI SRR

p
1. B RGHEIEA/5PHINVRAMIKSIE AT, IEHIZSRIRAFIER EI2F —NVRAM LED, EHNVEIFT:

%
[~
I

NVRAM JXZ LED

9 NVRAMZRLED

° WIRNV LEDIEK. IBEET—F,
° YIENV LEDIANE. IBHFEFIKMELLE. NRANFRIEEEBES D . IBKARAZ LIRS ER,
2. MR RIEH, HIEREM,
3. %Eﬁgﬁ BFEHABE DK EFLP. FTEOMRA LS. ZARRNSBENS RERE M B
I o 1

I HIER IR R TR BATAE,

[\/!4
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‘. BUE 3L =) 8

4. FiTHISRRUE HNAE. ARRKERETRNKRE L.
R HIZS SR HAVERY, IFHMARIZESF HIKER.

F2%: BEINEB

A Z T HIZFARIR Y T XU R IRED T 2 B0 A B 8318,
p

1. MNREEAREM, BIEREM,

2. MBEXE, BFRARMIFMEERE—NNAD, AERKENRAE, BIRMIFEIER ERIIKAARE ENF
> MITIEN 4R,

3 BT REBHER ERRBHERE. AEBRBERAMEFEENH, BREFTHNFEE,

C) MERIREGE, FIRLRENERFRENBIRRAESS, URERZAMETREFHER
BHABHE.

g@é%%%%%uzﬂ%ﬁh‘“-

— V4

g

—==

(1] B gERE

4. X EIRFARITHISSEIRP R RN
a. BNBERAENINSS B AT 6 s &R SRR O XI55
b. X FEIRIRIZF A N B FARITHISEIR. EEHBE R,
S. MHEHRNBIEREES FIRPIE,
Step 3: Move the NV battery
RNV EE A% 2 S i A RYA 88

PIF
1. FTANVE R M SEEEFHREINVER M,
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(2] NV Bt Sk

9 NV battery pack

2. ) LR E Rt LUE R & R thiE K
3. BrERMEAREAIR F UAMMEERRRIEK. AEMIBREERR T BB,
4. FEMNESEBMITHI S ERPIRH,
o FEMABEEMANEH SRR, ARBELEENVEEXEH:
a. T EREHISSRIRPHINVEENE,
b. R tEAIENGE. FHHRIELERML,
C. KRBt NIEIE, ARABAR NREMA, MHRREDEENL

d XHTSEEE,
Step 4: Move system DIMMs
F5DIMM7S Z B #2 F B9l 23 1R 3R

PIE
1. FTAEREXEFHIHEIDIMM,
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1357 10121416 17 19 2123 26 28 30 32

(1] AHDIMM

2. ig MEIEF DIMM 897518, LUERTLUZIEMAY A A DIMM 1\ B A RO fl 83 18R R,
3. 4ZI184ER) DIMM FUBIAD DIMM 33, § DIMM MIGEIEREL, SA/ER DIMM B G,

() VDB DIMM B985, BUBESST DIMM EBERIR_E S04 FEIFE F,
4. BB BRI S R REDIMMATIELE.
5. 3% DIMM BEENIEHE,
DIMM R EEETEIEES, ERREREN. MBRE, 1 DIMM SIEEERFHEREN.

(D) Bz DMV, BARORFHRLIENEN,

6. /iR EESh DIMM B _Eih%k, BEEEHBRERARNL, RAZMTF DIMM FiERYERCO o
7. Repeat these steps for the remaining DIMMSs. X% A E B X E,

5% RETHIFER

EfREHBoER SR ER,

1. B=SEER TIREZITUBHHNUE. BRTESEET2XH.
EOMSEHSRRREBIRTF T

2. BRI ERN— IR STUERIFOXNTT. ARSTHRIBERBANE. FhATKRREERE .
3. —BEiTHISERA L — 8. BN ORIEF. BRIEERB THE
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()  #EsIsEsR NAES. BIRASE. UGRTEES.

() memuE. BHSEEMELoadertB R,
4. 7fLoaderf2 R fFAL. HA “show date’ A BREAITHIZE LAY R EAFIEYIE], HHAFIESIELAGMT &1L,
(D) STmEEnAuE, HIEEERGMT, H124/ FERER,

S. A GMT I&E HaiET[a] “set time hh:mm:ss' &<, ERILIfER “date -u"dn S M ETEREET S FREX B
GMT,

6. IRIEFENFHRAREIHITRE.,
SNRIEMIPR T U % 28(QSFPELSFP). RIS EEANANEMREE .

T—F2MH4?
EERZIHMFAS7TOZFASO0IEHIZEE, BEE"TREALKIIE",

Restore and verify the system configuration - FAS70 and FAS90

AT HI 2RI HABC EEFASTOEFASOOFER SR T APINS EIERE1T. HHRIARS
HYIEACER Y T ME RV B EBIZ.

E15: WIFHAREIGE
BRENEFERISSRIRE vA R, HELBZNEMRKSULEEHN ARSI E.

T
1. BEIEHIPIE: boot ontap maint
a. Y®EF_continue with boot? _BF. &N vo

WREEI_System ID Mismatch (RFAIDALE)ESHEE, BFHEA vo
2. 1\ “sysconfig -v FHERETRAR
()  @REEE pendis Mismatch. SEEEREMEH,

3. MHIHH sysconfig -v. iEfcesRESSEMIEHIZBPNRMNAEHITHR,
4. BIFFFEAGREERMERE HA IRE:  “ha-config show
FREAHE HA RRSEBRZAEE,
S. NRNIEHIBERETHNRAFARSELNARAREFLE. FHRE 1a ITHIZERIKE:  ha-config

modify controller ha

HARSHERUZU TMEZ—:

° ha
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° mcc (F3ZHF)

° mccip(TEASARGHRARR X HF)

° non-ha (F3Z#F)
6. HINREBE®EX: ha-config show
H2:0 WIFRERTIR

B
1. FERWILEAR R IIH T B HENERR storage show disk -po

NRZMEMBR. BOEHREHENRIEL X
2. BRHFETN. halto

—FEMHAa?
EREHIIEFAS70FASQOR AN RARLES, BEE "R ILITHIZE

iRz 4 28—FAS70F1FAS90

R R IRRIE BT L8 B A28, Ll@FAS?O‘JZFASQO?%,;L_JLXVIEIE.%LJTO (U3
SEIEREASERANMEREMERAE: TNEZENRBZAEESS (OKM) 1%
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967][1&“‘
IR TR T HI28 8 IE HiE1T.

3
1. Loaderf@ " fF%k, HA boot ontapo
2. BiITH&HBELER. <enter>,
° INREF_login"tenf. BEIEHRENT—F,

° ?E%f@gﬁu_wawaigif for nifecback_. iE¥Z<enter>$. BRI TR, ARRIETHRENT—

3. BT ARIFEEZ T HIZRMEIEEITIT. storage failover giveback -ofnode
impaired node name

4. NREZABMNRIE. BEHBAE: storage failover modify -node local -auto
-giveback true

5. YNERBA T AutoSupport. MIRR/BVHZIEB&IBIEZRR]: system node autosupport invoke
-node * -type all -message MAINT=END

RENDZE(OKM)
BERFMEHETHIZRME EEIETT.

TR
1. #Loaderf@ " fF&t, HA boot ontap maint,

2. MLoaderti@ R BEhEIONTAPHIE boot ontap menu. FAMEIEIFIEII10,
3. WIANOKMZ LGB,
() FosmRRETEHABLES,
4. HIRTRE. RASMHERIE.
S. FEBTIREA. BMNIED 1" H#HITIEE B,
6. Y ER wawawaite_for vig-back BF. IZ<enter>i#,
7. BIEH M EBERNTRHUSMNER adnin,.
8. (XRIXCFORE(IREBH). storage failover giveback -fromnode local -only-cfo

—aggregates true
° WNRIBEEIR, BEKFR "NetApp 25"
9. EMERETEREFFSNH, RENEHEEBIRSHMERS: storage failover show " #l

"storage failover show-givebacko

10. EHHEIEEBPRE:
a. JFiEflamashE Rz,

b. EF R/ VAIZFA: security key-manager onboard sync
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@ AR ENI SR NERSEERNOKME B ITIE,
C. INIFZRSAIRAS: security key-manager key query -restored false
EHRSE. WMHANERERSER
R ETRERARFENEBRRPAFERNRIAID), BE5HKR. "NetApp 2"

M. BERAEFEES TR ME ERIET: storage failover giveback -ofnode
impaired node name

12. NREZHEBERE. BEHBHETE: storage failover modify -node local -auto
-giveback true

13. R F AT AutoSupport. MIER/BEUEZIEERBIEZRG]: system node autosupport invoke
-node * -type all -message MAINT=END

F—HRfta
IR RPTE S S SR IEHRE. CRENTRR TREHEER SR,

SEEIT | 28 EE i —FAS70F1FAS90

E5ER AFF A1K RAERVITHIZSEIR, 1B ME NetApp FENMZERE (WEMBE) ., ET
k. HilZ3E#ZO(Logical Interface. Logical Interface. Logical Interface. ﬂ%’]’ijoglcal
Interface. f&i#FgLogical Interface. f&i#FAILogical Interface. E#F/ILogical Interface.
f&#F A Logical Interface. f&i#fALogical Interface. fEMERE, FHRFEIHRELZA
NetAppo

$15 . BIESIFsHITEREETIOR
EREATRMEERZA. BRIEZEZEOSENUTETRO L, KEEFHSTRAHEEBIRIE

p
1. BIEZEEOR B MEE RS FIMKORS

network interface show -is-home false
WMREMEEZOWYIA false, WEEMENERRIFEO:
network interface revert -vserver * -1if *

2. BEEBNERIRL. B0 "IEONTAP FERMASHITEEZTIRRNE FIREXE,
. MREBZBEENRIE. BEHBAE:

storage failover modify -node local -auto-giveback true

F28 BHEESHIREI4ANetApp
REBEMMEME RMA i3 B SEER4HRE] NetApp » "HIMFIREIFIFR"EXRIFMES. S H,
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a. FIEREHUEHEA OBLEMTT.
b. BIRREZHBANIEE, HEETE2BANE, AEBORAYM—Em LR, MRBERRHEEL,
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C. R EERM IR EIXAMNE,

$3%: BHBEHITHI

FifiFlash Cachel RIEEG. HMBH BENITHIZIRIR,
g

1. £ LOADER 1@/ fi&t, EFMBEEITR: _bybye

() BB ERAKIORME AL, ABERBHT R,

2. B AMEIEFEIBIT: storagetfifEi%1%g3ik-ofnode =11 _ne name

3. MNREZAAIRIE. FEHBAE: _storagetlfEHT51E24-node local -auto-3Ziktrue _

%45 BHFEEHRE NetApp
BREHRHIE RMA HBRRH#IEE4IRE] NetApp o "ERMHREFER"EXIFMER. BESIITH,

BHEFIRIR
Flash Cachef®IR(ERFFEIR) (i T HHtE6-15iH1E6-2. HE R THEIE6-171HE6-2 .
TR S M REFER YRR N E—HN B A RS HN B RN A EERNEFIER,
Fraz Al
* BAREMANEFERAGSHERREENE E. XERRKBE—HN B E MR S FHNE,
* WMINFRE EMAHIIER TIF;, MRAIER. WBMEXFREARZF .
* RERRDNVENBERLZI AT ERBTT(FRU). ERIERENEFRR,
ps
1. NREERIEH, BIEME.
2 BIEFRREANIFHGER LED , 1HiEiE 6 P EIMIEEFRIR,
3 BRUT S BESEE RN B FIEIRIGE:

a. B FEIMT R ENERFRREE. HUSHFEFIS: system node run local Sysconfig -av 6

b. EEIEMNRES. ERZERPRNBIREEFESYE v I8, HERFIRTESHEIMMEME: _system
controllerifif&i&ERremove -node ne_name -SLOT SLOT_number A T35 & EEMIFRMInode1 L/
1Efg6-1. HETR—FHEHE. IBHIURSMIER:
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::> system controller slot module remove -node nodel -slot 6-1

Warning: SSD module in slot 6-1 of the node nodel will be powered off

for removal.

Do you want to continue? (yln): y

The module has been successfully removed from service and powered
off. It can now be safely removed.

C. {#M ssystem controller slot module show fp% BRIEERT.

ZFIRRIBIEIREET "powered-off 7 B EIRAVEFIRIRAIBF R R Ho

3

@ BB "SI EL" for your version of ONTAP for more details.

\

4. MIBRETFIRIR:

EEEROMCIEF

EEFRIRBFELED

a. W FIERALEIEIEE. HEARNMALEEREEANMMAYIRE. ARMR TIEFEits.
b. I FEFIEIRIEEM Terra cotta BHIRH.

C. BOMHRIEF IR EIRITNE.,

d BFEEAORBIATAOLR. RAEREFERAEFlash CachelEHIEEe. MITRIZERMAIERE T,

5. %
a
b

M

Flash CachefRIRIEZRFMFREFIZIRES, IS HSTHFILRIR,

ERENEFRR:

B
B

FEFRRNIDSGSIEHIZRRIRPBIF OX 75,
SEEREREATSR, BEORIBFES NI,
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C. FedWRIEF, BREIHEHBIEIL,
d. BALEEER M LI XAUE,
6. A ssystem controller slot module insert MSEEREFERE TENIRES, WTRFAR:

AT e ¥R node1 LRVIEIES-UEEHH. HET—FHER. EHETHARER:

::> system controller slot module insert -node nodel -slot 6-1

Warning: NVMe module in slot 6-1 of the node localhost will be powered
on and initialized.

Do you want to continue? (y|n): "y’

The module has been successfully powered on, initialized and placed into

service.

7. A ssystem controller slot module show I L IIHEREIR S,
R LB EHVRESIR S 79 power-on' HIFIRIEES,
8. HMIABHEFEREBENHSIRG, REEMHAHINEIREE R LED X=IfL: ssysconfig -av

slot number

@ E%#ﬁ%ﬁ*ﬁiﬂﬁﬁ?ﬂE?M#F_‘Zﬁﬁ},%{éi\ﬂ’ﬂ%?ﬂ%ﬂ&, MFrBIH R & MO B TEen < it

9. RIMEMFEMIE RMA BB HEERHIRE] NetApp o "ERHEEIFER " EXIFAER. HSUMH,

EENVRAM - FAS70F1FAS90

HIEZREARFELINHER T EAR. 1EERFAST0THFASIORFLFHINVRAM, Figd
REIEXTZHITH2E. BHENVRAMEIREINVRAM DIMM. E#i5 Boti i U Bt &S
iR [B]£5NetAppo

NVRAMIEIRFEHNVRAM1 2EE 4 F 1IN 17 Al EHEDIMMEA R, You can replace a failed NVRAM module or the
DIMMs inside the NVRAM module.

Faazan
* RREEERTEREM. EIER MNetAppiR BBV E R A (R B EA M.
* MREERASGPNFIAEMAMYIERIRTT; WMRKRIEEET, BEKR "NetApp '

F£1P: RAZHIEH R
fER LR EI Z — X HBiR B R IiE s,
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TN . KRERARS

BXRARBIEHEE, EOMRELHRIVRTS, AELEMZERTIE, UEETEBTRISSSAEMNZ
BT Hl SR B R R,

KXFIES

* NREFEANEBSANRS, NHMENEZRITHIZZSCSITIFHEMHSHER cluster kernel-
service show, cluster kernel-service show #r < (TEpriva IR F) Al B/ BT R AR i
WS ZH R BEMERESURZT REETKS.

/1 SCSI IR RS S HEN SEBFHEMT RIRIFPER R, EREBIRZ A, BIALBRITE

8] &,

* If you have a cluster with more than two nodes, it must be in quorum. IR EE KA R ETITIRR
RFPIERIBSE R RIEI TR A EE T alse. MR AZHITH SR 2 AIE ERER ; FE0 "
RBoR5&RERD"

S
1. MNERB AT AutoSupport « M5&3d i B AutoSupport JH S22 1EBheI 2R

system node autosupport invoke -node * -type all -message MAINT=<# of
hours>h

LR AutoSupport JHEZE 1E B T2 25N

clusterl:> system node autosupport invoke -node * -type all -message
MAINT=2h

2. ZEBERIE
a. MERITHIZRAVIEH SN <

storage failover modify -node impaired node name -auto-giveback false

b. N 'y HIEEIRNEERETEZRAAMMER? i
3. ¥ZmiEHI2E 2R LOADER 12755 :

NRZIRITHZEEE. ... B4 ...

LOADER 2R BET—%,

[EEERFRE ¥ Ctrl-C , AREHIUERNEE vo
AFAIR AT IR R MIBITIEBEHI S E T EZHITHIZS

storage failover takeover -ofnode
impaired node name -halt true

-halt true B35 N\ Loaderig R i’
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IR 2 . $5EHIBSiI T MetroCluster #1

BXRARBIEHEE, COMRERLHSRIVRTS, AELEMZERTIEE, UEETERTHRISSSAEMZ
BTl SR B R R,

* If you have a cluster with more than two nodes, it must be in quorum. J1REEE KA R HEHITITIRR

RiFRERISSEARNBITINR S EE T alse. MAFIEXAZHITHISE 2 AIE ERTHR ; 550"
BrHR5KERD"

s BwsnIAE iR EMetroClusterfc RS, HETRATFEBAMEERKES:
metrocluster node show
g
1. YR ZA T AutoSupport « M@ JEHAutoSupport ;B 22 1E B &b eI ZRF:

system node autosupport invoke -node * -type all -message
MAINT=number of hours downh

LA FAutoSupport JEE 221 B ah el = 2= 61/ 6

clusterl:*> system node autosupport invoke -node * -type all -message
MAINT=2h

2. ZHBHRIE:
a. NEERIEHIZEAIERI QAL TR
storage failover modify -node local -auto-giveback false

b. N 'y HIEEIIR N EESETEZABMOIR? "AY
3. ¥ZRIEHI2E 2R N LOADER 127R4%F:

MNRZHITHIZRER ... B4 ...
LOADER &Rt BET—T,
EEHEFTE & Ctrl-C , AREHIRTRREE vo

AGHRTRAEERRT AN NEBITERENEHIZSEESEEZhirhEs
RorEN)
storage failover takeover -ofnode
impaired node name -halt true

-halt true B #0&# N\ Loaderfe o

$IE2: FEHNVRAMIZIREINVRAM DIMM

BB L THEMETTEENVRAMIEIRENVRAM DIMM,
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I EHRNVRAMIEER

EFEMNVRAMIZIR, BTENFERIIEIE4/5FRIENZER. AERBISES BINF#H1TIR(E,
g

1. ARG R, EIEMEM,

2. M PSU LR T IR,

3. BRNhA L BRI IETEH A THEF 5. T %It

4. MAEFRET T ZHNVRAMARIR |

a. BT HE LR,
GRS BAE,

b. O HIMm TR RITUE,
C. BEERFHEB/AN LA OFRZHMNVRAMBIRAIHAE. MAUERE TZHMNVRAMIZIR,

o R BIE

9 DIMMBIE£E

O. FBNVRAMIEIRIRTEIR ERIRE Lo
6. MZIHMNVRAMEEIRBPZ—EITFDIMM, AERKELZEREMARINVRAMERH,
7. B ERARINVRAMIER L EFIHAES

a. RS EE4/5P N FEF ORNIASII T

b. RIRREIZBNGEER. ALY —Em LI, LUSERSIE E(,
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8. EFTERETHISR,
9. BELEEERM LIEE R XIAUE,

%12 EHENVRAM DIMM
EEFEHNVRAMEBIRHFFINVRAM DIMM. A7 EI FTNVRAMIEIR, RAEBERBRDIMM,

p

1. INRE AR, FEFREM,

2. A PSU LR TFRIRZ,

3. BN BRI MIGIIEHE A TR, W Tz,
4. MHIEHETT BARINVRAMAELR,

0 R BIE

9 DIMMB{E£E

O. FNVRAMERIKTERR E RIRE Lo
6. #EINVRAMIRIR R Z EHAIDIMM,

() ESENVRAMESRIIENFRUTEERS. LHEDIMMIEM 2600 E,

7. B TFEDIMMBIE EEHEDIMMMIEEDIRE. LUEITFDIMM,

8. ZREMMAR DIMM , 757EZH DIMM SHEIEXNTT, AFRK DIMM BEENGE, ERMERSIE
2L,

9. B¥NVRAMERZEZIHAES
a. FRREZBAEE. BEOEHBFRSI0ONHENS. AE—EHM Ehef LR LUFRIR B



E Lo
10. EFmEEEHER.
M. BELERER M LR R XIAUE,

B3 ENBnTH S
FEf FRU [, DIREREAENEN PSU REFBEITHIZFER,

p
1. BEIREAEMNIEN PSU.

RSB HREFRRE. BERETRMEREFRTN.

2. EMBIEFRTIFRBA_BYE o

3. B RAFEEZ T HIZRME EEE1T: storage failover giveback -ofnode
_Impaired node nameo

4 MREZABRIE, BEHBAT: storage failover modify -node local -auto-giveback
trueo

5. YR B T AutoSupport, MIEE/BUVEEEIEEmIEIEZRG]: system node autosupport invoke
-node * -type all -message MAINT=ENDo

Step 4: Reassign disks
TR TR B RAIDER, ARWERECEMER,
(D) SBEEmENVRAVERNA BEEHHEHE. TASATNVRAM DIMMER,
R
1. MEEHIRATFAPER (T > BT, BRUAPEXHRTNMEFRTE _halt_

2. NEEHIR ERMBIEFR L. BihizhlzE. FERAEARIDALEMRREERLIDIERA_Y o
3. ERFEFIFMHERMA... JHE. AENETIRIRFAIZHIRMHINE DI RAID: storage

Failover show

e ht®, BNEH—FHES, BHZHEHSE ENRY ID B8k, HFE/RTIEWMYIA ID #3# ID

o In the following example, node2 has undergone replacement and has a new system ID of 151759706.
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4. %

5.

94

nodel:> storage failover show

Takeover
Node Partner Possible State Description
nodel node2 false System ID changed on

partner (0Old:

151759755, New:
151759706), In takeover

node?2 nodel = Waiting for giveback
(HA mailboxes)

RiEiE IR

a. NMZTTIVRRIFVIEHIZEH. SEEMRENIERIZZNENE: storagetfE:15933iE-ofnode reE#R T
BAHR

IEHIZR S B HF fEH ST B R,
MRATFRAIDALRMBREESZRAID. WEEA_y o
() wREEER, CANSEERUTR,
BXFMAER, BN "FIRAmS" FAUBEBRES R,
a. ERRIEE. FIAHAKE TR RF BRI LUR{TIZE . storage Failover show
storage failover show BA<THYMIE AN EE System ID changed on partner JHS.
WIFTRBEEMDECHE . storage disk show -ownership

BT RN EN 2R ARRID, T TRAEIF. nodetBBENHEENTERRHNRLZID 151759706
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nodel:> storage disk show -ownership

Disk Aggregate Home Owner DR Home Home ID Owner ID DR Home ID
Reserver Pool

1.0.0 aggr0O 1 nodel nodel - 151759706 151759706 -
151759706 Pool0
1.0.1 aggr0_ 1 nodel nodel 151759706 151759706 -

151759706 Pool0

6. MNRAZFKFBMetroClusterfii &, B EITITHIZRAIRTZ . nnode show MetroCluster
8RS, MetroCluster EEEFRZE/ LW A BEMEFEERS, L, SMIHIBRETEBEERS, HE
F DR\ HERERIER. faLMEE metrocluster node show —flelds node-systemid B
SHMARZID. HEMetroClusterit B E [EEIRE L,

7. SNR¥THISEX A MetroCluster BRE, MIAEHE MetroCluster IR, MNRRIAFFE E SR MLL S _FAYIEHI2E,
BWIE DR * ID FERE S BEnMENRIGFIEE,

SNREBSRE TR, MBFHRITICRIE:

° MetroCluster B2 & b FHIHEIR TS,
o SRR = FHAR R NEIFRE S,

20 "7 = MetroCluster BBEH, HMEFIENSTE HA ZREF MetroCluster tIiRHAE & £ F k"
ﬁ?&ﬁ,ﬁﬁmu

8. MBI RS HEAMetroClusterfit . 1BRIEEREEEESTMNMTHIZE: nnode MetroCluster show - fields
configure-state

nodel siteA::> metrocluster node show -fields configuration-state

dr-group-id cluster node configuration-state
1 nodel siteA nodelmcc-001 configured
1 nodel siteA nodelmcc-002 configured
1 nodel siteB nodelmcc-003 configured
1 nodel siteB nodelmcc-004 configured

4 entries were displayed.
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12.

WIS MTHIRESFEMEMNSE:. vol show -node node-name

B R FEER T HI2S M E [EFIE1T: storage failover giveback -ofnode
impaired node nameo

MNMREZHBNRE, BEMRBHETE:. storage failover modify -node local -auto-giveback
trueo

YR B T AutoSupport, NMIIER/EBVERIEBoIEIERAS]: system node autosupport invoke
-node * -type all -message MAINT=ENDo

B 5% KHPEEHIRE] NetApp
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TN . KRERARS

BXRARBIEHEE, EOMRELHRIVRTS, AELEMZERTIE, UEETEBTRISSSAEMNZ
BT Hl SR B R R,

KXFIES

* NREFEANEBSANRS, NHMENEZRITHIZZSCSITIFHEMHSHER cluster kernel-
service show, cluster kernel-service show #r < (TEpriva IR F) Al B/ BT R AR i
WS ZH R BEMERESURZT REETKS.

/1 SCSI IR RS S HEN SEBFHEMT RIRIFPER R, EREBIRZ A, BIALBRITE

8] &,

* If you have a cluster with more than two nodes, it must be in quorum. IR EE KA R ETITIRR
RFPIERIBSE R RIEI TR A EE T alse. MR AZHITH SR 2 AIE ERER ; FE0 "
RBoR5&RERD"

S
1. MNERB AT AutoSupport « M5&3d i B AutoSupport JH S22 1EBheI 2R

system node autosupport invoke -node * -type all -message MAINT=<# of
hours>h

LR AutoSupport JHEZE 1E B T2 25N

clusterl:> system node autosupport invoke -node * -type all -message
MAINT=2h

2. ZEBERIE
a. MERITHIZRAVIEH SN <

storage failover modify -node impaired node name -auto-giveback false

b. N 'y HIEEIRNEERETEZRAAMMER? i
3. ¥ZmiEHI2E 2R LOADER 12755 :

NRZIRITHZEEE. ... B4 ...

LOADER 2R BET—%,

[EEERFRE ¥ Ctrl-C , AREHIUERNEE vo
AFAIR AT IR R MIBITIEBEHI S E T EZHITHIZS

storage failover takeover -ofnode
impaired node name -halt true

-halt true B35 N\ Loaderig R i’
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IR 2 . $5EHIBSiI T MetroCluster #1

BXRARBIEHEE, COMRERLHSRIVRTS, AELEMZERTIEE, UEETERTHRISSSAEMZ
BTl SR B R R,

* If you have a cluster with more than two nodes, it must be in quorum. J1REEE KA R HEHITITIRR

RiFRERISSEARNBITINR S EE T alse. MAFIEXAZHITHISE 2 AIE ERTHR ; 550"
BrHR5KERD"

s BwsnIAE iR EMetroClusterfc RS, HETRATFEBAMEERKES:
metrocluster node show
g
1. YR ZA T AutoSupport « M@ JEHAutoSupport ;B 22 1E B &b eI ZRF:

system node autosupport invoke -node * -type all -message
MAINT=number of hours downh

LA FAutoSupport JEE 221 B ah el = 2= 61/ 6

clusterl:*> system node autosupport invoke -node * -type all -message
MAINT=2h

2. ZHBHRIE:
a. NEERIEHIZEAIERI QAL TR
storage failover modify -node local -auto-giveback false

b. N 'y HIEEIIR N EESETEZABMOIR? "AY
3. ¥ZRIEHI2E 2R N LOADER 127R4%F:

MNRZHITHIZRER ... B4 ...
LOADER &Rt BET—T,
EEFFRE ¥ Ctrl-C , ABREHIHMERFEE vo

AGHRTRERRTT WA MNSTEENEHSRENEERRERE:
RorEN)
storage failover takeover -ofnode
impaired node name -halt true

-halt true B #0&# N\ Loaderfe o
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2. BIEHISRRN— IR SHERRAONTT. ARRBIEHSRBANGE. RN RRERRH .
3. —EEHIRR SR E#H— 8. BRANRREOLRIEF. BIEERETHE

() #EsIsEiR AEs. BRNUE. UGRREES.

EHBRRERERTEME. BIFBRER,

4. BEREFEEZ I ME ERIET: storage failover giveback -ofnode
impaired node nameo

S . MNRERHEMNRE, BEMBHETE: storage failover modify -node local -auto-giveback
trueo

6. YNERBEH T AutoSupport, MIRER/EGHEZZIEBEHEIEZRR]: system node autosupport invoke
-node * -type all -message MAINT=ENDo
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Controller

SRIIIOKEIR—FASTORIFAS90
[AFAS70FFASQORLTARNMIORIR, LUBEMEZERHT RAGLIESIERERNEE.
MREFETEEFAEIEEIETEET. WA LIRFAS7TORMFASOTFIE R ST AINI/ORIR,

TE1 KARIRITH R IRIR
KA SR E RIS R IR,
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TN . KRERARS

BXRARBIEHEE, EOMRELHRIVRTS, AELEMZERTIE, UEETEBTRISSSAEMNZ
BT Hl SR B R R,

Faz Al

If you have a cluster with more than two nodes, it must be in quorum.ﬁﬂ%%ﬁikitiﬂ@ﬁ"ﬁﬁ?ﬂk?ﬂEﬁ?
RIS EARMEI TR S EE T alse. MSMEXAZHITH SR ZAIE ERFHER ; 550 K1
S5&EERD",

S
1. 3R BT AutoSupport. @i A AutoSupport;H Ber S22 1B EI8IEZEAI: system node

autosupport invoke -node * -type all -message MAINT=number of hours downh

L FAutoSupportep SR 2 1IE BB RIS clusterl:*> system node autosupport
invoke -node * -type all -message MAINT=2h

2. NZHUTHIZRAITH S A BIRIE
storage failover modify -node impaired-node -auto-giveback-of false
() 4EEIEESREBmERD? N, BRA v

a. MRZHFITHIBLEBINERIEE, WATTMRERITH ST HA B, ARBRRH
IrHlEs. ORGP IERBUEHIERNIT BB,

system ha interconnect link off -node healthy-node -1ink 0
system ha interconnect link off -node healthy-node -1link 1

3. BZRITHIZE B~/ LOADER 1R FF:

NRZHITHIZEZER .. B4 ...
LOADER 12/~ fT BET—F,

RAGRTARERRTAT (BN EERBRERSIMSTERRNEHSZEIITHISE. storage

E A ) failover takeover -ofnode impaired node name

élm'h? S 28 B 7R Waiting for giveback... B, % Ctrl-C , $A/g[al
|:| Yo

%12 MetroClusterfi &

()  REORARFAWT A MetroCluster BE&, W/NEMILBIESE,

BRAZHIERRE, CRIMERLRISIRES, AELBEERHE, WESTESNERSREMT
iz hlZR iR R,
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* If you have a cluster with more than two nodes, it must be in quorum. IR EE KRR PR ETITIRR
RFEHIssEARIE TR A EE R false. MAMEXFAZHITHIZEZZ 1B ERFER ; FS0 "
B RS5EERD,

* NRIEFERBIZE MetroCluster BtE, MATIASEE MetroCluster ILEIRZES, HETRATFERH
BIEEHIRES (MetroCluster node show) o
S
1. ANRB AT AutoSupport. M@ & AutoSupportss S22 1 BBl ZEF]: system node

autosupport invoke -node * -type all -message MAINT=number of hours downh

LA FAutoSupportin <2 1E BB ZE=FIF/NY: clusterl:*> system node autosupport
invoke -node * -type all -message MAINT=2h

2. NIBTTIERBIEHIZSVITH| S 2 H ERI3E: storage failover modify - node local
-auto-giveback false

3. ¥R MITHIZE R LOADER $&Rff:

NRZHITHZEZE R ... B4 ...
LOADER &Rt BET—%,
EEFEFE & Ctrl-C , AREHIRTRHEE v,

RGN RERRTNT WA HEZRITHISRIMETEERERSSZEERE. storage

A ) failover takeover -ofnode impaired node name

YR HI2s 7R Waiting for giveback... BY, 3% Ctrl-C , ZAfS[E]
%
= Yo

828 FIIFREINORIR

MREFHEAFZEERIEE. B MINI/ORRLERNEF— o BiEER, NRFAEEEYE SH. FEHTM
BIOERRUEETIE. AELREMER,
Fa2Z Bl

* #2%& "NetApp Hardware Universe" LURfRFTEVI/ORIR S GBI ZEME R AN G IEEIEITEIONTAPRR A Ro

« If multiple slots are available, check the slot priorities in "NetApp Hardware Universe" and use the best one
available for your 1/0 module.

* HRFTE B A IERIETT.
* HRIGIAE MNetApp i BV 1R LA 1,
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RVOIERAINE P R EAE
TR LU TR/ ORI E BB A BRI FhE R 5.

3
1. NRE R, B IERE,
2. B THEESAEIERIEEE. HARRNMSAEIRITIERIBAIRE. AEM ik,
3. MIEZR LEFEMEBTAER:

a. IZTEMMEEPTAER ER M H 8

b. ORI BR AT EEIR,

C. BFHEEBALBAAFAOR. AERKERAIENME. MM ERMTFAERE T,
4. % /0 1RIR:

a. RI/OERSHIEIREIEF ORIASIITT,

b. FEHRBREHBNIGE, BEERLBANE, AEEORHM—Em LR, LUSERBE DL,
5. ERSLIGI OB BEZIIEE &R

() wRFaREREN 10 BPRET S8, LA IS,

6. WA EIRIERE LR R XAUE,
7. MLoaderf@~ffib. EfEHMTR:

bye
() BB ERAKIOBRTIE AL, AREI BT M.

8. MESFI 28 RIE 1T 25 -
storage failover giveback -ofnode target node name

9. xt=Hl2E B EE RS R
10. FETWRRFN TR L. IREAT BoIRE. BREER:

storage failover modify -node local -auto-giveback true
1. 4NR BT AutoSupport. NEER B &h el 2241

system node autosupport invoke -node * -type all -message MAINT=END

RUORRA MBI T LIRTHN RS
EA LUB T E F A /ORR AT E U E REMB/ORIR, KI/ORIRAFNNEI TR ETHI R TR,

KFUIES
HRET BRSO N E e 2 H TN R AR LU T IER .
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= FERITIRE

NICEINIC (IwO%AERE) LIF S EHEITHIZ R X AN BT,

NICEINIC (IR ARE) BEENESAREHRIRIIEMERO, EXEFMAEE. BFSR T
% LIF"

1BENICIEZ EITZHEI/OIEIR f£F8 System Manager ¥ LIF ;K ATHEIRENE RO, 0FFHR "
T LIF"

HIE

1. INREEARESM, FIEFEEM,

&R TBER /0 #BIR LA B L.

M TS EIRIER. HEARSIALERIERANENIZE. AREM TiEE.
MANFERE T B4R 1/0 1=3R:

a. # e BiRH.

b. R AL FI SR BT AT B ARIR

C. BFmANLRAMAOR. ARRKRRIEAE. MR MAFEFRE T,

A w0 Dd

HRIRERER 1/0 #RIRFRTEBIEE.

O. I/ORIR L FE I AERH BAREE !

a. FHRIRSH BB QRIS TFo

b. RIRREZHBNIGE, EETDBANNME, AERORAY—Em L, MRBERHEL,
ERG LR O IREREEE IR E.

ESRHMRED BB HITHISI R EMRIR,

R B R M et B XA B,

MINEEFRTR: _BYE_EHERNTHIZE

© ® N o

R PR EF R PCle RMEMAH. HEHBIHT R

@ NREEEFHBIHAEER PSR . 15S W "BURT 1494308 -FE#I/OfEIRERAIE] AT 6E
R R IR K A"

10. MECIH=HISR3TIE 1T HI2E
storage failover giveback -ofnode target node name
. MMRERRAEHRE. BEBALLIEE:
storage failover modify -node local -auto-giveback true

12. AT TIREZ —!
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° WNREET TNIC /OEIRFHLEET FHHINIC /ORIR, EXE MmO Fnetworkdn < :
storage port modify -node *<node name> -port *<port name> -mode network

° YNRIGEIT TNIC /ORRRHALE T FEI/ORIR, IBFIRIBAFTIR L ENS224 B IR H N E L IR
ITAER"

13. 31523 B EE LIRS R

PUEHTR 110 1RIR - FAS 70 #1 FAS 90

INRIBRE EHIEFH BFERFREFRE ONTAP IRAZER, MATLARER FAS 70 5
FAS 90 ZfEZR GBI LA 1/0 8IR,

EHIEIR 110 IR, BHREERAEZITHRE ONTAP 9.18.1 GA REBEIRA, HEEFFMEREAM 110 &R, #
IR IV RERIIRIR, EEHARIREA, BFMERSMERERRE, FHRHIMHEEREIEE] NetApp.

XFUIAES
* EEMBIEEER /0 R AT, TREHITFEE,
* TEPEIRERENG ar < N A T IEHRYITHIZEA 1/0 HEAE:
° _RHUEHas_REEEMR 1/0 RIRAVIEHER.
° _RERIEHIE_BRIITHIZZAT HA (K.
* BRILITAERARUE (B6&) 15517, UBHKREMZEMIFHERY. £H SSH &R BMC Hia

A ‘system location-led on' &%
BZEREASREE=MIE LED: — M EREAETERLE, —MEESMEHIZE L. LED RIF=IHE 30 D%,
A LURNTIEEXF] system location-led offo WMIRERHWELEDERSLEZIERN. TGN
SRIEEIRTS system location-led shows

FE1: WREERFABEEFER

BEALTRE, ENEERANITIEIT ONTAP 9.18.1 GA ESIRAE, HEBHNEEARFZNITHEFAEEK,

@ INRIENFHERLARITIT ONTAP 9.18.1 GANESIRAE, NI EAERIEE, EHMER "Eift
/0 BIRIZF"o

* BIEERERERBERERILIRN /0 #81R, ZIGEEERTER. HANZFRHENERKOLAS, HEAE
FRHY 110 1RIR, FoIEERR I/0 HEIREE,

BB B TFF6E5 MetroCluster B9IH OB LLIKM 1/0 #ERAA] AR

* BREFEHERYS (TR SRIRHERACE) TUABFHARSZIINEERENT <o

s EBFHIFRIE T RAN TSI TIEREIRY ONTAP iz (ONTAP 9.18.1GA S EShk4s) mXiz{T+ERE ONTAP hk
KRBT 2R50o

YNREBFPHITI RISTTAER ONTAP hRas, MARIEShRAERE, F2iridER /0 B1R,
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* FEAGTHES ST UL T UTREZ—
° MMMEHIZRER A LUSEIHIZTT 10 (RRIEHHE)
° IIRHERHEER /0 RIR5 |2y, AATRERMAEESET, WE—IZRISHTELTZRER

[s3Ye)

AERLEBRT, BT /O RIRKFE, ONTAP RILIBEIREE—ITHIs. Fa0, RBIKLERN /0 1RIR
BEFERERDO (ZEHE LOPTEREIHEEIEXA) , ONTAP ZERITERE,

* FREARDNEHMARFROIIERIZT, MRKRESETIT. BEKR. "NetApp HAEBHEIT

2o
SR 2. ERFHERSM V0 BRIRIEE
HEEFFERREMN /0 RIRIERE, UERI R 2HEN T HIEKFER 1/0 #8IR:

pg
1. IEffatEt,
2. #REEBGLURBIENRIRIR, AREMBIR /0 BRIRIKR TFE B L.

/0 FRRW H IR (OGS TFREBEXARS) ; B2 tﬂ%&ﬁ%%i?ﬂ?ﬂk &, ARE
@ Nes&E— 1T EBETHNERRO, MU??E'F%@L‘C%%EZQEEJJE%

RTHREEFFADH, URRTHEMEREDN LIF SETR, ARHSLITRE,

3. WIRB AT AutoSupport . M3&EZ i AAutoSupport JHEZ 1B RhBIEZRG:

system node autosupport invoke -node * -type all -message MAINT=<number of
hours down>h

5140, LATFAutoSupportid S =HIHI B 5hZ 5 eIE /) e :
node2::> system node autosupport invoke -node * -type all -message MAINT=2h

4 MREBFUHTNFEREE, WRERRABLEIER:

i B4 ...
?:E%T?c IEHIZREIZREE SR BRBMRE:

a. MEEHSFENHMNIZRISENER SMALU TG

storage failover modify -node local -auto
-giveback false

b. #HN 'y HIEEIRR BRAEEIER? iy

M MR EREHIEITII0 (| BET—%,
TR fAtERE)
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O WREMIER /0 RIRMARS PIEFRHXABIR, LUEEHFE:
a. A<

system controller slot module remove -node impaired node name -slot
slot number

b. HN 'y HEFIRREARLLEET?

Fan, LUTFaSEERTR 2 (RUTHIR) LRYEE 7 PRSERIREER, HET—FAUL2BEG
HIHS

node2::> system controller slot module remove -node node2 -slot 7

Warning: IO 2X 100GBE NVDA NIC module in slot 7 of node node2 will be
powered off for removal.

Do you want to continue? {yln}: vy

The module has been successfully removed from service and powered off.
It can now be safely removed.

6. IOIE& MR 1/0 HEIREXHARIR:
system controller slot module show

MR TR " powered-off TEPEIRIR N ELAGHIER S HY “status' 51,

TR 3. BREIKFER /0 1RIR
R IR ERRY 1/0 HEIREMAFHH 1/0 1RIR,

p

1. R RN, BIERREM,

2. M FIEESALEEREITR. HARNMELAEEEITRENIAVIR. ARR Tk,
3. MIZHIZRHEIRAE T I/OEIR |

(D) TESRTHTATMNSE IO R BE, BREBE—1 10 Bk,
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a. | IF PR,
b. &M BIR A REIm B IRIR,
C. BFIB NIRRT AOL. AEBERAIHIEHIZEIR. MMEER M IEHIZHEIRPET,
IRER 1/0 MR TR MEE S,
4. 3% 1/0 BHRMIE—=,
5. BB AMI/OBIRLE T BiRERET:
a. ¥ 1/0 R EIHEEDEITTT.
bﬁ&mﬁﬁw%Aﬁﬁsaﬁ%Q%Aﬁﬁﬁﬁms%Eﬁ&%ﬁﬁ—aﬁtﬁﬁ\uﬁﬁmﬁiﬂ
o
6. FI/OER L%,
7. B BRI DI PIENE,
SR 4: (FEIR 1/0 KR

REEHRAY 1/0 #EIREXA, JOIE /O #RIRIFOEMINANIAN, WIHGEEEER, FARKIE /0 HIREBENHKIR

Al

KFUIES
FEH /0 BERARKIROMEREFIRERE, LIF FRERERR 1/0 iR,

P
1. EEEHR 1/O HEIREEN :

a. WAL THS:

system controller slot module insert -node impaired node name -slot
slot number
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b. BN 'y HEFIRREARLLEET?
WM ERIA 1/0 BRIRERINEL (FFHl. IR HRNER)
flan, AT fET R 2 (RiIEHER) LRVEIE 7 B, AERIZIREEMNTRER:

node2::> system controller slot module insert -node node2 -slot 7

Warning: IO 2X 100GBE NVDA NIC module in slot 7 of node node2 will be
powered on and initialized.

Do you want to continue? {y|n}: "y

The module has been successfully powered on, initialized and placed into
service.

2. BHE 1/O R EMNE MmO BT ERIIIEL:
a. NZIEHIZRRERI QAL TR <:
event log show -event *hotplug.init*
()  EAFRENEAERRSONAK BRSNS S,

BN ER—1EZ 1 hotplug.init.success EMS E4H hotplug.init.success: 1E "Event 5, 38R
/0 &R LS RO E RIFIE .

g0, ARSI ER /0 i e7b # e7a BYFIIA1LELIA:

node2::> event log show -event *hotplug.init*

Time Node Severity Event

7/11/2025 16:04:06 node?2 NOTICE hotplug.init.success:
Initialization of ports "e7b" in slot 7 succeeded

7/11/2025 16:04:06 node?2 NOTICE hotplug.init.success:
Initialization of ports "e7a" in slot 7 succeeded

2 entries were displayed.

a. NRIHOFIBUKIK, BEE EMS HEUTREXRBNEESE,

1M



3.

JOIE /0 tRIRIEIE S BB H EEMLE:

system controller slot module show

RN 2 RGBSR powered-on, EIt /0 RRATLIETT,
i /0 BREEANH BT A,
MEHIE ISR AEHI S RN <

system controller config show -node local -slot

slot number

S0 1/0 BRBRERINEAHAHBIRG], MiaHFETR /0 RIRER, SEHENKOES.

g0, xFHEE 7 FRY /O RR, ENIZERIFRINT LA TARSAYREL

node2::> system controller config show -node local -slot 7

Node: node?2
Sub- Device/
Slot slot Information

e7a MAC Address: d0:39:ea:59:69:74 (auto-100g cr4-fd-

CISCO-BIZLINK
L45593-D218-D10

QSFP Serial Number: LCC2807GJFM-B
e7b MAC Address: d0:39:ea:59:69:75 (auto-100g cr4-fd-

7 - Dual 40G/100G Ethernet Controller CX6-DX
up)
QSFP Vendor:
QSFP Part Number:
up)

QSFP Vendor:
QSFP Part Number:

CISCO-BIZLINK
L45593-D218-D10

QSFP Serial Number: LCC2809G26F-A

Device Type: CX6-DX PSID(NAP0O000000027)
Firmware Version: 22.44.1700

Part Number: 111-05341

Hardware Revision: 20

Serial Number: 032403001370

TR 5. MEFERARIERET

B mERENEHISRREAFEMETE (RIEFRE) . MEADER RIEFE) . Wk LF UTFHEERO LMK

E#/E A AutoSupport BEIEFIGNE, BEMERSMEREETITIRS.

p
1 REEHFERAIEIEEITH ONTAP WRASURIZRIZRAVIAS, ERIREIEHE EREFHEHME B
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r:



& BA ...

%E%E—E%‘J%%Eﬁbﬁ'éﬁéfﬂk a. BIZEHFMETE, KERENERIRMEERET:

storage failover giveback -ofnode controller
that was taken over name

b. MIRIEE BT HIRRYIEH & R E BBl

storage failover modify -node local -auto
-giveback true

A ERIZBSEEBIFHIEIT /0 (| BET—%,
TRIHEE)
2. BFPEEORERMEF T aMiEORE: network interface show —is-home false

ﬁﬂ%ﬁﬂLUNﬁ'Jjjfalse\ EBEARBIEFIFKO: network interface revert -vserver * -1if

3. YNR B T AutoSupport. MR [R B EheI 22

system node autosupport invoke -node * -type all -message MAINT=end

5 6 . FHIEEFIRE] NetApp

RIREMHEMEY RMA IRBRREEFEERHIRE] NetApp o "ERfHREIFIER " EXFMER. FERNNHE.

EHE1/OtRIR- FASTOFIFAS90

YNZRFAS70LFASO0 R AYI/ORIR M IV RN FEBA R AT E ST REBEMINGE. 15
BHIZIRR, BRI EEXAEGE. BRAERENI/OKIR, EMERITEHE8 UAKRF
REHERERMHREINetApp.

TR LIS TR R ST S2 1F 8P B ONTAPhR AN A It id 2o

Friaz Al
* BRIUEE T ERER T
* BREERATHFAEEMAMHIERET, BN, BERARRARZ .

B1P: XHARMRTR
fER LTIz — X H SR B R H2s.
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TN . KRERARS

BXRARBIEHEE, EOMRELHRIVRTS, AELEMZERTIE, UEETEBTRISSSAEMNZ
BT Hl SR B R R,

KXFIES

* NREFEANEBSANRS, NHMENEZRITHIZZSCSITIFHEMHSHER cluster kernel-
service show, cluster kernel-service show #r < (TEpriva IR F) Al B/ BT R AR i
WS ZH R BEMERESURZT REETKS.

/1 SCSI IR RS S HEN SEBFHEMT RIRIFPER R, EREBIRZ A, BIALBRITE

8] &,

* If you have a cluster with more than two nodes, it must be in quorum. IR EE KA R ETITIRR
RFPIERIBSE R RIEI TR A EE T alse. MR AZHITH SR 2 AIE ERER ; FE0 "
RBoR5&RERD"

S
1. MNERB AT AutoSupport « M5&3d i B AutoSupport JH S22 1EBheI 2R

system node autosupport invoke -node * -type all -message MAINT=<# of
hours>h

LR AutoSupport JHEZE 1E B T2 25N

clusterl:> system node autosupport invoke -node * -type all -message
MAINT=2h

2. ZEBERIE
a. MERITHIZRAVIEH SN <

storage failover modify -node impaired node name -auto-giveback false

b. N 'y HIEEIRNEERETEZRAAMMER? i
3. ¥ZmiEHI2E 2R LOADER 12755 :

NRZIRITHZEEE. ... B4 ...

LOADER 2R BET—%,

[EEERFRE ¥ Ctrl-C , AREHIUERNEE vo
AFAIR AT IR R MIBITIEBEHI S E T EZHITHIZS

storage failover takeover -ofnode
impaired node name -halt true

-halt true B35 N\ Loaderig R i’
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IR 2 . $5EHIBSiI T MetroCluster #1

()  REORARFNS A MetroCluster BE, W/NEMILBIES B,

BRAZHIEHRE, CRIRERRISIRES, AELBEEIREESR, WESTESNERSHREMT
iz hl 2R R R,

* If you have a cluster with more than two nodes, it must be in quorum. J1REEFIAZIHEHZI TR
RFNIERIRER R TR A E E R alse. MAEXAZHITHI I 2 AIE ERBER ; FE0 "
BhHRS5&ERD"

* YNREFEEBIE MetroCluster BLE, MATIAEEE MetroCluster FeERE, HFETRATFERH
BIFERIRES (MetroCluster node show) o
T
1. MNER BT AutoSupport. Ni&EZ A AAutoSupportts S22 1F EEIRIEZER]: system node

autosupport invoke -node * -type all -message MAINT=number of hours downh

A FAutoSupportip SR 2 IE BB RIS clusterl:*> system node autosupport
invoke -node * -type all -message MAINT=2h

2. NBITIEERIEHIZSSRIEHI A2 ABMASE:. storage failover modify - node local
-auto-giveback false

3. ¥ZRIEHI2E 2N LOADER 18R 4%F:

MNRZHITHIZRER ... B4 ...
LOADER &Rt BET—%,
EEFFRE ¥ Ctrl-C , ABRTEHIMERNEE vo

AGRTARERRTAT N EERBRERSIMSTERRNEHSZEIITHISE. storage

RoEN) failover takeover -ofnode impaired node name

LY RiEI2E 7R Waiting for giveback... BY, 3% Ctrl-C , ZAfS[E]
%
= Yo

B2 BIALEHERIORIR
EERIORIR, BENEPHREINZRR, ARRBEES BIRFEITiEE.

p
1. NREERIEM, BIEREM,
2. IR R BHF 110 B3R ERIFRE AL,

(D)  wRmIessEnnE, WEEERREERIE SIS ER0E0,
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3. A THERR AL EIRIER. HARNMALERERNMMNIRE. ARM TieEEsR.

(D) TEERTOESTATNEEIORER, B, BRAHTF— OB,

" /O %e =)

ERRAXLEL LN IR, EEREXLEHLELRE L,

4. MATAEFRENT B ARI/ORIR
a. T EER LR MACIRE,
b. 3 AL FI SR ETREIT B ARIR
C. FFmANLEANAOR. ARRKRRIEAE. MR MAFERE T,
HRRERER 1/O #RIRFRTEBIEE.

. ¥ /0 HEIRMIE—35-
6. REMRARI/ORIRREFINAES
a. FRIR SH B A D RNAEI TFo
b. FIRREZHBANIEE, EETEBANE, AERORAMN—Em LS, MRBRRHEEL,
7. RIOHER Lk,
8. BB M e XIAUE,
B3 EFEHEHE
BHI/OEIR[F. MIMEHBRNITHIER.

g
1. MINHAZF R AT EN R ohiTHl2s

bye

()  EFEoSRRsISTRERA LI ORI AL,
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2. BRI FEER TG SR IME EEET:

storage failover giveback -ofnode impaired node name

3. NBITIRR REFAVIEHI R AVITHI B IR R B Eh 3L |

storage failover modify -node local -auto-giveback true

4. N BT AutoSupport. MR BahIEZEA):

system node autosupport invoke -node * -type all -message MAINT=END

% 4 % EHREEERFIRE] NetApp
REBEMMEME RMA 2B SR ER 4R E] NetApp » "HIMHREIFFR"EXRIFHAEE. S ITH,
HHIR IR - FAS70 #1 FAS90

YNIRFAS70ELFASOR S RIZAE B FBIRIZ & (PSU) A M FEH L IAFRE. BFIUE
. LRRAGUSERSRECTFNER, BIZaEMAREPSUS BIRRIE
. IRTEIRZ%. BERIEPSU. ARERKEEMEZTIBIR,

BIRZTURAY, HERHER. EROXHAEHIZERER PSU,

KXFIAES
* WREP R BAN—RER—IMPSUMAERE Y,

()  EPRREETEMEMEMEN PSU . HEAGIHER,

* FIRIEEHIPSUS B ERMBNAIRIES R | ACEDC,
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I 1 PEIR R AR
EFEERMPSU. BRI TSR,
gl
1. NRE R KM, B IERE,
2. {RIBIE S & 8IRE B EPSU_ LA B IELEDHE ZFIRMIPSU,
3. BRFFPSURYESE:
a. {TABRLETERE. AEMPSURTBIR%,
4. B LEEFR. RTIUERSE. AEEPSUALEIEHIZER. LU TPSU,

PSURR%E, Always use two hands to support it when removing it from the controller
@ module so that it does not suddenly swing free from the controller module and injure
you.

o TerracESFPSUSIEES

O. TEEHIBRIRPREZRAPSU:

a. ANFXEFEAPSURNSHFEHESERISFRRIA O,
b. EPSURRIENITHISBEIR, HEIBEFERNENL

o R U S PO SR TE B & B A B
() HTRERTREEES. WIERPSUBNRSAETR LA,

6. EIEEPSUMLL:

a. RERLEMIEZEIPSU,
b. IR E E 23 BB IRELEEEIPSU,
EPSUME MR, IASLEDN iR E,

7. IRBEHFEME RMA BBREHIEER4RE] NetApp o "EMFREIFER"BEXFMES. ESINH,
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WEI 2. PEREREIR
EFMEMPSU. BERUTTE,
SR
1. INRE KM, B IERE,
2. {RIEEHI &R EZPSU_ LA B FELEDHE EEIRMIPSU,
3. BFFPSURYIESRE:
a. fEREL ENERIRETIT FD-sub DCALLLiEHE 2R
b. MPSUIR T4 H G HIKTE—35,
4. B LIEEFH. RTIUERE. RAEEPSUALEIEHIZFIER. LUEITFPSU,

PSU#%%8, Always use two hands to support it when removing it from the controller
(D module so that it does not suddenly swing free from the controller module and injure
you.

o L4733

9 D-subE R EEIRPSULL ik 1% 28
e FEIRFR

e HEEPSUBIERS

O. TEEHIBEIRREBRAPSU:

a. ANFXEFEAPSURNSHFEHESERISRRIFAOITT.
b. FPSURRENITHIER, HEIBERERANENL

BIRRBES NERERES EE S H 2R B 2L,

(D) AT REEARIEES. BERPSURNRSETRIEA.
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6. EFTEREED-sub DCEREL
a. BEIRLIEESIENAPSU,
b. fERAER BT EBIFRLEEEIPSU,

EPSUMEMEBRE. IASLEDN LR E,

7. IZBEHFEMR RMA BBRREHIEER4RE] NetApp o "EMFREIFER"BEXFMER. ESRNH,

SEHRSCATEY $ER t— FAST0 F1 FAS90

EHFAS70E{FAS90 AR Ay LAY At (Real-time clock. RTC)EEMGEEFR N HAZE ).
UM RARE T /&R EIE 2P IRS TN BIEF R IF1E B 1517,

FRZ Al
*FER. BRI RS IFHIFTE ONTAPAR A fE A Lt E 12,
* BRRFPHFIEHMARFYIESET;, &N, BRIEKRRARZF.

EUTUEFRLZINETH RTC Bt

F15. XAZHIEHE
fER LT EI Z — X HEiR B R iiE s,
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TN . KRERARS

BXRARBIEHEE, EOMRELHRIVRTS, AELEMZERTIE, UEETEBTRISSSAEMNZ
BT Hl SR B R R,

KXFIES

* NREFEANEBSANRS, NHMENEZRITHIZZSCSITIFHEMHSHER cluster kernel-
service show, cluster kernel-service show #r < (TEpriva IR F) Al B/ BT R AR i
WS ZH R BEMERESURZT REETKS.

/1 SCSI IR RS S HEN SEBFHEMT RIRIFPER R, EREBIRZ A, BIALBRITE

8] &,

* If you have a cluster with more than two nodes, it must be in quorum. IR EE KA R ETITIRR
RFPIERIBSE R RIEI TR A EE T alse. MR AZHITH SR 2 AIE ERER ; FE0 "
RBoR5&RERD"

S
1. MNERB AT AutoSupport « M5&3d i B AutoSupport JH S22 1EBheI 2R

system node autosupport invoke -node * -type all -message MAINT=<# of
hours>h

LR AutoSupport JHEZE 1E B T2 25N

clusterl:> system node autosupport invoke -node * -type all -message
MAINT=2h

2. ZEBERIE
a. MERITHIZRAVIEH SN <

storage failover modify -node impaired node name -auto-giveback false

b. N 'y HIEEIRNEERETEZRAAMMER? i
3. ¥ZmiEHI2E 2R LOADER 12755 :

NRZIRITHZEEE. ... B4 ...

LOADER 2R BET—%,

[EEERFRE ¥ Ctrl-C , AREHIUERNEE vo
AFAIR AT IR R MIBITIEBEHI S E T EZHITHIZS

storage failover takeover -ofnode
impaired node name -halt true

-halt true B35 N\ Loaderig R i’
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IR 2 . $5EHIBSiI T MetroCluster #1

BXRARBIEHEE, COMRERLHSRIVRTS, AELEMZERTIEE, UEETERTHRISSSAEMZ
BTl SR B R R,

* If you have a cluster with more than two nodes, it must be in quorum. J1REEE KA R HEHITITIRR

RiFRERISSEARNBITINR S EE T alse. MAFIEXAZHITHISE 2 AIE ERTHR ; 550"
BrHR5KERD"

s BwsnIAE iR EMetroClusterfc RS, HETRATFEBAMEERKES:
metrocluster node show
g
1. YR ZA T AutoSupport « M@ JEHAutoSupport ;B 22 1E B &b eI ZRF:

system node autosupport invoke -node * -type all -message
MAINT=number of hours downh

LA FAutoSupport JEE 221 B ah el = 2= 61/ 6

clusterl:*> system node autosupport invoke -node * -type all -message
MAINT=2h

2. ZHBHRIE:
a. NEERIEHIZEAIERI QAL TR
storage failover modify -node local -auto-giveback false

b. N 'y HIEEIIR N EESETEZABMOIR? "AY
3. ¥ZRIEHI2E 2R N LOADER 127R4%F:

MNRZHITHIZRER ... B4 ...
LOADER &Rt BET—T,
EEFFRE ¥ Ctrl-C , ABREHIHMERFEE vo

AGHRTRERRTT WA MNSTEENEHSRENEERRERE:
RorEN)
storage failover takeover -ofnode
impaired node name -halt true

-halt true B #0&# N\ Loaderfe o
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2. HEISSEE T ANRTCHE,
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4. MEHEREEI IR AN E R A EE i,

. 18F RTC BMBIRIE, ARRKBEMARIH R TH, FEBANERBERF,
6. BMaERY, HRAETE2RETBMEF, HERMEER,
54T ENRELFIZSRIR

ERREHBEH R ER,

p
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3. — BRI LG — AT, EANRERORET, EESI RS THE
() sabssa nEes. BIRNTE NeRREEs.

IERISRRERERTEMUE. BIFREE,

4. BRI FEEZHITH2SME IEFIBTT: storage failover giveback -ofnode
impaired node nameo

S. MREEHBMAIE, BEMRBHE: storage failover modify -node local -auto-giveback
trueo

6. IR ZA T AutoSupport, MIEE/EUEZIEEBIEZRG]: system node autosupport invoke
-node * -type all -message MAINT=END,

$£54 . EEHIZE EAIETEIFN BHA
FEEMRTCE M. HANITHIBRHERBHMBIOSEEF. EHEEBIIUTHIRES: RTC

@ date/time error. Reset date/time to default RIC power failure error :Xi&
HEBWHIR. o] IS thSFE,

TE
1. fEF_cluster date show_#r <1 EIGTTIE B AV H28 L 89 B HAFIET 8],

@ NMRRFIEEERIFREL. IBIEFIED Reboot node FELIMRERNEZ v . SAG#K Ctrl-
C_BohEInEER

1. EEMEH S ENMEREFRT L. ARG EREIMAM cluster date showo
2. NEME, BfEA set date MM/dd/yyyy SE B,
3. WNBEWME, B set time hh | mm : ss @PTE GMT FIRERTE,

a. I\ B A= 23 _ERY B HAFIBYIE,

b. EMEBEFRTFIL. WAN_BYE_EHWAKPCle RMEMAHE. AREMBITHIE.
%6 P KHPEIFHHIRE] NetApp

REBEMRHE RMA RIS IEER4HIEE NetApp o "HIHEEFERBXIFMAER. BESITH,

B AAEIRIEIR- FASTOFIFAS90

SNRFAS70E(FAS0 RS RS EIRRRH I FEHEE . 5 FUER, Fifud
EEEXAEH R, BERAEHRENRGEEER, EMBEMIEHIE. EMITAIEZRANL
R & E =R ER R [E] 45 NetAppo
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BXRARBIEHEE, EOMRELHRIVRTS, AELEMZERTIE, UEETEBTRISSSAEMNZ
BT Hl SR B R R,

KXFIES

* NREFEANEBSANRS, NHMENEZRITHIZZSCSITIFHEMHSHER cluster kernel-
service show, cluster kernel-service show #r < (TEpriva IR F) Al B/ BT R AR i
WS ZH R BEMERESURZT REETKS.

/1 SCSI IR RS S HEN SEBFHEMT RIRIFPER R, EREBIRZ A, BIALBRITE

8] &,

* If you have a cluster with more than two nodes, it must be in quorum. IR EE KA R ETITIRR
RFPIERIBSE R RIEI TR A EE T alse. MR AZHITH SR 2 AIE ERER ; FE0 "
RBoR5&RERD"

S
1. MNERB AT AutoSupport « M5&3d i B AutoSupport JH S22 1EBheI 2R

system node autosupport invoke -node * -type all -message MAINT=<# of
hours>h

LR AutoSupport JHEZE 1E B T2 25N

clusterl:> system node autosupport invoke -node * -type all -message
MAINT=2h

2. ZEBERIE
a. MERITHIZRAVIEH SN <

storage failover modify -node impaired node name -auto-giveback false

b. N 'y HIEEIRNEERETEZRAAMMER? i
3. ¥ZmiEHI2E 2R LOADER 12755 :

NRZIRITHZEEE. ... B4 ...

LOADER 2R BET—%,

[EEERFRE ¥ Ctrl-C , AREHIUERNEE vo
AFAIR AT IR R MIBITIEBEHI S E T EZHITHIZS

storage failover takeover -ofnode
impaired node name -halt true

-halt true B35 N\ Loaderig R i’
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BXRARBIEHEE, COMRERLHSRIVRTS, AELEMZERTIEE, UEETERTHRISSSAEMZ
BTl SR B R R,

* If you have a cluster with more than two nodes, it must be in quorum. J1REEE KA R HEHITITIRR

RiFRERISSEARNBITINR S EE T alse. MAFIEXAZHITHISE 2 AIE ERTHR ; 550"
BrHR5KERD"

s BwsnIAE iR EMetroClusterfc RS, HETRATFEBAMEERKES:
metrocluster node show
g
1. YR ZA T AutoSupport « M@ JEHAutoSupport ;B 22 1E B &b eI ZRF:

system node autosupport invoke -node * -type all -message
MAINT=number of hours downh

LA FAutoSupport JEE 221 B ah el = 2= 61/ 6

clusterl:*> system node autosupport invoke -node * -type all -message
MAINT=2h

2. ZHBHRIE:
a. NEERIEHIZEAIERI QAL TR
storage failover modify -node local -auto-giveback false

b. N 'y HIEEIIR N EESETEZABMOIR? "AY
3. ¥ZRIEHI2E 2R N LOADER 127R4%F:

MNRZHITHIZRER ... B4 ...
LOADER &Rt BET—T,
EEHEFTE & Ctrl-C , AREHIRTRREE vo

AGHRTRAEERRT AN NEBITERENEHIZSEESEEZhirhEs
RorEN)
storage failover takeover -ofnode
impaired node name -halt true

-halt true B #0&# N\ Loaderfe o
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3. B RAFEEZ T HIZR M E EE1E1T: storage failover giveback -ofnode
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4 MREEZABIRIE, BEHMBHET: storage failover modify -node local -auto-giveback
trueo

S. YNRB A T AutoSupport, NIRF/EVEZIEBRIEIEZRA]: system node autosupport invoke
-node * -type all -message MAINT=ENDo
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@ A%= BopERFIENITANERSR, HRELXEIXHRBYEBFERFiti, MNREREET
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2. REFMFAEFA:  + system license add -license-code license-key , license-key...+
3. (IRFE, MIFRIFFENIE:

a. IBERFEHAMIFEIE: license clean-up -unused -simulate

b. MNRFIKRBRIEH, EMPFRAFBEAMNIFEIE: license clean-up -unused
4. 1A NetApp ZHFE0 TEMAKRFYIS .

° INRBE AT AutoSupport , IE&I% AutoSupport JHELUEMESIS,
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* NVMe/TCP
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