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security key-manager key query

b. EFERMBLERHIOETHPRIE, Restored HF, WHIETEIAEER (EKM 5 OKM) MISHIIEER
AR B EMINIME,

3. BREENEAEER LA THER RS E.



HNEREZEAETESS (EKM )
RIESESTH UL T, "Restored I F,

NRFAERBEHER true EBIRE !
BRI R X HASRIEEGIEE, HASHITIIIER,
NREFARETHERRE true’ T“BIRE"FIH:
a. BN EIRAERIAME D EHPHFE TR
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il. 13 [O]EIE ST
set -priv admin
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ii. Y& BB RIRAS 3R B E S,
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MNRZHITHISRER ... B4 ...
LOADER &7 #&F ¥ ZE "Remove controller module" .
EEFHRE .. ¥ Ctrl-C , ZARELIERIEE v,

AR RERRTN AR MSTEBNEHSREENEERMAERE. storage failover

i) takeover -ofnode impaired node name

élmh? S 28 B 7R Waiting for giveback... B, #% Ctrl-C , ZABEIE v

2. 12 LOADER 7754, WA printenv MIBRFIBEHIMEEE, BabREFIBEEXHEF.

() NREHRERFRTEERET, NS TEETREER.

I 2 :© 1THI28K A MetroCluster iCE
()  REORARFAWT A MetroCluster BEE, W/MEMILRIESE,

BRAZHITH R, BOTHEERISRIRS, AECERERER, UESTESNIZHIZRSREMZIRES
PR AR,

* If you have a cluster with more than two nodes, it must be in quorum. IR EEKIXE |1':F'ikj?. ﬂﬂk/ﬁﬁﬁ?
IS EREIE TR A E E R false. MAMEXFAZHITHIZS ZAIFERZER ; F80 "FHa5
EERED,

* NRIEERBIZE MetroCluster BtE, MATHIASECE MetroCluster BLEIRZE, HETRATFERBEAILE
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AT AutoSupport JHEZ IEB&HBIEBERFIF/NY: clusterl | * > system node AutoSupport
invoke -node * -type all -message MAINT=2h
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2 Btk PEHITT—D,

R EnntR MIBTTIE B RVITHISEHITITRIAIIRIEIE: MetroCluster
switchover

KB, E=HAER BEERAES, NNRAEE, BERRDEEAHER, WRITERRD)R
MetroCluster switchover &5 IR, BEXARALZF
LHTIIR, HETREREER

3. EIBITIEEREREPIZIT MetroCluster heal -phase aggregates 3%, UEHRTEIERS,

controller A 1::> metrocluster heal -phase aggregates
[Job 130] Job succeeded: Heal Aggregates is successful.

ﬂD%WE?EZ 5R, B LAER  override-vetoes' B3 EH & MetroCluster heal f1%, WIRFEALLA]
B8, WRSKEESTAMEILEERENRTR,

4. £/ MetroCluster operation show # < IIFIZIER S B 5o



controller A 1::> metrocluster operation show
Operation: heal-aggregates
State: successful
Start Time: 7/25/2016 18:45:55
End Time: 7/25/2016 18:45:56
Errors: -

S. {FH storage aggregate show MR ERSIRE,

controller A 1::> storage aggregate show

Aggregate Size Available Used% State #Vols Nodes RAID
Status
aggr b2 227.1GB 227.1GB % online 0 mccl-az2

raid dp, mirrored, normal...

6. {f MetroCluster heal -phase root-aggregates mSBERES,

mcclA::> metrocluster heal -phase root-aggregates
[Job 137] Job succeeded: Heal Root Aggregates is successful

QD%WE? AR, EEILUER -override-vetoes B EFH &L MetroCluster heal f1%, WIREALLA]
B8, WRSKEESTAMEILEERENRER,

7. B REEf L{FH MetroCluster operation show RS WIHEERIERTETMK:

mcclA::> metrocluster operation show
Operation: heal-root-aggregates
State: successful
Start Time: 7/29/2016 20:54:41
End Time: 7/29/2016 20:54:42
Errors: -
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1. MREERIEH, BEREM,

2. INFPRSLAESAEIRIRE ENWIAE, ARMTHIZRR LR TRALEN SFP (MMRFE) , HiR
B L RERR U E,

RESBERLERREP, UWEEERLELAEEREN, HLRTIERF.

3. Mzl RRM A ERME T AL ERREHBERE S,

CREF

o [ THIMICIEF, FHRFITHISHEIRIE HHAE.
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REH SRR HAFERT, IBHRESRHE R IR IRBVERER.

$28. ERBEHNER
BRI SR PR B Eh T B R IR PRI TE

1. MR EAREM, BIEMREM,
2. {EFA TEISHTHIZEEIR EA FRU BRETHREIBTh TR

3 BEHMABIINELNEERE, BEMNTMEINEPRR, AERKEBENHEMNRiEE.
C) BB REER EHdEh, EAXE R R BIERELI .

4. FERBN RASS BT RN, ARRKEERENGE,
S WERMNER, WERETEEETHEIET.
MBELE, BFREBEM TR EENENEE,

6. | T BT RLUES BN BRSNT LRI BE R,
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7. & LiIERISRIRIN S

£ 3P BRIREEREIBHNSR

&0l LUFE B L&A USB IERZE AFMGLEIZRNBINFR. BE, BAELIRESEEREE
R var Xt RS,

* B MEBE— BRI 32 (URY USB iAFIEEZE, HEBREZ/N 4GB,

@ tar.gzX MR EBEEE /D4 GBR2MIEN WP X L. EBIA32 TBHXEIAR/NATLUAE|2 TB.
{EWindows N E T B (fINdiskpart) TT:EME T 1432 GBLL_ERI32 GB73 X,

* 5RTHIZRIEITH ONTAP BRGARAHEFEIAVEIZS, A LAM NetApp 2t £ "Downloads” #3593 T4
FERZ BYBR1S:

* WNRBAT NVE , BB THIRHTET, £ NetApp HMNE FEHME,
° JIRKBA NVE , BRI THIRAFRIET, EAER NetApp BMERIIER T THIRE.
* MREMRSE HA X, MBTEBMLREE,
* MREMRFEZIMIRY, WAFENEER, BEER var XHRFEH, EBOTHRITHINMERBR,

a. Rl RRE R I SHAETRIFOXNTT, AR ERERENRFRN—F
b. EFRFELLERRE, HREFESHINRARHITHL.

EHRL, MRBHTAREKRE (SFP) , BSBEHRREE .
C. ¥ USB INfFIKmhaS il N\ IZHIZR 1R IR Y USB .
HfRIE USB MTFIRNSR REEIRE USB g MIEEH, MARE USB iEHainOH,

d. RizHISERTL-ANRRR, WRORIEFE USB IN7FIREIES, AIENOIBF USTRITH281E
REUFLL, RBORIBFHEEXRAUE, ARITEERE.

EHIR—BRLREINET, HEFBB.

e. ¥ Ctrl-C RirEmidiE, HEMBEFRATREL. MRERETBSEIBEER, 5 Ctrl-C Lk ..
MRKREBRUMHES, 5% Ctrl-C , EEFEMUUBEIEIHIFRI, AREEERIZRUShENEER.

f. ¥ FHREPE—MTHBRNARS, BEINEEBEREHITHBIR,
REFRBohHEETE LOADER =TT,

- 1f LOADER 2Rt iR EMLREE A

* NREBRLE DHCP : ifconfig ela -auto

TR ENBEIRE OB MEEELIR var XERSHAE, BT 5ia{TEERiEH
PRI HIZRHTEEB %O, You can also use the eOM port in this
command.

12



" NRERLEFDNERE: ifconfig ela -addr=filer addr -mask=netmask -gw=gateway
-dns=dns_addr-domain=dns domain

* filer_addr 2TFERZHY IP ik,

* netmask BEZE HA Boxt T SRV EIEMKZHI WKL,
* gateway EMLEHIM X,

* dns_addr Z M4 LA FRARSS2REY IP ik,

* dns_domain BIHZ A% (DNS) EH#E.

MRFEALENESE, NWEFEMERBEIRSEE URL PEATLRERE, BRFERSRN
]

@ BRIZORTEREAMSY. BXFARGE, JUEEMHRERFAMEA help ifconfig

o

h. SNRIEHISRAL FIEFRRL I EZR MetroCluster 1, MATEIR FC iEFACERELE
.. BEhEIEIFER: boot ontap maint

ii. 3 MetroCluster i [1IRENBEIFERF: ucadmin modify -m fc -t initiator
adapter name

iil. halt IREIFRI: halt
X B OFTE R ST S BB SE N,

BohiiE % — FAS8200

1EFAS8200% 4 £, M USB IRGh2REoIONTAPIE MG, LUIMERBEINF. ZSIZE1E
M USB [NZIREIEs 251, MENXHERS. WIPBMET S U REIETISE I EEiaiT, AiF
FTRBERTFRAZ TSN TN mMetroClusterfid &=,

FAS8200 R A X ZIFF IR TR EREF . AXFEMBHNEAIE.
W1 . KERARSR

;S USB IRENER/SED ONTAP BRE, EREXHRSHIIIFIETE,
IHREP BE RIS AR RABNTI R MetroCluster EL &,

TE
1. M LOADER #@/R~fT4t, M USB INEIR=IZRENMEME: boot recovery

LEBREIE M USB IA7FIRThEE T &o

2. HIRTEY, IFWARGRITIERFE LESRETHRIRARS.
3. &R var X &RL:

13



MRERY ... B4 ...
PR IE a. JAGIRTELRENEKEN, K yo
b. FETIR RFMIZHIRGBENSEINRES: set

-privilege advanced

C. J&1T restore backup #5<%: ssystem node restore-backup
-node local -target-address
impaired node ip address

d. BizH|2sMmENEERLRF: set -privilege admin
e. HRASKIRTEFERERENRER, Ky
f ERARTENBITHIZRE, & vo

T L& a. SRSHRTERRENEREN, #n,
b. RFRTINENBINRS
c. MERBFRBEHRIERE * NENEEEHAE * (BPNF) EI

MRAFRTEREER, BFRyvo

4. BERTIETSRTEISE !
a. 154228 2~ LOADER 12715
b. 5/ printenv G ¥NEIMELEIRE,

C. MNRIFBETERIZTNHEAIRE, 1A setenv environment-variable-name changed-
value B3 HFHITIENR,

d. 5/ savenv S RTFFMAIEN,

S. F— 1M EURFENRARE:
c MNBEMASKEE TIRBZEHAEIES, NSE I NVE , BHRE RIEFEXE OKM , NSE # NVE
© MRENRARLEIRFZAEIES, NSE I NVE , BERAESTHHHNTE,

6. £ LOADER &4k, BN boot ontap %,

MREEE ... A ...
ERRTN BET—%,
EFREEFEFRE a. BRIFCxHEHIZR.
b. £ storage failover show <IN BITITHIZE B ERITFH
1TRIE,

7. BEH QLR BT HlER.

8. {# storage failover giveback -fromnode local Bi<3ILIEHI2R.

14



9. EEBHR R, FM net int -is-home false MLKWEFIEZO,
WRAEEHFEEOYIA "false" , FEH net int revert AP BEXEEOREREFIFEO,

10. BizHI B RLBECBERITHIZE, AREBIT version -v 83 LAEZE ONTAP higs,

1. fEF storage failover modify -node local -auto-giveback true SiSZRABMRIEE, A

RHEIER,
B 2 © FEHIZRITINTI R MetroCluster 52
R USB IREHE§ B 5N ONTAP BRUEHIIFIFIZ T 2,
RS BEE AR RGBT = MetroCluster BCE.

ps
1. M LOADER #&RfF%, M USB INEREIERBEIREMER: boot recovery

LEBRERIG M USB II7ZIRTNEE T #io

2. HIURREY, IFMARGE SRR RR LIESNETRAIRIAR S,
3. RERMEE, BEERIE:

a. SRAGRTEEREMNEEN, & no

b. HRFIRTEENBNN, &Ry FFAERARRENIMT,

Raotiemnly, B AESFREREITRE.

4. ERZEoHEY, 1T&E Press Ctrl-C for Boot Menu HEGIE ctr1-c, HEET Boot Menu Bfi%E
FIEIN 6

S WIBMEE ERE IR E,
a. 5= 2 LOADER $#&T#fo

b. i printenv MSKWEETEIRE,
C. NRMMETERIZFNEFIZRE, 15 setenv environment-variable-name changed-

value BRI HFHITIEN,
d. M savenv B IRTFFTHMATER,
e EFRHMTRo

PIEI3NT5 52 MetroCluster & FHIER S — FAS8200

XTI mMetroClusterft BT BN R ER G, XFAS8200A 4t 1TMetroClustert/Jik
IEH%%T’EO ﬁtﬂizﬁiﬂﬂﬁ*ﬁ,ﬁﬁﬂT?ﬁ%)"ﬁwm (SVM) BOIRRZE, $ITELIES S, HHIAECE K
SREEEBETRE, BEFE SVM Mai 5 thig HEuE,

FAS8200 R A N L IFF BN R IMEIRF. AZIFEMBIN RS,
I ESNRERA =N T = MetroCluster L&
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FIg
1. BB T 225 TF enabled IRA: MetroCluster node show

cluster B::> metrocluster node show

DR Configuration DR
Group Cluster Node State Mirroring Mode
1 cluster A
controller A 1 configured enabled heal roots
completed

cluster B
controller B 1 configured enabled waiting for
switchback recovery
2 entries were displayed.

2. IIEFRE SVM EEMHRES 2B E5EM: MetroCluster SVM show

3. WIHEEREEERITHERBR LIF IR EEEMIN5EA: MetroCluster check 1if show
4. FIETIEENEEHPNEAT S E#EH MetroCluster switchback S<SHITYIEL,
5

- IEYIEIRER T EK . MetroCluster show

LHEEATF waiting for-switchback KSR, YIERRIENEIETT:

cluster B::> metrocluster show

Cluster Configuration State Mode
Local: cluster B configured switchover
Remote: cluster A configured waiting-for-switchback

HEBLT normal ASHY, YIEHEIFTTR -

cluster B::> metrocluster show

Cluster Configuration State Mode
Local: cluster B configured normal
Remote: cluster A configured normal

NRYIEIEZEER KA 8E5TR, ERILUFER MetroCluster config-replication resync-status

show BF LB EEHITHIRLAVIATS.

6. EFFEEIL{E{A SnapMirror B SnapVault BZE,

16



®[FENN%- FAS8200

EFAS8200 AL IEIRBeINT R L MENZERE. WREEREEHRERRIRAZEAEIESS
(OKM). NetAppfZfiENZ (NSE) ¢NetAppENE (NVE) NRASZEMRENT T, UREFRER
EHEIE L INMALNERIET.

FAS8200 R A X ZIFF MBI T RIMERF. FA<FFEIENTRRE,

RIECHNERAERSEEE, TAENNTRUMERSNE, NRETHECHRAEAB N EAEIERS, 7L
BEERIHN RERI R RIRERNILE,
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IREZAEIEEE (OKM )
MONTAP S Eh3R BE R AR 32 sAE 1288 (OKM) R &L

FaZ Al

BRAREEESEFUTER:
* ERANEECENEEEIEN "EREREAEE"
* "IREEAEIESENFNER"

* EAUTARRIEHERSRE ERMEEIEM & iiE:

RIEIE 2

P

X T SRITHI2S:

1. BRI A S BRI H 28 L

2. MONTAPEEhFEH, EFMEN YLD

ONTAP hRrZs priz 21 gvll
ONTAP 9.8 SR EShRZS IR0,
BB ERA

"SNAIIIEAR E A SR E IR R () AL EEEERY

Please choose one of the following:

all disks.

1) Normal Boot.

2) Boot without /etc/rc.

3) Change password.

4) Clean configuration and initialize

5) Maintenance mode boot.

(

(6) Update flash from backup config.
(7) Install new software first.

(8) Reboot node.

(9) Configure Advanced Drive
Partitioning.

(10) Set Onboard Key Manager recovery

secrets.

(11) Configure node for external key

management.

Selection (1-11)2? 10
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ONTAP (R i1yl
ONTAP 9 7R ERhRZA EFRPRIAIN recover onboard keymanager

7/

BB ERA

Please choose one of the following:

(1) Normal Boot.

(2) Boot without /etc/rc.

(3) Change password.

(4) Clean configuration and initialize
all disks.

5) Maintenance mode boot.

(

(6) Update flash from backup config.
(7) Install new software first.

(8) Reboot node.

(9) Configure Advanced Drive
Partitioning.

Selection (1-19)7?
recover onboard keymanager

3. WIS, EHINERSEMREMELIZ:
BRRHRTRET

This option must be used only in disaster recovery procedures. Are you
sure? (y or n):

4. MNEESCENERZIEM X,
MNEEEY, EHafRREMEBARS.
BRI
Enter the passphrase for onboard key management:

Enter the passphrase again to confirm:

o BHANEMEER:

a. ¥E5M5M BEGIN BACKUP 17ZI END BACKUP 1THIFRERS, SIERITS,
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BRI

Enter the backup data:

—————————————————————————— BEGIN

BACKUP————————————— -
01234567890123456789012345678901234567890123456789012345678901
23

12345678901234567890123456789012345678901234567890123456789012
34
23456789012345678901234567890123456789012345678901234567890123
45
34567890123456789012345678901234567890123456789012345678901234
56
45678901234567890123456789012345678901234567890123456789012345
67
AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAARAA
AA
AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAA
AA
AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAARA
AA
AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAARAA
AA
AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAA
AA
AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAARA
AA
AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAARA
AA
AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAA
AA
AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAARA
AA
AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAARA
AA
AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAARA
AA
AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAA
AA
AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAARA
AA
AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAA
AA
AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAA



AA
AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAARAA

AA
AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAA
AA
AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAARARA
AA
01234567890123456789012345678901234567890123456789012345678901
23
12345678901234567890123456789012345678901234567890123456789012
34
23456789012345678901234567890123456789012345678901234567890123
45
AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAA
AA
AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAA
AA
AAAAAAAAAAAAAARAAAAAARAAAAAAAAAAAAAAAAAAAAAAAAAAANAAAAANAAAAANAA
AA

——————————————————————————— END
BACKUP--————————— = —————

b. M ANRBLERE, BRREER,
mELETN, FETUTHES:

Successfully recovered keymanager secrets.



BRI

Trying to recover keymanager secrets....

Setting recovery material for the onboard key manager
Recovery secrets set successfully

Trying to delete any existing km onboard.wkeydb file.

Successfully recovered keymanager secrets.

R b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b db g
khkkkkhkhkkhk ki hrkkhkkhkkkkkhx

* Select option " (1) Normal Boot." to complete recovery process.
*

* Run the "security key-manager onboard sync" command to
synchronize the key database after the node reboots.

R b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b i b b b b b b b b b b Y

R b b b b b b b b b b b b b b b b o d

@ MRETHHHERAEUTARS, B7N#HEEIE{E. Successfully recovered
keymanager secrets . H{THPEHIFRULEEIR,

6. 3R 1" MBI B4R R ThiH NONTAP,



10.

BRI

R b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b g

R IR I e I b dh db I b I b db b Ib b 4

* Select option " (1) Normal Boot." to complete the recovery

process.
*

R R i e S i b I b b b b 2h b b dh b Sb b 2 dh b b S b dh b b S b dh b b dh b db b db db b b b b 2h b b dh b db b b db b b Sb i db b 4

R b b b b b b b b b b b b b b b b b

(1) Normal Boot.

(2) Boot without /etc/rc.

(3) Change password.

(4) Clean configuration and initialize all disks.
(5) Maintenance mode boot.

(6) Update flash from backup config.

(7) Install new software first.

(8) Reboot node.

(9) Configure Advanced Drive Partitioning.

(10) Set Onboard Key Manager recovery secrets.
(11) Configure node for external key management.

Selection (1-11)2 1

A Hlgg TR e EmUTMER:

Waiting for giveback..(Press Ctrl-C to abort wait)

KT ERINFIERIZSE

AR HIEE -

storage failover giveback -fromnode local -only-cfo-aggregates true
KT RIIEHIRE:

{XfER CFO BERMfE, AP EAEESE:

security key-manager onboard sync

HIGRREY, WMAERSCERRSEAEIESRTEE.
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1.

12.

13.

14.

BRI

Enter the cluster-wide passphrase for the Onboard Key Manager:

All offline encrypted volumes will be brought online and the
corresponding volume encryption keys (VEKs) will be restored
automatically within 10 minutes. If any offline encrypted
volumes are not brought online automatically, they can be
brought online manually using the "volume online -vserver

<vserver> -volume <volume name>" command.

(D NRED AT, MREISEHETRT, FESHEMES. MRRAPKY, NTEREISEE
R ZAIETHEIRERS. B7HERE, HEHRGEILERRPRIIALE,

HIAFREZRYIERY .

security key-manager key query -restored false

ZE R AMNREERER, MREMERER, BFEERTHS, BEIRBEERELENLL,
KT AR HIZE:

IR 8R

storage failover giveback -fromnode local

NRFERT Bk, WERE:

storage failover modify -node local -auto-giveback true

SR B AT AutoSupport. MR ER B &hIEEZRA]:

system node autosupport invoke -node * -type all -message MAINT=END

SNEBZIAETERS (EKM)
MONTAPE o ER RN R IAEIRSALE,

Friaz a0
MB—PEET REEDPREUTXHE:

p

*Icfcard/kmip/servers.cfg X4 a3, KMIP AR5 28tk Alim O
*/cfcard/kmip/certs/client.crt' XX (& FiIiE+H)
*/cfcard/kmip/certs/client.key X4 (Z P IHZEH)
*/cfcard/kmip/certs/CA.pem X (KMIP 5528 CA IE$)

&



KT R HlE

1. A E IR R R ST HI28 L
2. JEIREIR 11" MONTAPB SIS &,

ERBhRERA

3. HIMERAY, FHRIAEEWRERIFRER:

Normal Boot.

Boot without /etc/rc.

Change password.

Clean configuration and initialize all disks.

Maintenance mode boot.

Install new software first.

Reboot node.

Configure Advanced Drive Partitioning.

) Set Onboard Key Manager recovery secrets.

(1)
(2)
(3)
(4)
(5)
(6) Update flash from backup config.
(7)
(8)
(9)
(10
(1

1) Configure node for external key management.
Selection (1-11)2 11

BRI

4. HIRREY, FRATFPRNRSSRES:

o

e o

®

Do you have a copy
{y/n}
Do you have a copy
{y/n}
Do you have a copy
Do you have a copy

of the

of the

of the
of the

/cfcard/kmip/certs/client.crt file?

/cfcard/kmip/certs/client.key file?

/cfcard/kmip/certs/CA.pem file? {y/n}
/cfcard/kmip/servers.cfg file? {y/n}

WMAEPIRIER (clientert) XHHIAZR, 81E BEGIN 1751 END 17,

- BAEFmZE (clientkey) XHHIRNZE, B#E BEGIN #1 END 17

N KMIP BR5588 CA(s) (CA.pem) XHRZA, BFE BEGIN 1 END 17,

BHAKMIPARSS 28 Pt

- HIN KMIP fRSZ88im 0 (3% Enter $2{ERERIAIRO 5696) o

25
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Bl

Enter the client certificate (client.crt) file contents:

Enter the client key (client.key) file contents:

Enter the KMIP server CA(s) (CA.pem) file contents:

Enter the IP address for the KMIP server: 10.10.10.10
Enter the port for the KMIP server [5696]:

System is ready to utilize external key manager(s).
Trying to recover keys from key servers....

kmip init: configuring ports

Running command '/sbin/ifconfig e0M'

kmip init: cmd: ReleaseExtraBSDPort eOM

WmEPIETTR, HERUTHR:
Successfully recovered keymanager secrets.
Er vt
System is ready to utilize external key manager(s).
Trying to recover keys from key servers....

Performing initialization of OpenSSL
Successfully recovered keymanager secrets.

O. JEFRETN 1" MIBBISR B ER R Th i NONTAP,



BRI

R b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b g

kAhkKkkkhkhkkk kKX kK

* Select option " (1) Normal Boot." to complete the recovery

process.
*

R R i e S i b I b b b b 2h b b dh b Sb b 2 dh b b S b dh b b S b dh b b dh b db b db db b b b b 2h b b dh b db b b db b b Sb i db b 4

Xk kkkkkkk kK

Normal Boot.

Boot without /etc/rc.

Change password.

Clean configuration and initialize all disks.
Maintenance mode boot.

(1)
(2)
(3)
(4)
(5)
(6) Update flash from backup config.
(7) Install new software first.

(8) Reboot node.

(9) Configure Advanced Drive Partitioning.

(10) Set Onboard Key Manager recovery secrets.
(11) Configure node for external key management.
Selection (1-11)2 1

6. MNRFLAHT BERE. WERE:

storage failover modify -node local -auto-giveback true

7. SNR B AT AutoSupport. MR BhelEZ=A:

system node autosupport invoke -node * -type all -message MAINT=END

EHPEER4HIR[E4E NetApp - FAS8200

RIBEMHREMEY RMA iR BRIG AR 4R ] NetApp o "HHMFREIFIER"EXIFAER. 1
=

DUH

FAS8200 R A X F MBI RIMERRERF. FAXFFHIBEN TS,

FEHEFIEIR— FAS8200

NRHRGUEM T —5% AutoSupport  (ASUP ) JER, feHiThssRRERMA, NiiEik
IERFERIR; BN ZFEERE TR,

ll_a\

REREEEREFERZANRFEANR,
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- REEFIER EMHIEE N, BIEF S BIERIMEFIERPNFAELRIE, FRIIEFERETEEHK
&

o IBPRETFIEIR ERIEIE: system controller flash-cache secure-erase run -node node
name localhost -device-id device number

@ JH1E1T “system controller flash-cache show IR &R 4Ni&EFlash Cachei®&ID. <,

o INIF BT BEMEFIEIRPIRFREUE: system controller flash-cache secure-erase show
* ISR PR LR A B IR I BBV FRU 4814

$1F: XARHRITHIZE
RIEFERSERAERENTR, ErIUERFRNEEXAZZRERRVERE.
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TN . KREHELE

BRAZHEHEE, COMRELHRIVRTS, AELEMZERTIE, UERTEBTRISSSAEMNZ
BT Hl SR B R R,

KXFIES

* NREFEANEBSANRS, NS MENEZRITHIZSSCSITIFHEMHSHER cluster kernel-
service show, cluster kernel-service show #r < (TEpriva IR F) Al B/ BT R AR i
WS ZH R BEMERESURZT REETKS.

/1 SCSI IR RS S HEN SEBFHEMT RIRIFPER R, EREBIRZ A, BIALBRITE

8] &,

* If you have a cluster with more than two nodes, it must be in quorum. IR EE KA R ETITIRR
RFPIERIBSE R RIEI TR A EE T alse. MR AZHITH SR 2 AIE ERER ; FE0 "
RBoR5&RERD"

S
1. MNERB AT AutoSupport « M5&3d i B AutoSupport JH S22 1EBheI 2R

system node autosupport invoke -node * -type all -message MAINT=<# of
hours>h

LR AutoSupport JHEZE 1E B T2 25N

clusterl:> system node autosupport invoke -node * -type all -message
MAINT=2h

2. ZEBERIE
a. MERITHIZRAVIEH SN <

storage failover modify -node impaired node name -auto-giveback false

b. N 'y HIEEIRNEERETEZRAAMMER? i
3. ¥ZmiEHI2E 2R LOADER 12755 :

NRZIRITHZEEE. ... B4 ...

LOADER 2R BET—%,

[EEERFRE ¥ Ctrl-C , AREHIUERNEE vo
AFAIR AT IR R MIBITIEBEHI S E T EZHITHIZS

storage failover takeover -ofnode
impaired node name -halt true

-halt true B35 N\ Loaderig R i’
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BRI 2 ¢ $EHIZR I FWT = MetroCluster H1
BXAZHITHIZE, BHIRERHIZSRES, FEVERYIRITHEIZS, UESITIEENITHSSSREMNT
BT HI2sE B IR AR,
XFIbESE
s BAEIIRES B REFRIFERELTITARS, UENEITIEENITHIZS A,

BB
1. ¥€7 MetroCluster RS UBE ST HI2S R C B EIZTIEEAVITHIZE:. MetroCluster
show

2. IRIBRERET BohtIifR, WERTRULHR(E:

WMRITHIZZZH ... B4 ...

B Btk PEEMIT I —F,

EN=EIE MBETTIEBREHIZSMITITRIRNTIIRIZIE: MetroCluster
switchover

KENR, BEEER EERFEE, MRARE, BREEAHER, NRLERER

MetroCluster switchover [Bl@fEARAER, BEARBE AL,
Z‘E LTI, HEUIRERS

3. FIBITIEERERPIZIT MetroCluster heal -phase aggregates B%, UEHRETHIEER
A
Ro

controller A 1::> metrocluster heal -phase aggregates
[Job 130] Job succeeded: Heal Aggregates is successful.

MREBEWT IR, EOJLIFER  override-vetoes’ S EFH A MetroCluster heal 88%, WIREF
Rtk Rl kS, ')"J,%éjtﬁl-rgiﬁﬂﬁﬂjﬂﬁﬁ?sﬁfﬁE’]E’XE/J&O

4. {§F3 MetroCluster operation show 8 < IIHEERE B 520

controller A 1::> metrocluster operation show
Operation: heal-aggregates
State: successful
Start Time: 7/25/2016 18:45:55
End Time: 7/25/2016 18:45:56

Errors: -

S. fEH storage aggregate show YREREIRS.



controller A 1::> storage aggregate show
Aggregate Size Available Used$% State #Vols Nodes
RAID Status

aggr b2 227.1GB 227.1GB % online 0 mccl-a2
raid dp, mirrored, normal...

6. {f/ MetroCluster heal -phase root-aggregates mYBERES

mcclA::> metrocluster heal -phase root-aggregates
[Job 137] Job succeeded: Heal Root Aggregates is successful

MNREBEWT R, ERILIER -override-vetoes S EH AH MetroCluster heal 885, WR{ER
A% SE, NARFRKESTMAELEEBERENIRE R,

7. EBPREEEE L MetroCluster operation show L WIHEEIRERT BT :

mcclA::> metrocluster operation show
Operation: heal-root-aggregates
State: successful
Start Time: 7/29/2016 20:54:41
End Time: 7/29/2016 20:54:42
Errors: -

8. ERMITHERIR L, WiFFEIR.

5528 FTFHHERIZRRIR
BihEEHRRASNANS, UMM RGREMEHEER, ARBEH MRS ER ERER.
1. MREERIEH, BIERE.

2. IMFRGLPERAEIRRE ENHIEE, AREMTHIBER LR TRALLM SFP (IRFR) , HiR

TR AERR B
RGABELLERRER, WEEEMRELLERREN, S487/8F.
3. Mzl R A ERME T AL ERREHBERE 3,
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e CRIEF

O [ THIMICIEF, FHRRFITHISHERIB HAE.
RriEH s R R HAFERT, IBHRESRHE R SR IRBVERER.

533 BRERNINIEFRR

%Eﬁﬁ%ﬂﬁﬂ%ﬁﬁtﬁ%MQPUe%m%ﬁﬁﬁ,%ﬁﬂﬁﬂ%¢%ﬁ%#ﬁ%ﬁﬁ5%m%ﬁﬁﬁ

BRGSO IRERERMT, BEBRATENER:
* EXTARSERENEFIRRI VAR IER Y,
g

* ERISHFEERE
* FREASRPHNIEEMARHSIIEREIT;, S, OB RRARSR .

o

a. HEPTHISRRREBHEFERAFHET,
I IR RS
i. RS
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FRAGANEFRREETHNMEE, BOABRT, RE—TMEELTFSARS.

a

WMRBFMEFRR, BRET—F; NREEMEFER, BREZERHIING.
- BEFRRIAG SN THEGEEXNTT, ARBERRENGE.
- WIERFRERE R BB EEEET.

(on

(9]

MBELE, FH TREFERFIEENENGE,

o

- EfRiEH R TR, MIRSEFRRINT ERBERE.
- WIREEENEFRR, BEE LRP R, RIEFEXFITHIZREIRER-

0]

£ 4T ENLETHIZE
FHUTHBIRIRPVAME. BITERSNFERERLEITHBRIR,
1. BiEEH S RRIKRIHSHAERNFOXNTT, AEBEHSBRREREANRAN—F

@ BIRER SRR EBANAET, FRIFRFIETIEXF R,
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2. IRIEREENNRF AT

NREEE T EEREE (QSFP 3 SFP) , FICBEFEANAENERREEN.
3. FERTHIBREIRAVEIT R

IERISRREN AP e M E I BN FIR R

a. EMIBFATAUENERT, BIENTHISEER, BEEIESPRATEMA, AEFHEIEF
A LEMEME.

()  #EsIsERRANAES, BRAEA, UGHRTEES.

b. XTI EIRE @ ICINF FREARE],
C. MR MAEMLZELGATIEILE, BEHTEZEE,
d. ERWIFEISAEIELASIEISE.

% 5% YEIINT & MetroCluster BiiEFHIERS

SN RIE A ST = MetroCluster EEE,

T
1. WIEFFAT RSB AT enabled K& MetroCluster node show

cluster B::> metrocluster node show

DR Configuration DR
Group Cluster Node State Mirroring Mode
1 cluster A
controller A 1 configured enabled heal roots
completed

cluster B
controller B 1 configured enabled waiting for
switchback recovery
2 entries were displayed.

IOUEFRE SVM EHEFRIP BB ETEM: MetroCluster SVM show
IIHMEEREEERITHEMBD) LIF T2 ST ERKIN5EM . MetroCluster check 1if show
FEIBTEENERFPIER TS m EFH MetroCluster switchback s3HITHIEL

IEYIEIRER B ESE . MetroCluster show

o &~ W b

HEEHAWTF waiting for-switchback KSR, YIEHRENEETIT:
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cluster B::> metrocluster show

Cluster Configuration State Mode
Local: cluster B configured switchover
Remote: cluster A configured waiting-for-switchback

HERAT normal K&, TIEHEIETEM. -

cluster B::> metrocluster show

Cluster Configuration State Mode
Local: cluster B configured normal
Remote: cluster A configured normal

NRYIEIEZEER KNG A 8E5TR, ERILFER MetroCluster config-replication resync-status
show IR INEIEEHITHELIIKS,

6. EFEII1E SnapMirror B SnapVault BZE,
F6d: FTRREIRIEE
RIBEARMA RMA RBRISHRIEER4BE NetApp o "SFHELIF B G XFMELR. HESNTHE,

HAE

HFaE R — FAS8200

BEHANE, ERIRZEANERNER, RBEMERISEREEFRE, ARFLEN
REAARSANVERZ B EE RN SRR SRRV,

RGPRFE EMAMH R AIERIRTT; SN, BRI RKRAZ .
* EFEILORBIIRED B S RGUSTHFHIFRE ONTAP IRAE SR,
* RWE ISR, RIKEEREHBEREERVE, FEULAFEZ NetApp BIFTAH M.
* IMREPBREMA ST WTFRTHIEER, STREFPHNRSKT2HE, BoPEEERE,
K= 28— FAS8200
BEBRANAE, BAKAEHIEE.
®IN1 . REHEE

WHERERATEENTREENRY., AXEHIPERNEEXANIEAEE, B8N "EEXxAMNBEEER
SRR T e —NetApp RN E",
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HRIRIEEE U ERRRMERE:
° ONTAP BYZSH# B 12 53 4R
° BMEHIRBMCH AR,
HRRERAEHRTERAFENIANILS,
ERXHAZ BIRIES .
° PUTHEM "RAATITIRRIEE
° Y5ONTAP AR EIRFRIEZINARZS,
° FRAREMIRNR "Active 1Q EREEEMNI" B FREASMBPEMSKE. HlIINRSAM ERILED,

p

1.
2
3.
4.

10.
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WISSHEREISER. NECAAHITH A LMEICRBRMATH & NERFTHIEATRER,
FLEFRE & P iR/ EN1517]NetApp 2 4t L RIZHE.

HIFIERE DR,

YNRE AT AutoSupport. MZAIEBIRSEA. FHERASTITAN 2 KATE

system node autosupport invoke -node * -type all -message "MAINT=2h Replace
chassis"

HAE R S8 T mAYSPEBMCHELE

system service-processor show -node * -fields address

B &EE#Shell:
exit
R _ E—FHmH S5 HAERT B IPHEEE SSHE R EISPEBMC LU EITH E,

NREEANZRER Q/EICABRK. BEAEENEFEERRRERIIEN R,

- EERHWAFRNR TR

system node halt -node <nodel>,<node2> -skip-lif-migration-before-shutdown
true -ignore-quorum-warnings true -inhibit-takeover true

3t F{E R TEStrictSynciR =, N1 TEIEI S SnapMirrorfY5E8%. system node halt -node

(:) <nodel>,<node2> -skip-lif-migration-before-shutdown true -ignore
—-quorum-warnings true -inhibit-takeover true -ignore-strict-sync
-warnings true

NRHIMATIRR, IBAERHFRIESMEHISERN Yy
Warning: Are you sure you want to halt node <node name>? {y|n}:

FEHEMERISREE. ARETRMAREFRTR.
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BN 2 @ $EHIZEK AT = MetroCluster iL &

—_y—

BXRAZFITH R, EBOTHEERISRAINS, AECENIHUEE RS, UESITES RIS MRS
ZaiF iR it EkdE.

KXFIAES
* BRI IHRES R REFRFERA T RS, UERNGITERNERISEMHE,

S
1. #0& MetroCluster RS LUHEZHITHIZE 2 E B B EIZTIEFRITHI2E . MetroCluster show

2. IRIEREBRET BENR, WETRESIRME:

NRITHIZI T2 ... A ...

B Btk PYEHITT—D,

KBt MIBTTIE B RVITHISEHITITRIAIIRIEIE: MetroCluster
switchover

KB, E=AER BEELSRER, NR0TEE, BERRRATERAER, WNRITEMRRBR
MetroCluster switchover Bp iR, BERARATF
LTHITUIMR, HEUMMBERER

3. EIBITIEEREEPIZIT MetroCluster heal -phase aggregates 3%, UEHRTEIERS,

controller A 1::> metrocluster heal -phase aggregates
[Job 130] Job succeeded: Heal Aggregates is successful.

MRBEWD R, EEILIEER ° override-vetoes’ BEEH &L MetroCluster heal 83, WRFEAILLA]
B, WRASKESZTMEILEERIENRE R,

4. f§/ MetroCluster operation show S IIFIZ1ER S B 5o

controller A 1::> metrocluster operation show
Operation: heal-aggregates
State: successful
Start Time: 7/25/2016 18:45:55
End Time: 7/25/2016 18:45:56

Errors: -

S. fFH storage aggregate show LR ERESIRE.
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controller A 1::> storage aggregate show

Aggregate Size Available Used$% State #Vols Nodes RAID
Status
aggr b2 227.1GB 227.1GB % online 0 mccl-a2

raid dp, mirrored, normal...

6. {f/ MetroCluster heal -phase root-aggregates Y BERES,

mcclA::> metrocluster heal -phase root-aggregates
[Job 137] Job succeeded: Heal Root Aggregates is successful

MNREBEWT R, ERILIEER -override-vetoes 23 EH A MetroCluster heal 885, WRFEALLA]
EBH, WRSKEESTMIEILEEIRIERNIRTIR,

7. EEI¥REEEE L MetroCluster operation show SIS WIHEEIRERT BT :

mcclA::> metrocluster operation show
Operation: heal-root-aggregates
State: successful
Start Time: 7/29/2016 20:54:41
End Time: 7/29/2016 20:54:42
Errors: -

8. ERMITHERIR L, WiFFEIR.

ERIEH— FAS8200

BFEREWERNER, NBEMERIZSEREENRNGE, ARRKKEVERIRFTIEFZH
A E A SZ AR S HEE 1.

F1%: BEER
SAER, BELER, FEXABNETIRR, BARRAEENT, AR EIRIE EHHT

&z

1. NSRRI REEM, BIEREM,
2. XA RFEI IR
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a. XHBIREEIRF X,
b. THREIRAEERS, ARMEIRKTEIRLZ,
C. MEEIRIK T EEIRE,



S BWTHEIROIBF ENRRAS, ARRKARIEFREZITLITUE, UMPIRERER,

B
2]

LA BRI B

39



RN LED

i F

FE TR B E AL

4. RN RS
(D oTaRd, SReRRFaREEs.

S WHAFMEHRFEE ERPE,
6. ANFXERFLSHBES ZFAETRAONTT, AEEALREFREREEEAIE.

RAAREME, RESRRE.
() #EREEARGE, WIRATA. CTESBRTEES.

7. BAMMREROGIEF, EEHT2EEINET, ARROREBFEEXAME, HBROREFEREMF
NEIBEMLE,

8. EfERBIRY, HEMARRAMENFISHEEREIR,

()  OEERLEEIER. LSRR,

B2 BENEB
EHANFERIS KB RIR K — RV ERIES.

1. MERE, BFAMIFEERE—MNNAD, AERKENAE, BERMIFEER ERIKAARE LA
> MITET TR,

2. ATMRRBEROEF FRRRES, ARRTOREF.
R RIRZ MAFERS H— o
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N o o &

CEeiEF

KBS 1RIR

LA BRI

RERIRE T LED

RRBRRMNEREENL, BRAECHTSHFREZRER, EEIIMIEREL.

C) ﬁ%ﬁﬂ%go%%%ﬁ@%?ﬁ?ﬁ&ﬂ%ﬁﬁ%ﬁ%,u%ﬁ%%MMﬁ$Mﬁ#ﬁ&
BHIASHE,

R KR IRRIRTE—55

MHRFIBENBRREE AT R,

RXBEREFOXNTT, ARBEBAE, MMTEERBNELE.

BN BEERORIEF, EHET2EERNET,

NEBERTEE A, MEBFRBHAS.
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8. BORIBFH ELREIEASMUE, BERABIEFFERABFAIMEMUE.
REEEEMLE, X5 LED N2EBRIE, HERERERIBITEE.,

0. WHRNBIEREE FRTE,
10. B8R SERAAEEIITT, AEBHEIRERENIKI R L,

3% HTTHIZRER
EEHRANE, ELTMIBHFEFE TEHIZEER,

1 MBS ASMES A EIRIRE FRWIAE, ARMTHIZSER HIRTRALLAM SFP (IRFEH) , HiR
T A BVIER B

RGKBERLERRER, WEEEMRELLERREN, S487/8F.

2. NERIRERNEERNB TALEREEHFERE 3.

41733

42



L F

4. BTHLORBF, FIRREHIZRRRE LS.
REh SRR LAFERT, IBHRESHHE R B3R IRBIERER.
O BEHSBERRELRENUE, MRVETAHMERSER, BEE LRPE,
% 4% MgENRIRFHEFERIFE
BRI MR ENRERFNERE T IENE, AEAEREZANSE,
1. MHNFERE REN T EET.

(D) mRRGLTFRGHES, NTEEEDTEBHREZLE.

2. EFR=ZTAREST, BIENEBHASHEFRNRSNIORENRDTH L R, AERKERE—S.

3. IR KM, FIERREM,

4. BREI= AAR, BEBIREERNES I SERFVEFRNRSNBIRENRTN L TR, KERNEZTEE

IRENRERFEHAER,
o BT 2B NREVRIRSAIER,
6. &£/ MIBHFEPEI T RVRE DS FERTEREE BIIR SR RS E,
7. MREARREER, BREER.

B 5T RERITHIEE
RiEw R RN EMEMASF R EEFERE. BHE.

X TFER—HAEFEERMEHISFRIRN HA X, ZEEHZERNINFLNEE, RA—BERET2ENE

. EREEREFR,
1. B IRIOR I SRR O, BRI R\ RAN—E,
(D) wosssBmREEANES, RIERGHIETERER.

2. BIEH e EMERITRIRER, AREMERERERD.
S MNREAMNBEPLEE_NM=HeR, BEELRSE,
4. STRUEHIERIRIRAI LA
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MREVRFENAT ... REHITUTITE ...

HA %t a. EORIEBFAFHAMUERNBERT, BOEANTHISRER, HEE
S5iRATEML, AERLREFESLIBEME, ITRITHIZE
RREEORIEF ERVERERTT,

C) RiEh S RRBANFER, B7ANEK, LRk
HiERER.

b. INREHAREBMEEMSLERILE, FEMLEZIRE.
C. fERWINHEIBAR LS E FIS L EIRIRE,
d. HHEPHE - MEFISRRES EIRT R,

—MIRIIECE a. FORBFLTIIAMUENFERT, BOENTZHISERR, BEE
S5irATEMN, AERLREFES LIBENE, ITRITHIZE
RREEORIEF ERERERET,

C) RiEhSRRB AN, B7ANEK, Rk
HiERER.

b. MNRHAREMLEEMSLETLE, BFEMLEZIRE.
C. fERWINHEIBAR LS E FIS L EIRIRE,
d. EBfLETAER, AERIT D,

O WHIFERITENEIR, ARHTHER.
6. BEMEHBR B ELIPR:

a. BN EHIRRFIEEEIE, MNREEZHE Press Ctrl-C for Boot Menu , && ctrl-c LAFER
Bahid g,

@ NREAREBEMIRT, FHEEHISBRIREENE] ONTAP , IFHIA halt , AFE
LOADER #ZRTFFHIN boot _ontap , HEHIMERINIZ ctrl-c, AREEMUIE,

b. MBThREH, HEERAEFEIIEI,

RRHEIFECE— FAS8200

B TIRBEGHHIIRMARBEFFOR, IIEHENHARS. YIEIREHEHEIRAEE[D]
#&NetAppo

%1% WIEBFRENEN HA RS
W IEIENFERT HARTS, HESENERMILASULEEHNARREE,
1. EEPET, ME—IZHISRIR B R ATHIS EIRMMFEN HAKZ . ha-config show
PRB MR HA KSEBR AR R
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2. MRANEETHRFRESSENRAREFLAL:

a. BN HAJRE: ha-config modify chassis ha-state
HAKRESHERILIZUTEZ—: ha *mee * mcc-2n *mCCIP * non-ha

b. #INREBEEN: ha-config show
3. MNRERMITIIRE, BEMMNARANHERE D HITHE,
4 —F 5&/;&?/@\57?\2%@3%0

QD%IQ\EIJ/%’JLT_La: %B/A\ ann
—HIRIIECE a. JBH4HPIRIN; halt
b. %% "[F{ESTREIIE"

55— MEHISFRREY HA X IRHAPIRTL: halt HEHE 2R LOADER R

%2545 TEWT EMetroClusterfit & RFHILIE &

SN RIE A IH ST = MetroCluster EE &,

P$IE
1. BB T 22 BT enabled IRA: MetroCluster node show

cluster B::> metrocluster node show

DR Configuration DR
Group Cluster Node State Mirroring Mode
1 cluster A
controller A 1 configured enabled heal roots
completed

cluster B
controller B 1 configured enabled waiting for
switchback recovery
2 entries were displayed.

2. IIEFRE SVM LMEFHEL BB ETTM: MetroCluster SVM show

3. WIHMESRMEEENITHNERBS LIF THEEEMINGTM: MetroCluster check lif show
4. EETEENEHFNEAT R LFEA MetroCluster switchback LHITHIEL

5. WIFIEHRIER B ESEM: MetroCluster show

LHEEATF waiting for-switchback KSR, YIEHRENEIETT:
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cluster B::> metrocluster show

Cluster Configuration State Mode
Local: cluster B configured switchover
Remote: cluster A configured waiting-for-switchback

éﬁﬁlzj: normal )Ij(n_.\E—.I-y tﬂ@*ﬁé«ﬁ%ﬁzo .

cluster B::> metrocluster show

Cluster Configuration State Mode
Local: cluster B configured normal
Remote: cluster A configured normal

NRYIEIEZEER KNG A 8E5TR, ERILFER MetroCluster config-replication resync-status
show IR INEIEEHITHELIIKS,

6. EFEII1E SnapMirror B SnapVault BZE,

% 3 & EHIEERFIRE] NetApp

REREMREME RMA R FEER RO NetApp o "EHREFIEREXIFMER. BEINTHE.

bl
1 B3R IR BT A —FAS8200

B NEEEIIRET BIEIRFMH, H AR ONTAP 12{E ARG AIEF EHIVEIIR R
.
* FREIRCh2SZREBHAINIE B T,
* MR ARSKEBV_StorageAttachiFr]iE. MERITIHIIZZHI. SIS EHMNELE,

F MBEORGMT HART, FTRRRFOEHBATESEEEABROEHR ERRESE P
BRI ") o

* NREBRSXA MetroCluster BLE, NAHNEF—T "EEERNMERESIR" UHE ST NERLE
EP R

NRXZBENERRIRESRE , BHEE, HiTHIsE/ \1THI28 MetroCluster BL & HiEHI23 0T HISS S 12
ESB 5 HA X pYiTHI2E LB, No MetroCluster-specific steps are required because the failure is
restricted to an HA pair and storage failover commands can be used to provide nondisruptive operation
during the replacement.

* RS R A RIBERAREE B F oGRS EN DECL replacement 1THIZRHIT B
ENARIRIRES BRI R HIT I RN 28 E T 0 Bo
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* BRTRHRIRA G IR MR R LR EIBYEA FRU At
* BTG IERI SR IR B RONER R S KB RIEHISFRIR, R R BIREH SRR AR RS,
* BB IIRFD BB UEMIX T3 B IR EhEE 5,

s FUIRIEL B b, BINgEIEMNSHITHIZSEE replacement =528, LUE replacement =621 5 IHIT
Hl2FE IR R HRZASHY ONTAP /=251,

* BRI SRR 15 M IBIT RIS RIRE MR SR RBMIE T P i R 5 BRI ER PCle

"NetApp Hardware Universe"
* BEUEERNRE LA U TP RPRGS:
°© RIIEH R RIS B E MBI R,
° replacement ITHIZZE— M HITHIZE, AT ERZHAVITHIZE,
° health =25 21517 1IE B HITH 28,
* BRI RIZR VI & 4 IR B S A S .

IR ER AR MIRED BANCR, MUEER LN BT 2 Al EB E B E R n] U TR HEERo

KR 28— FAS8200

RIEFERSEAEENTRE, ErIUERRERNEREXADHEERBRERIZS.
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https://hwu.netapp.com

TN . KRERARS

BRAZHEHEE, COMRELHRIVRTS, AELEMZERTIE, UERTEBTRISSSAEMNZ
BT Hl SR B R R,

KXFIES

* NREFEANEBSANRS, NS MENEZRITHIZSSCSITIFHEMHSHER cluster kernel-
service show, cluster kernel-service show #r < (TEpriva IR F) Al B/ BT R AR i
WS ZH R BEMERESURZT REETKS.

/1 SCSI IR RS S HEN SEBFHEMT RIRIFPER R, EREBIRZ A, BIALBRITE

8] &,

* If you have a cluster with more than two nodes, it must be in quorum. IR EE KA R ETITIRR
RFPIERIBSE R RIEI TR A EE T alse. MR AZHITH SR 2 AIE ERER ; FE0 "
RBoR5&RERD"

S
1. MNERB AT AutoSupport « M5&3d i B AutoSupport JH S22 1EBheI 2R

system node autosupport invoke -node * -type all -message MAINT=<# of
hours>h

LR AutoSupport JHEZE 1E B T2 25N

clusterl:> system node autosupport invoke -node * -type all -message
MAINT=2h

2. ZEBERIE
a. MERITHIZRAVIEH SN <

storage failover modify -node impaired node name -auto-giveback false

b. N 'y HIEEIRNEERETEZRAAMMER? i
3. ¥ZmiEHI2E 2R LOADER 12755 :

NRZIRITHZEEE. ... B4 ...

LOADER 2R BET—%,

[EEERFRE ¥ Ctrl-C , AREHIUERNEE vo
AFAIR AT IR R MIBITIEBEHI S E T EZHITHIZS

storage failover takeover -ofnode
impaired node name -halt true

-halt true B35 N\ Loaderig R i’
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BRI 2 ¢ $EHIZR I FWT = MetroCluster H1
BXAZHITHIZE, BHIRERHIZSRES, FEVERYIRITHEIZS, UESITIEENITHSSSREMNT
BT HI2sE B IR AR,
XFIbESE
s BAEIIRES B REFRIFERELTITARS, UENEITIEENITHIZS A,

BB
1. ¥€7 MetroCluster RS UBE ST HI2S R C B EIZTIEEAVITHIZE:. MetroCluster
show

2. IRIBRERET BohtIifR, WERTRULHR(E:

WMRITHIZZZH ... B4 ...

B Btk PEEMIT I —F,

EN=EIE MBETTIEBREHIZSMITITRIRNTIIRIZIE: MetroCluster
switchover

KENR, BEEER EERFEE, MRARE, BREEAHER, NRLERER

MetroCluster switchover [Bl@fEARAER, BEARBE AL,
Z‘E LTI, HEUIRERS

3. FIBITIEERERPIZIT MetroCluster heal -phase aggregates B%, UEHRETHIEER
A
Ro

controller A 1::> metrocluster heal -phase aggregates
[Job 130] Job succeeded: Heal Aggregates is successful.

MREBEWT IR, EOJLIFER  override-vetoes’ S EFH A MetroCluster heal 88%, WIREF
Rtk Rl kS, ')"J,%éjtﬁl-rgiﬁﬂﬁﬂjﬂﬁﬁ?sﬁfﬁE’]E’XE/J&O

4. {§F3 MetroCluster operation show 8 < IIHEERE B 520

controller A 1::> metrocluster operation show
Operation: heal-aggregates
State: successful
Start Time: 7/25/2016 18:45:55
End Time: 7/25/2016 18:45:56

Errors: -

S. fEH storage aggregate show YREREIRS.
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controller A 1::> storage aggregate show
Aggregate Size Available Used$% State #Vols Nodes
RAID Status

aggr b2 227.1GB 227.1GB % online 0 mccl-a2
raid dp, mirrored, normal...

6. {f/ MetroCluster heal -phase root-aggregates Y BERES,

mcclA::> metrocluster heal -phase root-aggregates
[Job 137] Job succeeded: Heal Root Aggregates is successful

WMREBEWT R, EEILUER -override-vetoes S EH &K MetroCluster heal ¥, WRFEH
IEENESE, WRSRESEAMELLEEIRENIRE R,
7. EBPREEEE L MetroCluster operation show L WIHEEIRERT BT :
mcclA::> metrocluster operation show
Operation: heal-root-aggregates
State: successful
Start Time: 7/29/2016 20:54:41

End Time: 7/29/2016 20:54:42

Errors: -
8. EZMITHISEIR £, WIFFEBIR,

EHIEHIZR IR IRIEF— FAS8200

B EHITHISSEIREM, B IEI FRBBIESEE, R FRU AR EERAREH SRR
, ENEPRLEBRANEHSRER, AERRRFEBHNELIFRI

%1% FIFHTRISER
BEEIEHISIEIR, SO MAAEFEN T IRITHIZRRIR,

1. MREERIEH, BIEREM.

2. INFRGLHERAEIRRE ENEIEE, AREMTHIBER LR TRALLM SFP (IRFR) , HiR
BRI IERR B

RESBERLERREP, UWEEERLEALAEEREN, HLRTIERF.
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3. MR A AR ME T AL ERREH R EBTE—S,

4. MREFTIRTHLER SFP ERBERAT, BHHBENEH IR,
S. MAFHER SRR LB F EMERARET,

(1 HARST
[2) RS

6. MTHIMIEF, FIRRITHISRIRIE RS,
Rl R LAAER, BHRESFHTRISRIRAVRED,

$F2¥: BEBHRE
BRI EI BN B R IR A B EL M IR H S8 FREX A S EL R Nzl 28

1. EA T ESHTH2 R LA FRU BRESHREI B Eh TR
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;
|
2. BREHATINS LNEERE, BEHNRAEINSREN, AEEE RN RN RIS,

@ BB REER EHdEh, EAXE R RERIIBERE N B

3. BRI EMITHSBER, REMNRANLSSEEINTNTT, RAEREEREHENGE,
4. WBBNE, BRETEEEEHEET,
MBRE, BFIREENTRFAREERENGEE,
S. M RN RLUES BEI T RINT LR SIER .
55 3. 1551 NVMEM Eith
5 NVMEM B M IBIEHI SRR 1S ERTIEHISRRIR, BRIHIT—RIESE.

1. ¥62Z NVMEM LED :
c NRIEHNRZEREB HARE, EEE T —%,
* NBEMASERAMIERE, BRSXHITHISIEIR, AEKNE NV BFfREM NVRAM LED
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@ TEEZRESEY, NVRAMLED AR, REARBTENANEF. BiMETRG, Itk LED ¥
SR

" MBERTLXFANIE R THE, NVMEM LED $&AkE, BEIBIR5EMA, AE LED RIEX,
* Y05 LED SEBBIRITH, WARENBEEREMEE NVMEM Lo
iR ELE S &2 £ 7E ONTAP BZhE B A RITHIBY X HIHR 8

2. 77 CPU BN EHIKE NVMEM Hith,

; = f- '__‘ 'l
-y

0 FEHBIE £ &
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e NVMEM Eg:th4H

3. HUER IR M AEENEEME RS, AEFEBMEBZRMIZHZRIRPIR H,
4. MEEHIERARIR AR B H Bt H R B RE—35

% 4% #%5h DIMM
E#%5h DIMM , 151%El DIMM HIGEMIBIZHISS B EFRITHIZS, AERBRESBINFHITIEE.

1. R EEHIBRIRIR EBY DIMM o
2. ig THEREH DIMM 897518, LAUERTLURIEFRYI A AR DIMM HE N\ B0 F B9 83 18R R,
3. Z18¥#5h DIMM RMIEYF DIMM 58 RE, 5 DIMM MIEEFEL, SR DIMM & HEHE,

() /VDBME DIMM B930%, BUBSeST DIMM RS LRI HENFE,

£%t DIMM BB ENUERUR T RAE S,

TEETRT &% DIMM B E :

54



N

- FEIERE DIMM BYEE,
- BREREEE LAY DIMM SEHBRERTHTAUE, ABK DIMM EERENERE,

)]

DIMM REEEEEETR, ENREZIEAN. MFLH, 151 DIMM SIEEEMMNTHENEN.

()  Emws DMV, BEARIONFHERENEN,

»

- }HFK DIMM £8 FRPE,
- ¥ NVMEM HEEith#5 2= S A Bl 83 1RR,
- MR ERNREHFESERSERMBEONTT, AER TREERMINS, BRIEMINT RN

oo N

% 5% % PCle &

%5 PCle &, BHEIENHEEMIBIZHRZ EETITHE, ARRBIEESBIRFEITEE,

WL IUEEIFRTIEHISRIR, LUERILUSE PCle REREMIRITHIZSRIRTS E iz k28 R R RV R 1S,
1. MR FHEGIZRRIR M EAR £ AR,
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2. RS MIER MIZ ISR SR 1R T,

o MEk

e’ PCle &

3. MIBIEHIBERPENT PCle RHBHBIET—3.
FafRERER PCle RPRTEAVIEIE,

4. X AIEHIZBRIRPNER PCle REE LRI R,
o MBWE, FIFFFIEHSERMER, RIEFERBE PCle RIEERR, AFIVD%E PCle o

MR FEWMTTEEESR, AEEETRANRRYREMYSNESD. RO EYIMEEEHIET.

6. WTRBWHR PCle REE LRSI,
7. & LMEiRHITEEREBE].

% 6% BEIERFRR
EEIRIEH SRR, ST E AR R BT HIZRIRIRTS E BT 2R R,
1. TR ER B EREF R R R HE T

56



a. MRS,
b. I ERFAER,

FHRAGANEFRREETHNMEE, BOAERT, RE-TMEELTSARS.

2. BERFERBEFITHIRREIR, ARREFERIVOSSIBEINTNTT, ARRKEERHENGE,

3 WIFEFIHEREREeBEEEBET. MELE, B TEFERISHENENGE,

4. EFRRIEH R THBOAR, IESEFERINT EHBIERE.

o MBEBFE_NEFEIR, BEE LAY R, & LERISERINE,

B 7L REIEHIE

R Rizhl 2R RR R B AE ¢ LR I RIS RIR R T, BIEIIERISRIR L R RAENERH B EHRER T,

X TFER—HEFEERMEHISFRIRN HA X, ZREEHBZERNINFLNEE, RA—BERET2ENSE
, EMERRERBE.
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RYFREATERDNENAKET, WOPLLLE, BESBEREDNRHIRE, GEEH
(D) LErsRRNMENRNEDOR. B2, NEAGESDNERT AAEME, UAASHER
SRS EETR.

- INREEREM, BIEREM,

SNRFRXKH CPU BNE, BXHALBNE,
REHISRRORIESHRAFRIAONTT, ARRKEHSERERENRSN—F,

(D BIREHSRRT AT, FRIFRFIETIEXF R,
RAEEMERSRORL%, UWEEATLUARRFEURITUTETHNES,
(D TR LIRS BRIEER ARG ZOEZEITHIZREIR,
FERHT RIS IRIRB B R

MRENRFENAT ... AREPITUTIE ...

HA %
The controller module begins to boot as soon

as it is fully seated in the chassis. Be
prepared to interrupt the boot process.

EOmEL T FUBMERT, BORASESER, &
BE SRR, AREMBES LAINECE, &5
R S S B S T MBS L ORI,

@ RERIZR RSB NGRS, B7ANEK, URBRHFE
e

+ iEHBR—BEEEENET, mIFBRRE,

a. NRFAREMRELSAERIRE, BENLEZILS.

b. ERIFHRALSIE TR L EIRIRE.

C. YMEZHE Press Ctrl-C for Boot MenuBY, ¥ ctrl-C

ARl /Ehid 2.
NRERBIRT, MIEHIZFERERNE] ONTAP
CD , M halt , PAJ57E LOADER RN
boot ontap , HEHMIERENIZ ctri-c, G
BEh B IRT

d. NETRIPREE B E L IEIURIETL,



MREVRFENAT ... REHITUTIE ...

— IR ECE a. EMCIFATIIFUENBRT, BAANZRIZSERIR, HEE
S5iRATEML, AERLREFESLIBEME, ITRITHIZE
RREEORIEF ERVERERTT,

@ RiEh S RRBANFER, B7ANEK, LRk
&R,

b. INREHAREBMEEMSLERILE, FEMLEZIRE.

C. fERWINHEIBAR LS E FIS L EIRIRE,

d FERASEMERIBRFNER, THRRUSHEERE, AF

£E&% Press Ctrl-C for Boot Menu HEEIE Ctrl-Co,

INRERBEIRR, MiEHZRREENE] ONTAP

@ , BN halt , SAJ57E LOADER #2RFFabiAN
boot_ontap , HEHMIEREIL ctrli-c, AfF
BEhEIPIR T,

e MBEIRER, FEREPIEIOETL,

c BEER: CERMERER, BRRIBIIUTRR:
* 24t ID ALECHIRTE S, HERBERSA Do
* —FRET, E5EE HABERHNEFIRIE, SORFREITESERIZRERIXEIRS. You

can safely respond y to these prompts.

ERHAKIERSECE — FAS8200

STEREGERHABMELEIFIRIG, SR UEIEERIEHSENRENAREKEE, HRER
EEMICERRIRE.
%1% EEREHIREREHRIERAEE

TN IFER HA X HIE TR R PRV 8RR 5 IR 17 Ao & P B] SE AVBEY (8] AR 55 2310 & B A I Il S8 AR 4R L RYET 8]
MEHR, WRBYEF B HARLES, WAREEREHERR LEEXERE, LR inel R EES T

o

KFILES
BSUEERNRSE LN AP EPRGS:

* replacement T3 R LIREL B EHZ T SBVHT T Ro

* health T5 22 replacement T 2 HA BBt T 5=,

g
1. 4N replacement T3 RAFTE LOADER 1Rk, B RAEZE] LOADER ARk,

2. £_Healthy node . MEZRSME: cluster date show
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R EAFIEY Bl B FECERIAT X,

3. 7 LOADER 2R7F4t, 2 replacement 55 ERIEHAFNAYE]: show date
HEFFIBTE] A GMT FRiRo

4 MEXE, BEBRATSLEU GMT EHIEEREE: set date MM/dd/yyy
S. MNBEME, BEEBKTS LISEE GMTEYE): set time hh | mm . ss
6. ENMNHIRFIRTAL. #IA_reender T FAIBEHAFIATE]: show date

BHEAFIETE] LA GMT &R

Step 2: Verify and set the HA state of the controller module
BRI R BEIREY Ha KT, HESENERIRSULRENRASREKE.
1. EEPET, MIREHISERIIEPTE A4 S ETHERERM 1A A& ha-config show
PRAAMHHY HA RSERRZAB R,
2. MR EBTHITHIBERAFNRSSENRRELERNLER, HAEHERIRILE 1A state . ha-config

modify controller ha-state

ha-state BUERI LR U TEZ—:

° ha

° mcc

° mcc-2n
° mCCIP

° non-ha

3. MNRBTAVZHIBERAFRS S BN RRECERILED, FHITHIZRIRIZE 1A state . ha-config

modify controller ha-state
4. FIMREEEN: ha-config show
EWCE AR HEM D ECHE— FAS8200
B EHRNFEREHHIAGREENM D IR B ERIREL R,
F1Y. ENMNRGHITHE
AT AERIETHI SRR EMER ML ERE . "Active 1Q Config Advisor” o

g
1. FHEFH L Config Advisor o
2. GANBRRANGER, AEBEEWEHIE,
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https://mysupport.netapp.com/site/tools/tool-eula/activeiq-configadvisor

3. BEMLATR, ARKERL. WRETFBEHERBMBHMENEREREYP, UBELRINHERS
n)E,

4. BHEBNAETF, SABHE Config Advisor B, LB HEMAEL,
B 28 ENMHICHE

MRFERGUT HAXN R, WERESBREREIERE, FizhlsRRpAS ID SEO AR, T
FNEHEE R ERIIRED R,

W1 I0IE HA R4 LIRS ID X
EAMIE IR replacement 1T HIZBTHAIAR S ID BN, AEHIAENES B XL,
IHIRES BUEAT1E HA JHIETT ONTAP BR S,

1. W0R replacement 1=HIZg b FAEIFER (B3 * > 2R , BHREEIFERH2E LOADER 127RFF:
halt

2. 1£ replacement ¥=#28 LY LOADER &~ fI%t, Bohizhlzs, MRAKRRS ID FLEMEREBERA
ID, IBMIN v o boot ontap

3. 5% F Wwaiting for giveback.. HBERTE replacement 1THIgizHIA £, ARMESITEENEHI2ET
WIFRBEBD RN AL ID . storage failover show

e, BNEH—FHES, BHZHEHE ERNRY ID B8k, HFE/RTIEWMYIA ID #3# ID

o In the following example, node2 has undergone replacement and has a new system ID of 151759706.

nodel> "storage failover show"

Takeover
Node Partner Possible State Description
nodel node?2 false System ID changed on
partner (0Old:
151759755, New:
151759706), In takeover
node?2 nodel = Waiting for giveback

(HA mailboxes)

4. FETIEBNEHESEFR, BRI EBREFEMZOKIE:
a. BHRHNERINELRT]: set -privilege advanced

S MREMFERARLE 7 FHHENE. NXITRECERANZRATAEELZINIZAEE. BIUT
W22 —IRRFAESEMNETNEE:

- R EIRE A R
o RSN A"

ASRTERSEENSRERN, EAIUEE vy, EENRERSRRELRTET (*>) o
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I RIFEAIIZ O ssystem node run -node local-node-name partner savecore

ii. F#F savecore B3R TEM, AREBEURIE,

BRI AN L T an 2R IEIT savecore siPBI#HE: ssystem node run -node local-
node-name partner savecore -s

iii. JR[O1E)EENRKS: set -privilege admin

6. ST FEHIS:

a. NMEITIEBESIZEH, REFIRMITHIZZNTFE: storage failover giveback -ofnode
replacement node name

replacement =528 W B EEZEH TR B Eh.
MRBFES ID FLEMRREEEZRS D, WEEANy.
()  nexrwERr, CAUERERLTR
"BIEMATIEH ONTAP 9 i AN S AR ERE"
a. RiR5ERfGE, ML HAWBITIRERFERILIEE: storage failover show
storage failover show fTHIMILEAREE System ID changed on partner JH S,
7. BIFR B BIEMOECHLE: storage disk show -ownership

BT replacement =528 FUBEEE N B RFIEIRSE ID o In the following example, the disks owned by node1
now show the new system ID, 1873775277

nodel> “storage disk show -ownership’

Disk Aggregate Home Owner DR Home Home ID Owner ID DR Home ID
Reserver Pool

1.0.0 aggr0 1 nodel nodel - 1873775277 1873775277 -
1873775277 Pool0
1.0.1 aggr0 1 nodel nodel 1873775277 1873775277 -

1873775277 PoolO

IR 2 ¢ FEXTIR MetroCluster EEE MRS L FohEFDECRSE ID

EI1T ONTAP RIS TI = MetroCluster BB, S MFaGHEEHRDECLATITHIZRMNARY ID , ARA8ERE
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AZME EEIE TR
KFUES
IR EL B{GE R T51T ONTAP BIXY TS 52 MetroCluster BR B FRIR S,
EANRRI TR T IREL B SS AT ERNT = L.
s ST R REETEHARITHIPAT R
* replacement T3 m 2 IR 1EL B EIRSIRT T =,
* health T REZH T = DR BEX T =o
S

1. R KR EHIBEH replacement T, AN ctrl-c LFRETEahid e, ZAEMNERHREFRIEZEBHEILR
RIBYIET,

BF&R% ID FLEL, RARTEBERS ID B, ERBEA Yo

2. NIBfTTIRAREFMNTEEEIHRS ID . "MetroCluster node show -fields node-systemID ,
dr-partner-system|D"

Ut fBIH, Node B_1 ZIBT=, |[HARZE ID /3 118073209 :

dr-group-id cluster node node-systemid dr-

partner-systemid

1 Cluster A Node A 1 536872914
118073209

1 Cluster B Node B 1 118073209
536872914

2 entries were displayed.

3. ERMT R LNBIFERNRTHREENRNASL ID | disk show

R fBIR, FFRSE ID J9 118065481 -

Local System ID: 118065481

4. {FEF Mdisk showii LIRENHRAIDE EEM D ECHEFIEN (T FFASRL): disk reassign -s old

system ID
EERRAFIF, S H: disk reassign -s 118073209

AoRR ISRy, ERILEE v,
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S WIFREBEIEMYECHAE . disk show -a

WIEETF replacement 15 m ViR RS B replacement TR S ID o LA TRAIF, system-1 Frif
ENHEIESTHIALZ ID 118065481 :

*> disk show -a
Local System ID: 118065481

DISK OWNER POOL SERIAL NUMBER HOME
disk name system-1 (118065481) PoolO J8YOTDZC system-1
(118065481)
disk name system-1 (118065481) PoolO J8Y09DXC system-1
(118065481)

6. METIWARHFNTRF, WIEREBREFEMIZOFEE:
a. BHNERINELT]: set -privilege advanced

AFRREHREHNSRERE, BAIUEE vy, KEETSRERETR (*>) -
b. WIiFZ L ER S BRE: ssystem node run -node Iocal-node-name partner savecore

NRen S5 savecore IETE#HTTH, 18T savecore 5eill, ARBALIE. ERJLUER

ssystem node run -node local-node-name partner savecore -s h < 151% savecore BY

HE, <l/info>

ERIEIENERTI: set -privilege admin
7. 901 replacement TR FHEIFERN (27 * > TR , BRUESIPEAHEZINHEEFRETR . halt
8. |BBf replacement Tif: boot ontap
9. 1£ replacement T RE2BoNfE, PITHIE]: MetroCluster switchback

10. Z&3F MetroCluster Bd&: MetroCluster node show - fields configuration-state
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nodel siteA::> metrocluster node show -fields configuration-state

dr-group-id cluster node configuration-state
1 nodel siteA nodelmcc-001 configured
1 nodel siteA nodelmcc-002 configured
1 nodel siteB nodelmcc-003 configured
1 nodel siteB nodelmcc-004 configured

4 entries were displayed.

1. 7£ Data ONTAP F32IE MetroCluster BRERETTIENR :
a. WEMNEH LEEFERMEBEITIRAEIR: ssystem health alert show
b. #3IA MetroCluster EFE B FIEEEI: MetroCluster show
C. #1197 MetroCluster & . MetroCluster check run
d. /R MetroCluster leERILER: MetroCluster check show

e. i&17 Config Advisor . ¥ E|NetApp ZHFifm EBIConfig AdvisorDiE. Mk
"support.netapp.com/NOW/download/tools/config_advisor/"s

1Z1T Config Advisor &, &F1% T BV H iR PRI R &IV a) &,
12, FRIATHEIRE
a. EEATHRIRTRAAL, BERANEEMNRET: set -privilege advanced
YAFIRREREHNSIERAHETRSRERIRTT (*>) B, BFEEFEH v #H1T0N,
b. £ -simulate S 1TYIEIE{E: MetroCluster switchover -simulate
C. ;ROIFIEIEMNPELKFI: set -privilege admin
ST ARG R— FAS8200

To restore your system to full operation, you must restore the NetApp Storage Encryption
configuration (if necessary), and install licenses for the new controller, and return the
failed part to NetApp, as described in the RMA instructions shipped with the kit.

55 1. 7£ ONTAP BRIz HIS R EIFAIIE

MREMTSEEERFTEME (TRBUE) WRIIER ONTAP Thig, MW replacement T3 m R HHIF ]
iE W FAREENETFRNERNIIE, SHFHNES T RENAS B CHIEER.

XFIAES

ARFWFINEZAZE, FEMETFHINENAHEATRER. B2, IREHRTREEHTH—AEAIL
HEEW rNER T R, WARRIFERIEIEERECE,
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https://mysupport.netapp.com/site/tools/tool-eula/activeiq-configadvisor/

tesh, ENR EERREFANINEREREEFATESENTFI NN, REENRREEAT R LLEERITH
IR,

FHaZ &l

VFRNERAU IR A 28 NFRTAIE T

1575 90 RMERBRE LR, FRBYRE, FERFTEERR. REERNOFTERNRE, TN
7 24 NNWREFEEH, HERELR.

MNREHNRAERIISITHREONTAP 9. 10.1HEShRE, EEATFMAITIE I*ﬁ@?ﬁ/ﬁiﬁ
2. AT EMAFFIFASREL LHVIFE]", MRERHE RARIFTIGONTAPRRZS. IHEIR"NetApp
Hardware Universe"LA T fREZ{E 8,

p
1. ﬁE%%E%ﬁE’\J#EJiIEEE%H, BELREVE AT ENERA "NetApp S2HFIA =" AT ANE TR

@ AYi= BopERFIENITANERSA, HRERXEIXHRBYBFER i, MNREREET
30 RAWEIREIFANER AN B FERT, NMEXRZASFF.

2. ZEFMFRNEZETA:  + system license add -license-code license-key , license-key...+
3. NRFE, MBRIBEFEIIE:
a. WERMGHAIFANE: license clean-up -unused -simulate

b. NRFIKXRERIEH, ERBRAKERIFENE: license clean-up -unused

F2:5 WIELIFFIMESIS

1548 replacement T RIREMBRAZ AT, EMNIIE LIF @EUTFEEHO L, WRBAT AutoSupport , MEA
replacement T RHFYS, HEEBIRE.

P$IE
1. BIFBEEORT EEAEFRSEBMIFEORS: network interface show -is-home false

WRERILUNG I false. iEEERREIEFIHO: network interface revert -vserver * -1if
2. [ NetApp ZIFI TEMARLGRFTS,
° YNRBAT AutoSupport , 1EAIX AutoSupport JHELUEFESIS
° yNRFKZF AutoSupport , IFIER "NetApp 25" FMHFESIS,
3. Eﬁﬁﬁﬂ'ﬂﬁﬁﬁlﬂo BXEMAEE. BB "INA7EONTAP FERMAHITEE I TRRNE" XIREX

o

4. R B A AutoSupportIFE O, AFEALEERILE O system node autosupport invoke -node *
-type all -message MAINT=END #p<.:

S. MNREEZHBMAIE, BEMRBAE: storage failover modify -node local -auto-giveback
true
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% 34 HIENT = MetroCluster BEBEHHES

SN RIE A H ST = MetroCluster EEE,

TIE
1. IFFE T RS T enabled IRA: MetroCluster node show

cluster B::> metrocluster node show

DR Configuration DR
Group Cluster Node State Mirroring Mode
1 cluster A
controller A 1 configured enabled heal roots
completed

cluster B
controller B 1 configured enabled waiting for
switchback recovery
2 entries were displayed.

2. I9IFFRE SVM EMEFREP BT EM: MetroCluster SVM show

3. WIMEEREEERITHERBS LIF IR BT EMINTEM: MetroCluster check 1if show

4. FETIEENEEHPNEAT S EEH MetroCluster switchback S<HITYIEL,
S. IGIFYIEiRER T B5E:. MetroCluster show

LHEEHAWTF waiting for-switchback KSR, YIEHRENMEETIT:

cluster B::> metrocluster show

Cluster Configuration State Mode
Local: cluster B configured switchover
Remote: cluster A configured waiting-for-switchback

éﬁﬁl? normal )lklt_.\H—.I-) tﬂ@*ﬁ«ﬁ%mo

cluster B::> metrocluster show

Cluster Configuration State Mode
Local: cluster B configured normal
Remote: cluster A configured normal

NRYIEIEZEER KNG A 8E5TR, ERLU#FERA MetroCluster config-replication resync-status
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show P E EIEHTHELHIRS,

6. EFEII{EA SnapMirror 5§ SnapVault B2 &,

% 4% BiREEH4RE NetApp

HREREAREMIE RMA $BRISSIEER4HRE NetApp o "SHEEF SR G XEMER. ESNRHE,
4 DIMM - FAS8200

NREFEAZBEHIR(BIW. BFETRAREREERINCECC (AJEIEHIREIEAI)E
XL ZHAFEIERECCHEIR). BE R TR DIMMKESFEIFER ST ABEIONTAP
MSEAY. Wi E T %28 R BIDIMM,

ASPRFAEEMAMHRIRIERRTT; SN, BBHEXRKAZ.
BTG ERREER A B MRS UREIRIER FRU At

F15 XAZHIEHE
RIEFERSEBRAERENTR, ErUERFRNEEXAZZRERRVERE.
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TN . KREHELE

BRAZHEHEE, COMRELHRIVRTS, AELEMZERTIE, UERTEBTRISSSAEMNZ
BT Hl SR B R R,

KXFIES

* NREFEANEBSANRS, NS MENEZRITHIZSSCSITIFHEMHSHER cluster kernel-
service show, cluster kernel-service show #r < (TEpriva IR F) Al B/ BT R AR i
WS ZH R BEMERESURZT REETKS.

/1 SCSI IR RS S HEN SEBFHEMT RIRIFPER R, EREBIRZ A, BIALBRITE

8] &,

* If you have a cluster with more than two nodes, it must be in quorum. IR EE KA R ETITIRR
RFPIERIBSE R RIEI TR A EE T alse. MR AZHITH SR 2 AIE ERER ; FE0 "
RBoR5&RERD"

S
1. MNERB AT AutoSupport « M5&3d i B AutoSupport JH S22 1EBheI 2R

system node autosupport invoke -node * -type all -message MAINT=<# of
hours>h

LR AutoSupport JHEZE 1E B T2 25N

clusterl:> system node autosupport invoke -node * -type all -message
MAINT=2h

2. ZEBERIE
a. MERITHIZRAVIEH SN <

storage failover modify -node impaired node name -auto-giveback false

b. N 'y HIEEIRNEERETEZRAAMMER? i
3. ¥ZmiEHI2E 2R LOADER 12755 :

NRZIRITHZEEE. ... B4 ...

LOADER 2R BET—%,

[EEERFRE ¥ Ctrl-C , AREHIUERNEE vo
AFAIR AT IR R MIBITIEBEHI S E T EZHITHIZS

storage failover takeover -ofnode
impaired node name -halt true

-halt true B35 N\ Loaderig R i’
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BRI 2 ¢ $EHIZR I FWT = MetroCluster H1
BXAZHITHIZE, BHIRERHIZSRES, FEVERYIRITHEIZS, UESITIEENITHSSSREMNT
BT HI2sE B IR AR,
XFIbESE
s BAEIIRES B REFRIFERELTITARS, UENEITIEENITHIZS A,

BB
1. ¥€7 MetroCluster RS UBE ST HI2S R C B EIZTIEEAVITHIZE:. MetroCluster
show

2. IRIBRERET BohtIifR, WERTRULHR(E:

WMRITHIZZZH ... B4 ...

B Btk PEEMIT I —F,

EN=EIE MBETTIEBREHIZSMITITRIRNTIIRIZIE: MetroCluster
switchover

KENR, BEEER EERFEE, MRARE, BREEAHER, NRLERER

MetroCluster switchover [Bl@fEARAER, BEARBE AL,
Z‘E LTI, HEUIRERS

3. FIBITIEERERPIZIT MetroCluster heal -phase aggregates B%, UEHRETHIEER
A
Ro

controller A 1::> metrocluster heal -phase aggregates
[Job 130] Job succeeded: Heal Aggregates is successful.

MREBEWT IR, EOJLIFER  override-vetoes’ S EFH A MetroCluster heal 88%, WIREF
Rtk Rl kS, ')"J,%éjtﬁl-rgiﬁﬂﬁﬂjﬂﬁﬁ?sﬁfﬁE’]E’XE/J&O

4. {§F3 MetroCluster operation show 8 < IIHEERE B 520

controller A 1::> metrocluster operation show
Operation: heal-aggregates
State: successful
Start Time: 7/25/2016 18:45:55
End Time: 7/25/2016 18:45:56

Errors: -

S. fEH storage aggregate show YREREIRS.



controller A 1::> storage aggregate show
Aggregate Size Available Used$% State #Vols Nodes
RAID Status

aggr b2 227.1GB 227.1GB % online 0 mccl-a2
raid dp, mirrored, normal...

6. {f/ MetroCluster heal -phase root-aggregates mYBERES

mcclA::> metrocluster heal -phase root-aggregates
[Job 137] Job succeeded: Heal Root Aggregates is successful

MNREBEWT R, ERILIER -override-vetoes S EH AH MetroCluster heal 885, WR{ER
A% SE, NARFRKESTMAELEEBERENIRE R,

7. EBPREEEE L MetroCluster operation show L WIHEEIRERT BT :

mcclA::> metrocluster operation show
Operation: heal-root-aggregates
State: successful
Start Time: 7/29/2016 20:54:41
End Time: 7/29/2016 20:54:42
Errors: -

8. ERMITHERIR L, WiFFEIR.

5528 FTFHHERIZRRIR
BihEEHRRASNANS, UMM RGREMEHEER, ARBEH MRS ER ERER.
1. MREERIEH, BIERE.

2. IMFRGLPERAEIRRE ENHIEE, AREMTHIBER LR TRALLM SFP (IRFR) , HiR

TR AERR B
RGABELLERRER, WEEEMRELLERREN, S487/8F.
3. Mzl R A ERME T AL ERREHBERE 3,
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4733

CREF

o [ TIMACIEF, FHRFITHISHRIRIE HAE.
REhlesREB HAAERY, BRRESFHERISRIRAVKED,

% 3% Eif DIMM
EFEH DIMM , EEIEHIETHRIIEN], ARRBEESBIRFHITZIE
1. MEEHIZEIR B9 NVMEM LED

TEERRGAMGZ R, BRFTE2XARS, UWEBRERIFZRMERNT (NVMEM) RREANBIEHE, It
LED I 1= RN EEH. T TEAR:
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2. 918 NVMEM LED KRR, M NVMEM §&EEAAZE; &0 BT U TP BHREHITIHRIED B
—F_Iﬂi1£%o

3. KT EEM:

@ THEFRAIY, NVMEM LED AN, ERABRERINES. BiMESTMR/E, Lt LED
RIE Ko

c NBEFRTLXFNIE T THE, NVMEM LED ZiAl%, BIEFRR, SAG LED EIEX,
° 1R LED REHBIRITH, NEKRE NI ZEMETE NVMEM L.
e U@ E & £ 1& Data ONTAP p{IHE e R =15 HI89 % 4R 8],

.. ¥TFF CPU BREHXEI NVMEM BB,

: =7 /[, /) ‘T:
el

D =
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NVMEM E25th i E I

NVMEM Eg3ith

L RISk, REHTERMIERERMNE T, SEAMIEERRER, ARMNEEPIRT B,
i. FRFLIDE, REHBMERIENIGE,

EITHIZER LAY NVMEM LED ,

HREEHIZRER 8 DIMM o

B THEIEF DIMM B9 A [, WUERILURIERY 7 MiE N B/ DIMM ,

$ZI1235N DIMM FMIEYF DIMM 3K E, & DIMM MiGiEHsEd, JAER DIMM BH R,

N o o &

() /VDBME DIMM B930%, BUBHSeST DIMM RESHR LRI HENFE,

£%t DIMM BIEBENUERUR T RAE S,

TEETRT &% DIMM B E :
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8. MBARRERIGIAS IV EHRAM DIMM , 2 DIMM BIAAFH R E SIEEX T,
DIMM #Ai 2 [BIHYER 1Rz S HEIE RIS X 750
9. HAfRIEHESE LR DIMM BB FREQRFIHUE, ABK DIMM EEIEAGEE,
DIMM ZREEEHIET, ENREZHEN. WREE, 5 DIMM SHEEFHMTHEREN.

(D)  Emws DMV, BEARORFHRLIENEN,

10. NOTTRE IR DIMM B Lins%, EEEMEFERAIIL, FABHEF DIMM FHBO L,

1. 33 NVMEM SEStiEsk B, REFEROALEXETNRT, HEBNFHED,
WRIES SR RIS

12 & LEHISEIINE,

£ 4% BNRELHES

BRI ERPIANE. BIUERIH ST BN ZEEHEER
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1 RIS RIORI SHRRITF O, BRI R\ RAN—E,
(D) ErEERSERESEAESR, RERGIETEXR.

2. IRIEREENN R T,

MREEH T B (QSFP 3 SFP) , FICBEFEANENERREEN.
3. FERIEHISRRIRM B R

EHlERRIR— B e 2 BIE MR, MEFIBEL.

a. AOREBFATITAUENERT, BHENZHISERR, BRIESPIRATEMA, ARRKLRIEF
A LEMEME.,

(D) BEbsERRNES, BIBNIA, NERFEEs.

b. 1T RITHISEREEOARIEF LRVERIRET,
C. NRERENLEMEEIRIRE, BENLEZILE.
d. FEEHTFREREHEIREASEIRE,

E5% ({NPRW T mMetroCluster): JIER4&

SN IRIERIH ST = MetroCluster EEE,

P$IE
1. IFFIB T A2 E T enabled IRA: MetroCluster node show

cluster B::> metrocluster node show

DR Configuration DR
Group Cluster Node State Mirroring Mode
1 cluster A
controller A 1 configured enabled heal roots
completed

cluster B
controller B 1 configured enabled waiting for
switchback recovery
2 entries were displayed.

2. I9FFRE SVM EMEFHREP 2T ETM:. MetroCluster SVM show
3. WIHEEREEERITHERBR LIF IR 2T EMIN5EA: MetroCluster check 1if show
4. FIETIEENEEHPNEAT S EFHA MetroCluster switchback S<SHITYIEL,
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S. IIFYIEiRER T B5E:. MetroCluster show

HEEIWTF waiting for-switchback KSR, YIEHRENEIETIT:

cluster B::> metrocluster show

Cluster Configuration State Mode
Local: cluster B configured switchover
Remote: cluster A configured waiting-for-switchback

HEBLT normal ASH, YIEHEIFSTR. :

cluster B::> metrocluster show

Cluster Configuration State Mode
Local: cluster B configured normal
Remote: cluster A configured normal

NRYILCIFEERKEYIEABETER, ERJLAER MetroCluster config-replication resync-status
show SR LB IEEHITHELIKE.

6. EFEEII1E SnapMirror B SnapVault BZE,

E 6. KRR E] NetApp

RIBEMHEH RMA B #IEER4HRE] NetApp o "EMHREIFERBEXIFRER. BESITHE,

X 53— FAS8200
EEAHMIRS B R FTRENBIRR, ERIT—RIEERNES,

(D BRAFTER KB IRRMAFEREN R a0 A BRI KB IRIR, RASRTET, EHlSFRRIIE
REMDHEXRA, BRI
1. NREERIEH, BIEME.

2. MAERE, BFRARIFMEERE—NNAD, AERKENRAE, BEIERMIFEER ERIIKAZRE ERF
» MITIEL TR,

3. BEKNEREHAHIREEHEES T NBER ERNER LED RBE LN ERIINBERIR,
4. @ TFEXBRRICIBF ERRREIH, ARR MIOREF,

NEBIERE MAFEPE H— o
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CEeiEF

KBS 1RIR

LA BRI

RERIRE T LED

- RRBERMNFEREELL, BREGHNZSHFREZRR, EEIIMEPEL,

C) RETRIREGE, BIRLBENTERFRENBIRRAESS, URHERZAMETREFHER
BHAEEE,.

- R R RIRBIE—5,
- BEAKBRRESFONTT, ARRKEBAIE, KMREEBASE.
- AR NBIEROACIEF, EET2EEZINAET.

RBEERTE 2, ORIEFEBEHMAR.



9 WriRFm LIERIEAAME, BROWEFRREM AN EIE.
REBEEIIE, R LED MEREaRiE, FAREDKIIETRE,

10. MR SHIBIENTT, AR RN NIRARIE Lo

1. SRERELEREI RVMA SBBISSIEEIHRE NetApp o "HIHEEFEREXFMEE. ESIAE

it NVMEM FE3t— FAS8200

EFEMALHHN NVMEM B, BHTIMARFHETIEHIZER, FTHZER, SHEM
» PARRRAF BIRITHIZZEIR,

ASPRFAEEMAMHYRIERRTT; SN, BOHEXRRARZ.

$1F: XARBITHIZE
RIBFERSGREGEENRRE, ErIUERATRNIIZXF SR EZIRATITHIE.
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TN . KREHELE

BRAZHEHEE, COMRELHRIVRTS, AELEMZERTIE, UERTEBTRISSSAEMNZ
BT Hl SR B R R,

KXFIES

* NREFEANEBSANRS, NS MENEZRITHIZSSCSITIFHEMHSHER cluster kernel-
service show, cluster kernel-service show #r < (TEpriva IR F) Al B/ BT R AR i
WS ZH R BEMERESURZT REETKS.

/1 SCSI IR RS S HEN SEBFHEMT RIRIFPER R, EREBIRZ A, BIALBRITE

8] &,

* If you have a cluster with more than two nodes, it must be in quorum. IR EE KA R ETITIRR
RFPIERIBSE R RIEI TR A EE T alse. MR AZHITH SR 2 AIE ERER ; FE0 "
RBoR5&RERD"

S
1. MNERB AT AutoSupport « M5&3d i B AutoSupport JH S22 1EBheI 2R

system node autosupport invoke -node * -type all -message MAINT=<# of
hours>h

LR AutoSupport JHEZE 1E B T2 25N

clusterl:> system node autosupport invoke -node * -type all -message
MAINT=2h

2. ZEBERIE
a. MERITHIZRAVIEH SN <

storage failover modify -node impaired node name -auto-giveback false

b. N 'y HIEEIRNEERETEZRAAMMER? i
3. ¥ZmiEHI2E 2R LOADER 12755 :

NRZIRITHZEEE. ... B4 ...

LOADER 2R BET—%,

[EEERFRE ¥ Ctrl-C , AREHIUERNEE vo
AFAIR AT IR R MIBITIEBEHI S E T EZHITHIZS

storage failover takeover -ofnode
impaired node name -halt true

-halt true B35 N\ Loaderig R i’


https://docs.netapp.com/us-en/ontap/system-admin/display-nodes-cluster-task.html
https://docs.netapp.com/us-en/ontap/system-admin/display-nodes-cluster-task.html
https://docs.netapp.com/us-en/ontap/system-admin/display-nodes-cluster-task.html
https://docs.netapp.com/us-en/ontap/system-admin/display-nodes-cluster-task.html
https://docs.netapp.com/us-en/ontap/system-admin/display-nodes-cluster-task.html
https://docs.netapp.com/us-en/ontap/system-admin/display-nodes-cluster-task.html
https://docs.netapp.com/us-en/ontap/system-admin/display-nodes-cluster-task.html
https://docs.netapp.com/us-en/ontap/system-admin/display-nodes-cluster-task.html
https://docs.netapp.com/us-en/ontap/system-admin/display-nodes-cluster-task.html
https://docs.netapp.com/us-en/ontap/system-admin/synchronize-node-cluster-task.html?q=Quorum
https://docs.netapp.com/us-en/ontap/system-admin/synchronize-node-cluster-task.html?q=Quorum
https://docs.netapp.com/us-en/ontap/system-admin/synchronize-node-cluster-task.html?q=Quorum
https://docs.netapp.com/us-en/ontap/system-admin/synchronize-node-cluster-task.html?q=Quorum
https://docs.netapp.com/us-en/ontap/system-admin/synchronize-node-cluster-task.html?q=Quorum
https://docs.netapp.com/us-en/ontap/system-admin/synchronize-node-cluster-task.html?q=Quorum
https://docs.netapp.com/us-en/ontap/system-admin/synchronize-node-cluster-task.html?q=Quorum
https://docs.netapp.com/us-en/ontap/system-admin/synchronize-node-cluster-task.html?q=Quorum
https://docs.netapp.com/us-en/ontap/system-admin/synchronize-node-cluster-task.html?q=Quorum
https://docs.netapp.com/us-en/ontap/system-admin/synchronize-node-cluster-task.html?q=Quorum
https://docs.netapp.com/us-en/ontap/system-admin/synchronize-node-cluster-task.html?q=Quorum
https://docs.netapp.com/us-en/ontap/system-admin/synchronize-node-cluster-task.html?q=Quorum
https://docs.netapp.com/us-en/ontap/system-admin/synchronize-node-cluster-task.html?q=Quorum
https://docs.netapp.com/us-en/ontap/system-admin/synchronize-node-cluster-task.html?q=Quorum
https://docs.netapp.com/us-en/ontap/system-admin/synchronize-node-cluster-task.html?q=Quorum
https://docs.netapp.com/us-en/ontap/system-admin/synchronize-node-cluster-task.html?q=Quorum
https://docs.netapp.com/us-en/ontap/system-admin/synchronize-node-cluster-task.html?q=Quorum

BRI 2 ¢ $EHIZR I FWT = MetroCluster H1
BXAZHITHIZE, BHIRERHIZSRES, FEVERYIRITHEIZS, UESITIEENITHSSSREMNT
BT HI2sE B IR AR,
XFIbESE
s BAEIIRES B REFRIFERELTITARS, UENEITIEENITHIZS A,

BB
1. ¥€7 MetroCluster RS UBE ST HI2S R C B EIZTIEEAVITHIZE:. MetroCluster
show

2. IRIBRERET BohtIifR, WERTRULHR(E:

WMRITHIZZZH ... B4 ...

B Btk PEEMIT I —F,

EN=EIE MBETTIEBREHIZSMITITRIRNTIIRIZIE: MetroCluster
switchover

KENR, BEEER EERFEE, MRARE, BREEAHER, NRLERER

MetroCluster switchover [Bl@fEARAER, BEARBE AL,
Z‘E LTI, HEUIRERS

3. FIBITIEERERPIZIT MetroCluster heal -phase aggregates B%, UEHRETHIEER
A
Ro

controller A 1::> metrocluster heal -phase aggregates
[Job 130] Job succeeded: Heal Aggregates is successful.

MREBEWT IR, EOJLIFER  override-vetoes’ S EFH A MetroCluster heal 88%, WIREF
Rtk Rl kS, ')"J,%éjtﬁl-rgiﬁﬂﬁﬂjﬂﬁﬁ?sﬁfﬁE’]E’XE/J&O

4. {§F3 MetroCluster operation show 8 < IIHEERE B 520

controller A 1::> metrocluster operation show
Operation: heal-aggregates
State: successful
Start Time: 7/25/2016 18:45:55
End Time: 7/25/2016 18:45:56

Errors: -

S. fEH storage aggregate show YREREIRS.
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controller A 1::> storage aggregate show
Aggregate Size Available Used$% State #Vols Nodes
RAID Status

aggr b2 227.1GB 227.1GB % online 0 mccl-a2
raid dp, mirrored, normal...

6. {f/ MetroCluster heal -phase root-aggregates mYBERES

mcclA::> metrocluster heal -phase root-aggregates
[Job 137] Job succeeded: Heal Root Aggregates is successful

MREBEWT R, EAILUERA -override-vetoes B EM & H MetroCluster heal #8%, WRFEH
IEENESE, WRSRESEAMELLEEIRENIRE R,
7. EBPREEEE L MetroCluster operation show L WIHEEIRERT BT :
mcclA::> metrocluster operation show
Operation: heal-root-aggregates
State: successful
Start Time: 7/29/2016 20:54:41

End Time: 7/29/2016 20:54:42
Errors: -

8. ERMITHERIR L, WiFFEIR.

5528 FTFHHERIZRRIR
BihEEHRRASNANS, UMM RGREMEHEER, ARBEH MRS ER ERER.

1. MREERIEH, BIERE.

2. IMFRGLPERAEIRRE ENHIEE, AREMTHIBER LR TRALLM SFP (IRFR) , HiR
TR AR B,

RGABELLERRER, WEEEMRELLERREN, S487/8F.
3. Mzl R A ERME T AL ERREHBERE 3,
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4733

CREF

o [ TIMACIEF, FHRFITHISHRIRIE HAE.
REhlesREB HAAERY, BRRESFHERISRIRAVKED,

% 3 4. FEifE NVMEM HEith
EF WAL NVMEM Bitt, ST AGHENE L EHEE NVMEM B3, FiFHEIRNFHE NVMEM &

Mo

1. #2Z NVMEM LED :
c NBIENALRE HARE, FEET—%,
 NBEMAZRBAMIUERE, B XAITHSEIR, AEKE NV BFREM NVRAM LED
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@ TEEZRESEY, NVRAMLED AR, REARBTENANEF. BiMETRG, Itk LED ¥
SR

" MBERTLXFANIE R THE, NVMEM LED $&AkE, BEIBIR5EMA, AE LED RIEX,
* Y05 LED SEBBIRITH, WARENBEEREMEE NVMEM Lo
iR ELE S &2 £ 7E ONTAP BZhE B A RITHIBY X HIHR 8

2. 77 CPU BN EHIKE NVMEM Hith,

; = f- '__‘ 'l
-y

FHBIE R &
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NVMEM E2jth4R

3. HVEEBMHIR TIRC XN EEHE RS, AEREMMEBHZEMITHSERPIRE,

4. NEEFENHEIR A,

5. iR LR EH RESEHIBRERMMNEO N, AER TEEBMIING, BIBmINERANRNIL
6. X CPU BNE,

HaRIELBUE ZIHEE.

%45 BRRERHISR

FRHISERPOEBITS, CURE RIS ERRE ISR RN,

1 RIS RIORI SHRCRITF OMTT, BRI R\ RAN—E,
(D EEERSERESEAESR, BERGIETEZR.

2. IRIEREENN R THLL.

MREEH T EEREE (QSFP 3 SFP) , 1FICBEFEANENERREEN.
3. FERUIEHISRIRM B R

EHEEIR— BB EENAET, maFBRE,

a. FOREBFATITAUENERT, BOENZHIZSERR, BRIESPIRHATEMA, ARRKLRIEF

& EEIEE.
() #EsIsERmANAER, WIRAEA, UGRITEES.
b. 5 R HISS R E T IETF EAORARET,
o MBMKREFEEHLERDRE, BERRELRE
o, (ERAIF I RIS IR A,
%5 5% t]EW TR MetroCluster BLEFHRE
LS NPRIE A7 =T = MetroCluster EEE,

P$IE
1. WIFFrET RSN T enabled IR MetroCluster node show
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cluster B::> metrocluster node show
DR Configuration

Group Cluster Node State

1 cluster A
controller A 1 configured
completed
cluster B
controller B 1 configured
switchback recovery
2 entries were displayed.

DR
Mirroring Mode

enabled heal roots

enabled waiting for

2. BIFFRB SVM LHEFHRIP BB E5EM . MetroCluster SVM show
3. WIHMEERFEERITHEMRBE LIF TS EMIN5ER: MetroCluster check 1if show

4. 155

WRYEFE Eﬁkﬁ@?%%
show SR IOEIETERH

BITIEENEEPNERIT = E{FAH MetroCluster switchback #F<
S. WFYICliR{ER

EBE5ER: MetroCluster show

cluster B::> metrocluster show

LHITYIEL

LHEBWTF waiting for-switchback IRESH, YIEHRENDEIRTT:

Cluster Configuration State Mode
Local: cluster B configured switchover
Remote: cluster A configured waiting-for-switchback

HEBT normal IKEBY, HIEHRIESEM.

cluster B::> metrocluster show

Cluster Configuration State Mode
Local: cluster B configured normal
Remote: cluster A configured normal

TTHELZIIRTS,

6. EFHEILEA SnapMirror B SnapVault E2E.
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%6 . KFHPESFHHIRE] NetApp

BIREMREMIEY RMA R BB #PE SRR E] NetApp o "SI ELEIFE "G XIFMAEE. BENAHE.
E % PCle & - FAS8200

EFH PCle &, EBIIT—RINFENES.

* BRI IR ED RS RAIFHIFIE ONTAP WAL 5 £
* RERHFTEEMARLIIERIRTT; BN, ERBFEXRRA.

$1F: XHARBUTHIZE
RIBFERSGRRAEENRRE, ErIUERATRBEIZXFSEEZ A HIER.
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TN . KREHELE

BRAZHEHEE, COMRELHRIVRTS, AELEMZERTIE, UERTEBTRISSSAEMNZ
BT Hl SR B R R,

KXFIES

* NREFEANEBSANRS, NS MENEZRITHIZSSCSITIFHEMHSHER cluster kernel-
service show, cluster kernel-service show #r < (TEpriva IR F) Al B/ BT R AR i
WS ZH R BEMERESURZT REETKS.

/1 SCSI IR RS S HEN SEBFHEMT RIRIFPER R, EREBIRZ A, BIALBRITE

8] &,

* If you have a cluster with more than two nodes, it must be in quorum. IR EE KA R ETITIRR
RFPIERIBSE R RIEI TR A EE T alse. MR AZHITH SR 2 AIE ERER ; FE0 "
RBoR5&RERD"

S
1. MNERB AT AutoSupport « M5&3d i B AutoSupport JH S22 1EBheI 2R

system node autosupport invoke -node * -type all -message MAINT=<# of
hours>h

LR AutoSupport JHEZE 1E B T2 25N

clusterl:> system node autosupport invoke -node * -type all -message
MAINT=2h

2. ZEBERIE
a. MERITHIZRAVIEH SN <

storage failover modify -node impaired node name -auto-giveback false

b. N 'y HIEEIRNEERETEZRAAMMER? i
3. ¥ZmiEHI2E 2R LOADER 12755 :

NRZIRITHZEEE. ... B4 ...

LOADER 2R BET—%,

[EEERFRE ¥ Ctrl-C , AREHIUERNEE vo
AFAIR AT IR R MIBITIEBEHI S E T EZHITHIZS

storage failover takeover -ofnode
impaired node name -halt true

-halt true B35 N\ Loaderig R i’
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BRI 2 ¢ $EHIZR I FWT = MetroCluster H1
BXAZHITHIZE, BHIRERHIZSRES, FEVERYIRITHEIZS, UESITIEENITHSSSREMNT
BT HI2sE B IR AR,
XFIbESE
s BAEIIRES B REFRIFERELTITARS, UENEITIEENITHIZS A,

BB
1. ¥€7 MetroCluster RS UBE ST HI2S R C B EIZTIEEAVITHIZE:. MetroCluster
show

2. IRIBRERET BohtIifR, WERTRULHR(E:

WMRITHIZZZH ... B4 ...

B Btk PEEMIT I —F,

EN=EIE MBETTIEBREHIZSMITITRIRNTIIRIZIE: MetroCluster
switchover

KENR, BEEER EERFEE, MRARE, BREEAHER, NRLERER

MetroCluster switchover [Bl@fEARAER, BEARBE AL,
Z‘E LTI, HEUIRERS

3. FIBITIEERERPIZIT MetroCluster heal -phase aggregates B%, UEHRETHIEER
A
Ro

controller A 1::> metrocluster heal -phase aggregates
[Job 130] Job succeeded: Heal Aggregates is successful.

MREBEWT IR, EOJLIFER  override-vetoes’ S EFH A MetroCluster heal 88%, WIREF
Rtk Rl kS, ')"J,%éjtﬁl-rgiﬁﬂﬁﬂjﬂﬁﬁ?sﬁfﬁE’]E’XE/J&O

4. {§F3 MetroCluster operation show 8 < IIHEERE B 520

controller A 1::> metrocluster operation show
Operation: heal-aggregates
State: successful
Start Time: 7/25/2016 18:45:55
End Time: 7/25/2016 18:45:56

Errors: -

S. fEH storage aggregate show YREREIRS.
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controller A 1::> storage aggregate show
Aggregate Size Available Used$% State #Vols Nodes
RAID Status

aggr b2 227.1GB 227.1GB % online 0 mccl-a2
raid dp, mirrored, normal...

6. {f/ MetroCluster heal -phase root-aggregates mYBERES

mcclA::> metrocluster heal -phase root-aggregates
[Job 137] Job succeeded: Heal Root Aggregates is successful

MREBEWT R, EAILUERA -override-vetoes B EM & H MetroCluster heal #8%, WRFEH
IEENESE, WRSRESEAMELLEEIRENIRE R,
7. EBPREEEE L MetroCluster operation show L WIHEEIRERT BT :
mcclA::> metrocluster operation show
Operation: heal-root-aggregates
State: successful
Start Time: 7/29/2016 20:54:41

End Time: 7/29/2016 20:54:42
Errors: -

8. ERMITHERIR L, WiFFEIR.

5528 FTFHHERIZRRIR
BihEEHRRASNANS, UMM RGREMEHEER, ARBEH MRS ER ERER.

1. MREERIEH, BIERE.

2. IMFRGLPERAEIRRE ENHIEE, AREMTHIBER LR TRALLM SFP (IRFR) , HiR
TR AR B,

RGABELLERRER, WEEEMRELLERREN, S487/8F.
3. Mzl R A ERME T AL ERREHBERE 3,
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e CRIEF

O [ THIMICIEF, FHRRFITHISHERIB HAE.
RriEH s R R HAFERT, IBHRESRHE R SR IRBVERER.

53%: FEiPCle &
BE PCle &, BREERISFHEE, ARKREESRINFH1TiEE.

1. MAFHEHI R ER M E R YRR,
2. B ER MIZHIZRRIR _EIEEf,



" MER

9 PCle &

3. MIZHISSERFENE PCle RHEEHKIE—,
4. REEFEHAR PCle £,

HRRF-RIERXTTEBED, FEEEPEA RN REMIZNES. PCle ROATEHHIMEIETEE
&,

C) NREEFRPEERRE R, BLEESEEFEE, B TREF, UETUEEIRE
g, RER, ARERREMIEEHEEFH TR,

o, & LMEiRHITEER B,

E 4T ENRERLGIR
FHUTHISRIRRPA RS, ERIERGEFERZEIEHSERABEE,
1. BRI SRR RIF SRR O, AERHTHISRERERENRSRN—F,

@ BRI RRTEBNNED, FFRIERGHET IS,
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2. IRIEREENNRF AT

NREEE T EEREE (QSFP 3 SFP) , FICBEFEANAENERREEN.
3. FERTHIBREIRAVEIT R

IERISRIR— B2 BEEENAER, MaFBE.

MREHRFENAT ... REPITUTEE ..

HA %t a. EMCIBFATITAUENBERT, BANZRIZRRR, HEIESPIRHAt
TR, ARBOREFS EFBEME, rEE6SEREEOLEF
ERVERERET,

C) gﬁﬁ%ﬁﬁ%kﬂﬁﬁ,%%%ﬁﬁk,u%ﬁ%ﬁ%

b. IIRHREMBRRLEEAEIRIGE, BEMREZIRE,
C. WNRFREIMERITHISBRIRN LG L, BENERXELL,
d. ERBIFHEREEHEDREERIGE.

XTI MetroCluster B2 & EACIBFATHAUENFERT, BAENEHSEER, BRCS5HRA

B FTEM, ARKOLIEFSLINEMUE, ITEEHISRREEORIEF
FRYERERET,

C) gﬁﬁﬁﬁﬂ%AMﬁN,%%ﬁﬁﬁk,u%ﬁ%ﬁ%

b. IR REMLRRLEEIRIGE, BENREZILE,

C. NREREIEZITHBIRIRNG L, IFEMERX LS,

d. EREIFHRGLHERRAEERE,

e. FRFAEMERIRRNER, ARITAERUBSHEMNIE,

4. NREBARSEIE FTE 40 GbE NIC kim0 E21F 10 GbE B EIEMEUEERE, BEHEIPEN T EH
nicadmin convert s XL IHE O/ 10 GbE &%,

() EsrasmsmERbERE,

o. fEfEHIRIME ERITIT!

MBENRAMT ... MESHENEHARDEMRLHS ...
HA Xt storage failover giveback -ofnode impaired node name

I &= MetroCluster Eg éj‘li;:iﬁi?ﬂﬁ?—*ﬁo MetroCluster JIEIE{EL BB EFIRTIZN T —ES 5T
B 0
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6. MNRBEREBNRIE, BEHBAHE: storage failover modify -node local -auto-giveback
true

$£ 5% ((NEXNTE MetroCluster ) : @5
SN RIE A7 ST = MetroCluster EE&,

-
1. WIFFIE T RS TF enabled A& MetroCluster node show

cluster B::> metrocluster node show

DR Configuration DR
Group Cluster Node State Mirroring Mode
1 cluster A
controller A 1 configured enabled heal roots
completed

cluster B
controller B 1 configured enabled waiting for
switchback recovery
2 entries were displayed.

2. BIFFRE SVM EEFHRIP EEBE5M . MetroCluster SVM show
3. IHEEIRIEEERITHEMBES) LIF TREREBEMINEM:. MetroCluster check 1if show
4. EIETIEEMEEPINEAT = E#FH MetroCluster switchback sa¥HITHIEL

S. I IEliR{FRE BE5e: MetroCluster show

HEEHIWTF waiting for-switchback KSR, YIEHRENEETIT:

cluster B::> metrocluster show

Cluster Configuration State Mode
Local: cluster B configured switchover
Remote: cluster A configured waiting-for-switchback

é%ﬁk? normal )lklp\E-_r) tﬂ@*ﬁé«ﬁ%ﬁio
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cluster B::> metrocluster show

Cluster Configuration State Mode
Local: cluster B configured normal
Remote: cluster A configured normal

NRYIEIEZEER KNG A 8E5TR, ERILUFERA MetroCluster config-replication resync-status

show SRR EIEEFHITHELIKE.
6. EFEIL{F SnapMirror ¢ SnapVault BB &,

% 6. KRR E] NetApp

REBEMFEM RMA JBRREHIEEIREl NetApp o "EMHREFER"EXFMER. BESNITH,

FiE JE— FAS8200
EiREREIEXA, AN TIRERURZE, EENITHAERANER,
REPHFIE EMEGNAESEET; B, EURBERREARLE,

* BIRATRB A RER.
* RS BAT—REIR— IR,
@ RIFEMIAERE FRIREADHNEREIR, RENFIERE!T, 1B ONTAP SEHZHIG
RIFBXEFERHES, HEIERERMLL,
* RGPRERMENUATES,
* BIRAIBEHITEEIRE,
a. RIEEH SR E S SEIEIR LA LED HEEEMRAER,
b. YNRE M KRIEM, FIEHIEM,
C. KM IJRH BT EEIR
L XHE R LR IR R,
ii. $THERAEEE, ARMERETEIRZL,
LRNC=NE7 3 e
d. B FEROREF EAERA, AEROEIEFERTEITAUE, UMNPIREBRER,
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FRANEE LED

L F

BIREAHIENS

o. fEANIITR R R
(D oFeEs, BreaRFaEEEs,
. BRI XA T OFF fLE,
o FIMFHHBRALH LS RINERNFONT, AEERNRIBTRERERENE,
BRAGREME, RESHRE,

() BaERBARGE, EMRNTA. BAESRNEES.

h. BAO¥DBERLRIESF, FERLEEEVIAET, AEEORIEFHEXAME, HEORIBFRRE
BIRANEIBIEME,

I EIEERIRRL:
L KR EATIE IR R BRI R,
i, fEF IR E e a5 IR E E 2 IR
BRMEMBE, K& LED N A%ZE,

- FTFRERIRAVERIR, AARRIRIERIRIESD LED RUEITIE R,
HIREXAE, IR LED =i,
K. IRBREMMMHE RMA BBRRHSIEER4RE] NetApp o "SHREFER"EXIFMER. BSNITHE,

SR SCAT AT $h R th— FAS8200

BEEFRITHZERPIILETEISR ( Real-Time Clock , RTC) Eih, LUEKEEERET
B][E 2 B 2GRk S M N TR A AR E5E 1T,

* BRI IRED RS RAIFHIFIE ONTAP WA 5 £
* REFBFRE EMMAMSIERIETT; &N, SRR RAZR.
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$1F: XARBITHIZE
RIBFERSGEGEENTRE, ERIUERATRNIIZXFSIEEZIRATITHIE.
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TN . KREHELE

BRAZHEHEE, COMRELHRIVRTS, AELEMZERTIE, UERTEBTRISSSAEMNZ
BT Hl SR B R R,

KXFIES

* NREFEANEBSANRS, NS MENEZRITHIZSSCSITIFHEMHSHER cluster kernel-
service show, cluster kernel-service show #r < (TEpriva IR F) Al B/ BT R AR i
WS ZH R BEMERESURZT REETKS.

/1 SCSI IR RS S HEN SEBFHEMT RIRIFPER R, EREBIRZ A, BIALBRITE

8] &,

* If you have a cluster with more than two nodes, it must be in quorum. IR EE KA R ETITIRR
RFPIERIBSE R RIEI TR A EE T alse. MR AZHITH SR 2 AIE ERER ; FE0 "
RBoR5&RERD"

S
1. MNERB AT AutoSupport « M5&3d i B AutoSupport JH S22 1EBheI 2R

system node autosupport invoke -node * -type all -message MAINT=<# of
hours>h

LR AutoSupport JHEZE 1E B T2 25N

clusterl:> system node autosupport invoke -node * -type all -message
MAINT=2h

2. ZEBERIE
a. MERITHIZRAVIEH SN <

storage failover modify -node impaired node name -auto-giveback false

b. N 'y HIEEIRNEERETEZRAAMMER? i
3. ¥ZmiEHI2E 2R LOADER 12755 :

NRZIRITHZEEE. ... B4 ...

LOADER 2R BET—%,

[EEERFRE ¥ Ctrl-C , AREHIUERNEE vo
AFAIR AT IR R MIBITIEBEHI S E T EZHITHIZS

storage failover takeover -ofnode
impaired node name -halt true

-halt true B35 N\ Loaderig R i’
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BRI 2 ¢ $EHIZR I FWT = MetroCluster H1
BXAZHITHIZE, BHIRERHIZSRES, FEVERYIRITHEIZS, UESITIEENITHSSSREMNT
BT HI2sE B IR AR,
XFIbESE
s BAEIIRES B REFRIFERELTITARS, UENEITIEENITHIZS A,

BB
1. ¥€7 MetroCluster RS UBE ST HI2S R C B EIZTIEEAVITHIZE:. MetroCluster
show

2. IRIBRERET BohtIifR, WERTRULHR(E:

WMRITHIZZZH ... B4 ...

B Btk PEEMIT I —F,

EN=EIE MBETTIEBREHIZSMITITRIRNTIIRIZIE: MetroCluster
switchover

KENR, BEEER EERFEE, MRARE, BREEAHER, NRLERER

MetroCluster switchover [Bl@fEARAER, BEARBE AL,
Z‘E LTI, HEUIRERS

3. FIBITIEERERPIZIT MetroCluster heal -phase aggregates B%, UEHRETHIEER
A
Ro

controller A 1::> metrocluster heal -phase aggregates
[Job 130] Job succeeded: Heal Aggregates is successful.

MREBEWT IR, EOJLIFER  override-vetoes’ S EFH A MetroCluster heal 88%, WIREF
Rtk Rl kS, ')"J,%éjtﬁl-rgiﬁﬂﬁﬂjﬂﬁﬁ?sﬁfﬁE’]E’XE/J&O

4. {§F3 MetroCluster operation show 8 < IIHEERE B 520

controller A 1::> metrocluster operation show
Operation: heal-aggregates
State: successful
Start Time: 7/25/2016 18:45:55
End Time: 7/25/2016 18:45:56

Errors: -

S. fEH storage aggregate show YREREIRS.
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controller A 1::> storage aggregate show
Aggregate Size Available Used$% State #Vols Nodes
RAID Status

aggr b2 227.1GB 227.1GB % online 0 mccl-a2
raid dp, mirrored, normal...

6. {f/ MetroCluster heal -phase root-aggregates mYBERES

mcclA::> metrocluster heal -phase root-aggregates
[Job 137] Job succeeded: Heal Root Aggregates is successful

MNREBEWT R, ERILIER -override-vetoes S EH AH MetroCluster heal 885, WR{ER
A% SE, NARFRKESTMAELEEBERENIRE R,

7. EBPREEEE L MetroCluster operation show L WIHEEIRERT BT :

mcclA::> metrocluster operation show
Operation: heal-root-aggregates
State: successful
Start Time: 7/29/2016 20:54:41
End Time: 7/29/2016 20:54:42
Errors: -

8. ERMITHERIR L, WiFFEIR.

5528 FTFHHERIZRRIR
BihEEHRRASNANS, UMM RGREMEHEER, ARBEH MRS ER ERER.
1. MREERIEH, BIERE.

2. IMFRGLPERAEIRRE ENHIEE, AREMTHIBER LR TRALLM SFP (IRFR) , HiR

TR AERR B
RGABELLERRER, WEEEMRELLERREN, S487/8F.
3. Mzl R A ERME T AL ERREHBERE 3,

101



e CRIEF

O [ THIMICIEF, FHRRFITHISHERIB HAE.
RriEH s R R HAFERT, IBHRESRHE R SR IRBVERER.

53 EM|RTC Hith
BE RTC B, BRI FHEIFHRIRSESD BIRF#H1TIR(F

1. NREE RIEM, FIEHER,
2. 1% RTC EBith,
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w

- FEMERRER MR, KEIeR L EMIR, ARRKEMAEERHE T,

@ MEEBERFRENH BRY, IEER AR, BAMRENS, BIIERBEESREF. Bt
FESSARIINS BT ER MBI E,

4. MEHEREEI IR AN E R A it

O. HEHTHISRRPH T ABEIMSIR,

6. 12 RTC HMAIRIE, AERREMARIAFETHE, FEBABMEF,

/. BUREEM, BRESTEREEMETR, FHFEREER.

%4 ENMREEHSERAIRETMR RTC Bitt/5898¢ 8 / BHHA

EIIZHIRFRRPRVAN G, BONERFTETERZ TGRSR, ERERE LHNENRM, 2BREH
Eo

1. NRERKXEENE HIEHIBREIRER, BRFEXF,
2. BiIERISERNRIGESTREPOAOXNTT, ARFERHSEREREARSN—F,

BRI RRTEEAFER, FRIERGHET X,
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3. IRIEFREEMNRAH T,
MNREEEI TN ER%IEEE (QSFP 3 SFP) , BB EERANANERLTEE].

4 MREHRTRIR, BEMBANLR, AREMTERRLEER.
O. SERIEHIBIERN BT

a. EMCIBFATAUENERT, BIENTHIZEER, BEEIESPRATEMA, AEFLEIEF
A LEMEME.

RIS RS EOIIET ERRRET.
() #esIsEmmANAER, EIRAEA, UGRITESES.

a. NRERBMRERLERRE, BEMREZILSE.
b. {ERAMIFHEREAEAER R EIRIRE,
C. RERAEMERIERMER, ARHTARRUBHEEIE.
d. 7£ LOADER b E FH 25,
6. EF=HIR LRI EIM B ER:
a. £ show date SRLHEZITINLRIFAVIZH 28 LAY B EAFETIE,
b. 7 B#RiEHI23 £ LOADER 27, 1ZERYEIH HEA,
C. IBHME, BEEM set date MM/dd/yyyy BB,
d. WNBHE, 5 set time hh | mm : ss BLTE GMT HIGERTE,
e. HaiA BAniEHles L py B EAFNRYEL,
7. 7£ LOADER 27~ ff4, BN bye UEHIAK PCle RAMEMAN, HiLEHBREMEE.

8. XX ITHSHITEE, FEHMEIEEIETT: storage failover giveback -ofnode
impaired node name

9. MRBZABNRIE, BEMRBAT: storage failover modify -node local -auto-giveback
true

% 54 YIENT = MetroCluster B0 & FHIERE
SN RIEAIH ST = MetroCluster EE &,

P$IE
1. WIFFrET RSN T enabled IR MetroCluster node show
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cluster B::> metrocluster node show

DR Configuration DR
Group Cluster Node State Mirroring Mode
1 cluster A
controller A 1 configured enabled heal roots
completed

cluster B
controller B 1 configured enabled waiting for
switchback recovery
2 entries were displayed.

2. BIFFRB SVM LHEFHRIP BB E5EM . MetroCluster SVM show

3. WIHMEERFEERITHEMRBE LIF TS EMIN5ER: MetroCluster check 1if show
4 EETEENERPNEAT S EEH MetroCluster switchback fSHITHIEL
5

- IFYIEIRER B ESE . MetroCluster show

HEBAT waiting for-switchback IRKSH, YIEHE(EDIEETT:

cluster B::> metrocluster show

Cluster Configuration State Mode
Local: cluster B configured switchover
Remote: cluster A configured waiting-for-switchback

LEBLT normal KSR, YIEHEIESTR. -

cluster B::> metrocluster show

Cluster Configuration State Mode
Local: cluster B configured normal
Remote: cluster A configured normal

MNRYICIEEBR KT IE A 8ETERL, SRR MetroCluster config-replication resync-status

show BR LB EEHITRIRELAVIAT,.

6. EFHEILEA SnapMirror B SnapVault E2E.
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%6 . KFHPESFHHIRE] NetApp

RIREMREME RMA RBIR SRR E] NetApp o "EIfHREIFIER " EXFMER. FERNNHE.
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